## ELECTROMAGNETIC WAVES AND RADIATING SYSTEMS



CONVERSION OF UNITS

| Sym- | Quantity | MKS units | CGS units |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | The MKS unit below | is equal to the following number of CGS electromagnetic units: | and is also equal to the following number of CGS electrostatic units: |
| $q$ | Charge | 1 coulomb | $10^{-1}$ | $3 \times 10^{9} \quad$ (stat-coulombs) |
| $I$ | Current | 1 ampere | $10^{-1}$ (ab-amperes) | $3 \times 10^{9}$ |
| $V$ | Electromotive force | 1 volt | $10^{8}$ (ab-volts) | $1 / 3 \times 10^{-2} \quad$ (stat-volts) |
| $R$ | Resistance | 1 ohm | $10^{8}$ | $1 / 9 \times 10^{-11}$ |
| C | Capacitance | 1 farad | $10^{-9}$ | $9 \times 10^{11}$ (stat-farads or centimeters) |
| $L$ | Inductance | 1 henry | $10^{\circ}$ | $1 / 9 \times 10^{-11}$ |
| F | Force | 1 newton | $10^{5}$ (dynes) | $10^{5}$ (dynes) |
| U | Energy | 1 joule | $10^{7}$ (ergs) | $10^{7}$ (ergs) |
| W | Power | 1 watt | $10^{7}$ (ergs $/ \mathrm{sec}$ ) | $10^{7} \quad(\mathrm{ergs} / \mathrm{sec})$ |
| $\sigma$ | Conductivity | $1 \mathrm{mho} / \mathrm{meter}$ | $10^{-11}$ | $9 \times 10^{9}$ |
| Ф | Magnetic flux | 1 weber | $10^{8}$ (Maxwells) | $1 / 3 \times 10^{-2}$ |
| B | Magnetic flux density | 1 weber/square meter | $10^{4}$ (gauss) | $1 / 3 \times 10^{-6}$ |
| $\mathfrak{F}$ | Magnetomotive force* | 1 ampere (-turn) | $4 \pi \times 10^{-1} \quad$ (gilberts) | $12 \pi \times 10^{3}$ |
| H | Magnetic intensity* | 1 ampere/meter | $4 \pi \times 10^{-2} \quad$ (oersteds) | $12 \pi \times 10^{7}$ |

* The starred quantities are affected by rationalization. For these quantities the conversion factors are shown for converting from rationalized MKS units to unrationalized CGS units.

| Meters | Inches | Feet | Miles |
| :---: | :---: | :---: | :---: |
| .0254 | 1 | .0833 |  |
| .3048 | 12 | 1 | .0001894 |
| 1 | 39.37 | 3.281 | .0006214 |
| 1609 |  | 5280 | 1 |
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## PREFACE

AkNOWLEDGE of electromagnetic radiation and propagation is now required of virtually all communication and electronic engineers. This book is designed to provide a course in this field for electrical engineers and physicists. It is an outgrowth of courses given by the author at Ohio State University and at the University of Illinois. The level of the first part of the book is suitable for seniors and beginning graduate students; the later chapters are primarily for more advanced graduate students. Although there is sufficient material for a two-semester course, many instructors may prefer to select only certain chapters to be covered in a one-semester or one-quarter course. The division of material among chapters has been made with this fact in mind.

In a text of this scope it is necessary to draw from the writings of many specialists. I am indebted to Professor Erik Hallén for the use of his antenna impedance curves in Chapter 13. For the chapters on propagation, material from the papers of K. A. Norton and C. R. Burrows has been used. The writings of S. A. Schelkunoff are already classics and are largely responsible for many engineering concepts, such as wave impedance and magnetic curreats, now in general use. References to his papers and book will be found throughout the text.

It is a pleasure to acknowledge the assistance given by the author's associates at the University of Illinois and elsewhere. W. G. Albright, R. S. Elliott, P. K. Hudson, Ray DuHamel, Edgar Hayden, John Myers, Douglas Royal, John Bell, and many others gave freely of their time in checking the manuscript and reading proof. Discussions with George Sinclair were always helpful. I am especially indebted to J. A. Barkson, who read much of the manuscript and offered many suggestions, and to Nicholas Yaru, who drew the originals for the illustrations.

Several years ago it was my privilege to take a graduate course in
radiation from Professor W. L. Everitt at the Ohio State University. The original set of notes, "Radiation and Radiating Systems," used for that course has formed the nucleus about which this book has been developed. It is my hope that some of the engineering philosophy that was so much a part of that early course may have been carried over into this work.
E. C. Jordan

Urbana, Illinois
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## CHAPTER 1

## FUNDAMENTALS OF ELECTROMAGNETK ENGINEERING

1.01 Circuits and Fields. The rapid advances that have been made in electrical engineering during the past few decades have been due largely to the ability of the engineer to predict with accuracy the performance of complicated electrical networks. The secret of this ability lies chiefly in the use of a simple but powerful tool called circuit theory. The power of the circuit approaoh depends upon its simplicity, and this simplicity is due to the fact that circuit theory is a simplified approximation of a more exact field theory. In chap. 11 familiar circuit relations are derived directly from the more general field relations, and in the process the assumptions and approximations involved in the use of circuit theory are made apparent.

Despite the power and usefulness of the circuit approach the communications engineer concerned with microwaves or with radio transmission problems quickly becomes aware of its limitations. In the over-all design of a radio communication system the engineer can use circuit theory to design the terminal equipment, but between the output terminals of the transmitter and the input terminals of the receiver, circuit theory fails to give him answers, and he must turn to field theory. Electromagnetic field theory deals directly with the field vectors E and H , whereas circuit theory deals with voltages and currents that are the integrated effects of electric and magnetic fields. Of course voltages and currents are the end results in which the engineer is interested, but the intermediate step, the electromagnetic field, is now a necessary one. It is the purpose of this book to familiarize the student and the engineer with the fundamental relations of the electromagnetic field, and to demon-
strate how such relations are csed in the solution of encinecring problems.

Field theory is more difficult than circuit theory only because of the larger number of variables involved. When current is constant around a circuit, the voltages and currents are functions of one variable-time. In uniform-transmission-line theory, the distance along the line is an added variable, but the engineer has learned to treat this distributed-constants circuit by means of an extension of ordinary circuit theory, which he calls transmission line theory. In the most general electromagnetic field problems there are three space variables involved, and the solutions tend to become correspondingly complex. The additional complexity that results from having to deal with vector quantities in three dimensions can largely be overcome by use of vector analysis. The small amount of effort required to become familiar with vector analysis is soon amply repaid by the simplification that results from its use. For this reason the first topic to be treated will be vector analysis.
1.02 Vector Analysis. The use of vector analysis in the study of electromagnetic field theory results in a real economy of time and thought. Even more important, the vector form helps to give a clearer understanding of the physical laws that mathematics describes. To express these essentially simple physical relations in the longhand scalar form is like trying to sing a song note-by-note, or like sending a code message dot-by-dash, instead of in letter or word groups. The more concise vector form states each relation as a whole, rather than in its component parts. The brief introduction to vector analysis included here is for the benefit of those readers not already familiar with this useful tool. This treatment is adequate for present purposes, but it is expected that the student may later find it desirable to refer to some standard vector analysis text for a more thorough presentation.

Scalar. A quantity that is characterized only by magnitude and algebraic sign is called a scalar. Examples of physical quantities that are scalars are mass, time, temperature, and work. They are represented by italic letters, such as $A, B, C, a, b$, and $c$.

Vector. A quantity that has direction as well as magnitude is called a vector. Force, velocity, displacement, and acceleration are' examples of vector quantities. They are represented by letters in bold-face roman type, such as $A, B, C, G, b$, and c... $A$ vector can
ba represented geometrically by an arrow whose direction is appropriately chosen and whose length is proportional to the magnitude . of the vector.

Field. If at each point of a region there is a corresponding value of some physical function, the region is called a field. Fields may be classified as either scalar or vector, depending upon the type of function involved.

If the value of the physical function at each point is a scalar quantity, then the field is a scalar field. The temperature of the atmosphere, the height of the surface of the earth above sea level, and the density of a nonhomogeneous body are examples of scalar fields.

When the value of the function at each point is a vector quantity, the field is a vector ficld. The wind velocity of the atmosphere, the force of gravity on a mass in space, and the force on a charged body placed in an electric field, are examples of vector fields.

Sum ard Difference of Two Vectors. The sum of any two vectors A and B is illustrated in Fig. 1-1a. It is apparent that it makes no difference whether $\mathbf{B}$ is added to $\mathbf{A}$ or $\mathbf{A}$ is added to $\mathbf{B}$. Hence

$$
\begin{equation*}
\mathbf{A}+\mathbf{B}=\mathbf{B}+\mathbf{A} \tag{1-1}
\end{equation*}
$$

When the order of the operation may be reversed with no effect on the result, the operation is said to obey the commutative law.


Fig. 1-1
Figure 1-1b illustrates the difference of any two vectors $\Lambda$ and $B$. It is to be remembered that the negative of a vector is a vector of the same magnitude, but with a reversed direction.

Multiplication of a Scalar and a Vector. When a vector is multiplied by a scalar, a new vector is produced whose direction is the same as the original vector and whose magnitude is the product of
the magnitudes of the vector and scalar. Thus

$$
\begin{equation*}
\mathbf{C}=a \mathbf{B} \tag{1-2}
\end{equation*}
$$

Note the absence of any multiplication symbols between $a$ and B. The symbols • and $\times$ are reserved for special types of multiplication, which will be discussed later.

The mathematician finds in vector analysis a tool by which relationships can be expressed without reference to a co-ordinate system. The engineer, however, generally needs a reference set of co-ordinates to solve problems. The text will use rectangular or Cartesian co-ordinates, except in those cases where other co-ordinate systems reduce the com-


Fig. 1-2 plexity of the problems. It will be assumed that all vectors and fields are threedimensional.

A three-dimensional vector is completely described by its projections on the $x, y$, and $z$ axes. Therefore it can be said that a three-dimensional vector specifies three scalars (the scalar magnitudes of the three mutually orthogonal vector components). Also, a vector field specifies three scalar fields (the scalar magnitudes of the three component vector fields). This idea of component vectors can be represented by

$$
\begin{equation*}
\mathbf{A}=A_{x} \mathbf{i}+A_{y} \mathbf{j}+A_{z} \mathbf{k} \tag{1-3}
\end{equation*}
$$

where $A_{x}, A_{y}$, and $A_{z}$ are the magnitudes of the projections of the vector on the $x, y$, and $z$ axes respectively, and $\mathrm{i}, \mathrm{j}$, and k are unit vectors in the direction of the axes, (Fig. 1-2).

If any two vectors $\mathbf{A}$ and $\mathbf{B}$ are added, there results

$$
\begin{equation*}
\mathbf{A}+\mathbf{B}=A_{x} \mathrm{i}+A_{y} \mathbf{j}+A_{z} \mathbf{k}+B_{x} \mathfrak{i}+B_{y} \mathrm{j}+B_{z} \mathbf{k} \tag{1-4}
\end{equation*}
$$

which can be grouped as

$$
\begin{equation*}
\mathrm{A}+\mathrm{B}=\left(A_{z}+B_{z}\right) \mathbf{i}+\left(A_{y}+B_{y}\right) \mathbf{j}+\left(A_{z}+B_{z}\right) \mathbf{k} \tag{1-5}
\end{equation*}
$$

This shows that each of the three components of the resultant vector is found by adding the two corresponding components of the individual vectors.

Furthermore, in any vector equation, the sum of the $i$ components on the left-hand side is equal to the sum of the $i$ components on the right-hand side. The same is true also of the j and k components. Therefore, a vector equation can be written as three separate and distinct equations. For example, the equation

$$
\begin{equation*}
A+B=C+D+E \tag{1-6}
\end{equation*}
$$

could be written as the three equations

$$
\begin{align*}
& A_{x}+B_{x}=C_{x}+D_{x}+E_{x}  \tag{1-6a}\\
& A_{y}+B_{y}=C_{y}+D_{y}+E_{y}  \tag{1-6b}\\
& A_{z}+B_{z}=C_{z}+D_{z}+E_{z} \tag{1-6c}
\end{align*}
$$

The ease with which three component equations can be written as one vector equation makes vector analysis particularly useful in field theory.

Scalar Multiplication. It was just shown that a vector could be multiplied by a scalar. It is also possible to multiply a vector by a vector, but first the meaning of such multiplication must be defined and suitable rules formulated. Two types of vector multiplication have been defined, namely "scalar product" and "vector product." The


Fig. 1-3 meaning of such multiplications and the necessary rules are briefly discussed in the following. The scalar product of two vectors is a scalar quantity whose magnitude is equal to the product of the magnitudes of the two vectors and the cosine of the angle between them. This type of multiplication is often called the dot product and is indicated by a - (dot) placed between the two vectors to be multiplied. Hence in Fig. 1-3,

$$
\begin{equation*}
\mathbf{A} \cdot \mathbf{B}=A B \cos \theta \tag{1-7}
\end{equation*}
$$

It is seen that the dot product obeys the commutative law, that is

$$
\begin{equation*}
\mathbf{A} \cdot \mathbf{B}=\mathbf{B} \cdot \mathbf{A} \tag{1-8}
\end{equation*}
$$

A physical example of the dot product can be found in the relationship between force and distance. If F represents a force that
acts through the distance D (Fig. 1-4), then the work done would be given by the equation

$$
\begin{equation*}
\text { Work }=\mathrm{F} \cdot \mathrm{D} \tag{1-9}
\end{equation*}
$$

Again notice that the dot product, which in this case is work, is a scalar quantity.


Fig. 1-4
The dot product of two vectors can be found by using ordinary algebraic rules.
Let

$$
\begin{aligned}
& \mathbf{A}=A_{x} \mathrm{i}+A_{y} \mathrm{j}+A_{z} \mathbf{k} \\
& \mathbf{B}=B_{x} \mathrm{i}+B_{y} \mathrm{j}+B_{z} \mathbf{k}
\end{aligned}
$$

Therefore

$$
\begin{align*}
\mathrm{A} \cdot \mathrm{~B} & =A_{x} B_{x}(\mathrm{i} \cdot \mathrm{i})+A_{x} B_{y}(\mathrm{i} \cdot \mathrm{j})+A_{x} B_{z}(\mathrm{i} \cdot \mathrm{k}) \\
& +A_{y} B_{x}(\mathrm{j} \cdot \mathrm{i})+A_{y} B_{y}(\mathrm{j} \cdot \mathrm{j})+A_{y} B_{z}(\mathrm{j} \cdot \mathrm{k}) \\
& +A_{z} B_{x}(\mathrm{k} \cdot \mathrm{i})+A_{z} B_{y}(\mathrm{k} \cdot \mathrm{j})+A_{z} B_{z}(\mathrm{k} \cdot \mathrm{k}) \tag{1-10}
\end{align*}
$$

But it can be seen from eq. (7) that

$$
\begin{align*}
& \mathrm{i} \cdot \mathrm{i}=\mathrm{j} \cdot \mathrm{j}=\mathrm{k} \cdot \mathrm{k}=1  \tag{1-11a}\\
& \mathrm{i} \cdot \mathrm{j}=\mathrm{j} \cdot \mathrm{k}=\mathrm{k} \cdot \mathrm{i}=\mathrm{j} \cdot \mathrm{i}=\mathrm{k} \cdot \mathrm{j}=\mathrm{i} \cdot \mathrm{k}=\mathbf{0} \tag{1-11b}
\end{align*}
$$

Therefore eq. (10) reduces to

$$
\begin{equation*}
\mathrm{A} \cdot \mathrm{~B}=A_{x} B_{x}+A_{y} B_{y}+A_{z} B_{z} \tag{1-12}
\end{equation*}
$$

Vector Multiplication. The vector product of two vectors is defined as a vector whose magnitude is the product of the magnitudes of the two vectors and the sine of the angle between them, and whose direction is perpendicular to the plane containing the two vectors. If a right-handed screw is rotated from the first vector to the second (through the smaller included angle), it moves in the positive direction of the resultant vector. This type of multiplication is often
called the cross product and is indicated by a $\times$ (cross) placed between the two vectors to be multiplied. Hence, in Fig. (1-3)

$$
\begin{equation*}
|\mathbf{A} \times \mathbf{B}|=A B \sin \theta \tag{1-13}
\end{equation*}
$$

where the bars | | indicate "magnitude of."
The direction of the vector $\mathbf{A} \times \mathbf{B}$ would be into the paper away from the reader. The vector $\mathbf{B} \times \mathbf{A}$ would have the same magnitude but the opposite direction, that is, toward the reader. Therefore

$$
\begin{equation*}
\mathbf{A} \times \mathbf{B}=-\dot{B} \times \mathbf{A} \tag{1-14}
\end{equation*}
$$

and the commutative law does not apply.
A physical example of vector multiplication can be found in the lifting force of a screw jack. If friction is neglected and a force $f$ is applied at the end of a lever arm of length $l$, then the lifting force $\mathbf{F}$ produced by the jack will be

$$
\frac{p}{2 \pi} \mathrm{~F}=\mathrm{f} \times \mathrm{l}
$$

where the constant $p$ is the pitch of the screw.
The vector product may also be obtained by straightforward algebraic multiplication and a result similar to that of eq. (10) obtained. Thus

$$
\begin{align*}
\mathbf{A} \times \mathbf{B} & =A_{x} B_{x}(\mathbf{i} \times \mathbf{i})+A_{x} B_{y}(\mathbf{i} \times \mathbf{j})+A_{x} B_{z}(\mathbf{i} \times \mathbf{k}) \\
& +A_{y} B_{x}(\mathbf{j} \times \mathbf{i})+A_{y} B_{y}(\mathbf{j} \times \mathbf{j})+A_{y} B_{z}(\mathbf{j} \times \mathbf{k}) \\
& +A_{z} B_{x}(\mathbf{k} \times \mathbf{i})+A_{z} B_{y}(\mathbf{k} \times \mathbf{j})+A_{z} B_{z}(\mathbf{k} \times \mathbf{k}) \tag{1-15}
\end{align*}
$$

By using eqs. (13) and (14) and a right-handed system of co-ordinates (Fig. 1-5) it is found that

$$
\begin{align*}
\mathbf{i} \times \mathbf{j} & =\mathbf{k}=-\mathbf{j} \times \mathbf{i}  \tag{1-16a}\\
\mathbf{j} \times \mathbf{k} & =\mathbf{i}=-\mathbf{k} \times \mathbf{j}  \tag{1-16b}\\
\mathbf{k} \times \mathbf{i} & =\mathbf{j}=-\mathbf{i} \times \mathbf{k}  \tag{1-16c}\\
\mathbf{i} \times \mathbf{i} & =\mathbf{j} \times \mathbf{j}=\mathbf{k} \times \mathbf{k}=0 \tag{1-16d}
\end{align*}
$$

Therefore eq. (15) reduces to

$$
\begin{align*}
\mathbf{A} \times \mathrm{B} & =\left(A_{y} B_{z}-A_{z} B_{y}\right) \mathbf{i} \\
& +\left(A_{z} B_{x}-A_{x} B_{z}\right) \mathbf{j} \\
& +\left(A_{x} B_{y}-A_{y} B_{x}\right) \mathbf{k} \tag{1-17}
\end{align*}
$$

This result may be remembered easily by noting that the subscripts of the first (positive) part of each term are cyclic with an $x-y-z$ rotation when combined with the axis direction of the associated unit vector. For example, in the first part of the first term, the subscript order is $y-z-x$ ( i is in the $x$ direction). The subscript order of the positive part of the second term is $z-x-y$, and for the positive part of the third term it is $x-y-z$. The second or negative part of


Fia. 1-5. Right-handed co-ordinate system.
each term is obtained by reversing the subscripts of the first part of the term. The correct order also may be found from the determinant

$$
\mathbf{A} \times \mathbf{B}=\left|\begin{array}{lll}
A_{x} & A_{y} & A_{z} \\
B_{x} & B_{y} & B_{z} \\
\mathbf{i} & \mathbf{j} & \mathbf{k}
\end{array}\right| \quad \text { or } \quad \mathbf{A} \times \mathbf{B}=\left|\begin{array}{lll}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
A_{x} & A_{y} & A_{z} \\
B_{x} & B_{y} & B_{z}
\end{array}\right|
$$

Differentiation-The $\nabla$ Operator. The differential vector operator $\nabla$, called del or nabla, has many important applications in physical problems. It is defined as

$$
\begin{equation*}
\nabla=\frac{\partial}{\partial x} \mathbf{i}+\frac{\partial}{\partial y} \mathbf{j}+\frac{\partial}{\partial z} \mathbf{k} \tag{1-18}
\end{equation*}
$$

A differential operator can be treated in much the same way as any ordinary quantity. For example, with the operator $D=\partial / \partial_{x}$, the operation $D y$ means the quantity $\partial y / \partial x$ is to be obtained.

There are three possible operations with $\nabla$ corresponding to the three possible types of vector multiplication, illustrated in eqs. (2), (12), and (17).

1. If $V$ is a scalar function, then by eqs. (2) and (18)

$$
\begin{equation*}
\nabla V=\frac{\partial V}{\partial x} \mathrm{i}+\frac{\partial V}{\partial y} \mathrm{j}+\frac{\partial V}{\partial z} \mathbf{k} \tag{1-19}
\end{equation*}
$$

This operation is called the gradient (for reasons to be explained later), and is abbreviated

$$
\begin{equation*}
\nabla V=\operatorname{grad} V \tag{1-20}
\end{equation*}
$$

2. If A is a vector function, we can apply eqs. (10), (12), and (18) and get

$$
\begin{equation*}
\nabla \cdot \mathbf{A}=\frac{\partial A_{x}}{\partial x}+\frac{\partial A_{y}}{\partial y}+\frac{\partial A_{z}}{\partial z} \tag{1-21}
\end{equation*}
$$

This operation is called the divergence and is abbreviated

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{A}=\operatorname{div} \mathbf{A} \tag{1-22}
\end{equation*}
$$

3. If $\mathbf{A}$ is a vector function, we can use eqs. (15), (17), and (18) to show that

$$
\begin{align*}
& \nabla \times \mathbf{A}=\left(\frac{\partial A_{z}}{\partial y}-\frac{\partial A_{y}}{\partial z}\right) \mathbf{i}+\left(\frac{\partial A_{x}}{\partial z}-\frac{\partial A_{z}}{\partial x}\right) \mathbf{j} \\
&+\left(\frac{\partial A_{y}}{\partial x}-\frac{\partial A_{x}}{\partial y}\right) \mathbf{k}  \tag{1-23}\\
& \nabla \times \mathbf{A}=\left|\begin{array}{lll}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
A_{x} & A_{y} & A_{z} \\
\mathbf{i} & \mathbf{j} & \mathbf{k}
\end{array}\right|
\end{align*}
$$

This operation is called the curl and can be written as

$$
\begin{equation*}
\nabla \times \mathbf{A}=\operatorname{curl} \mathbf{A} \tag{1-24}
\end{equation*}
$$

Identities. The identities that follow are useful in deriving field equations. The student can verify them by direct expansions.

$$
\begin{align*}
\operatorname{div} \operatorname{curl} \mathbf{A} & =\nabla \cdot(\nabla \times \mathrm{A})=0  \tag{1-25}\\
\text { curl grad } V & =\nabla \times(\nabla V)=0  \tag{1-26}\\
\operatorname{div} \operatorname{grad} V & =\nabla \cdot(\nabla V)=\nabla^{2} V
\end{align*}
$$

where $\nabla^{2}$ is defined (in Cartesian co-ordinates) as the operation*

$$
\begin{equation*}
\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}+\frac{\partial^{2}}{\partial z^{2}} \tag{1-27}
\end{equation*}
$$

* The operator $\nabla^{2}$ (del squared) is called the Laplacian. The Laplacian of a scalar $V$ is given by eq. (27). The Laplacian of a vector A is defined as the vector whose Cartesian components are the Laplacians of the Cartesian components of $A$, That is

$$
\nabla^{2} \mathrm{~A}=\mathrm{i} \nabla^{2} A_{z}+\mathrm{j} \nabla^{2} A_{y}+\mathrm{k} \nabla^{2} A_{j} \quad(9 \text { terms })
$$

$$
\begin{array}{ll}
\text { curl curl } \mathbf{A}=\nabla \times(\nabla \times \mathbf{A})=\operatorname{grad} \operatorname{div} \mathbf{A}-\nabla^{2} \mathbf{A} & (1-28) \\
\operatorname{div} \mathbf{A} \times \mathbf{B}=\nabla \cdot(\mathbf{A} \times \mathbf{B})=\mathbf{B} \cdot \operatorname{curl} \mathbf{A}-\mathbf{A} \cdot \operatorname{curl} \mathbf{B} & (1-29)
\end{array}
$$

Direction Cosines. The component of a vector in a given direction is the projection of the vector on a line in that direction. Thus $A_{x}$, the $x$ component of $\Lambda$, is equal to $A \cos \alpha$, where $\alpha$ is the angle between $\mathbf{A}$ and the $x$ axis. Then

$$
A_{x}=\Lambda \cdot \mathrm{i}
$$

That is, the component of a vector in a given direction is equal to the dot product of the vector and a unit vector in that direction.

If a vector makes angles $\alpha, \beta, \gamma$, with the co-ordinate axes, then

$$
l=\cos c, \quad m=\cos \beta, \quad \eta=\cos \gamma
$$

are known as the direction cosines of the vector.
Problem 1. The scalar product of two vectors may be writion in termes of the sum of the products of their direction components.

$$
\mathrm{A} \cdot \mathrm{~B}=A_{z} B_{z}+A_{y} B_{y}+A_{z} D_{z}
$$

Show that the cosine of the angle $\psi$ between the rectors is given ky the sum of the products of their direction cosines:

$$
\begin{aligned}
\cos \psi & =\cos \alpha_{A} \cos \alpha_{B}+\cos \beta_{A} \cos \beta_{B}+\cos \gamma_{A} \cos \gamma_{B} \\
& =l_{A} l_{B}+m_{A} m_{B}+n_{A} n_{B}
\end{aligned}
$$

1.03 Physical Interpretaticn cf Gradient, Divergence, and Curl. The three operations which can be performed with the operator del have important physical significance in scalar and vector fields. They will be considered in turn.

Gradiert. The gradient of any scalar function is the maximum space rate of change of that function. If the scalar function $V$ represents temperature, then $\nabla V=\operatorname{grad} V$ is a temperature gradient, or rate of change of temperature with distance. It is evident that although the temperature $V$ is a scalar quantity-having magnitude but no direction-the temperature gradient $\nabla V$ is a vector quantity, its direction being that in which the temperature changes most rapidly. This vector quantity may be expressed in terms of its components in the $x, y$, and $z$ direction. These are respectively $\frac{\partial V}{\partial x}, \frac{\partial V}{\partial y}$, and $\frac{\partial V}{\partial z}$. The resultant temperature gradient
is the vector sum of these three components:

$$
\nabla V=\frac{\partial V}{\partial x} \mathbf{i}+\frac{\partial V}{\partial y} \mathbf{j}+\frac{\partial V}{\partial z} \mathbf{k}
$$

If the scalar $V$ represents electric potential in volts $\nabla V$ represents potential gradient or electric intensity in volts per meter (MKS).

Divergence. As a mathematical tool, vector analysis finds great usefulness in simplifying the expressions of the relations that exist in three-dimensional fields. A consideration of fluid motion gives a direct interpretation of divergence and curl.


Fig. 1-6
Consider first the flow of an incompressible fluid. (Water is an example of a fluid that is almost incompressible.) In Fig. 1-6 the rectangular parallelepiped $\Delta x, \Delta y, \Delta z$, is an infinitesimal volume element within the fluid. If $\rho_{m}$ is the mass density of the fluid, the flow into the volume through the left-hand face is $\rho_{m} v_{y} \Delta x \Delta z$ where $v_{y}$ is the average of the $y$ component of fluid velocity through the left-hand face. The corresponding velocity through the right-hand face will be $\left(v_{\nu}+\left(\partial v_{y} / \partial y\right) \Delta y\right)$ so that the flow through this face is

$$
\left[\rho_{m} v_{y}+\frac{\partial\left(\rho_{m} v_{y}\right)}{\partial y} \Delta y\right] \Delta x \Delta z
$$

The net outward flow in the $y$ direction is therefore

$$
\frac{\partial\left(\rho_{m} v_{y}\right)}{\partial y} \Delta x \Delta y \Delta z
$$

Similarly the net outward flow in the $z$ direction is

$$
\frac{\partial\left(\rho_{m} v_{z}\right)}{\partial z} \Delta x \Delta y \Delta z
$$

and in the $x$ direction it is

$$
\frac{\partial\left(\rho_{m} v_{x}\right)}{\partial x} \Delta x \Delta y \Delta z
$$

The total net outward flow, considering all three directions, is then

$$
\left[\frac{\partial\left(\rho_{m} v_{x}\right)}{\partial x}+\frac{\partial\left(\rho_{m} v_{y}\right)}{\partial y}+\frac{\partial\left(\rho_{m} v_{z}\right)}{\partial z}\right] \Delta x \Delta y \Delta z
$$

The net outward flow per unit volume is

$$
\frac{\partial\left(\rho_{m} v_{x}\right)}{\partial x}+\frac{\partial\left(\rho_{m} v_{y}\right)}{\partial y}+\frac{\partial\left(\rho_{m} v_{z}\right)}{\partial z}=\operatorname{div}\left(\rho_{m} \mathrm{v}\right)
$$

This is the divergence of the fluid at the point $x, y, z$. Evidently for an incompressible fluid the div $\left(\rho_{m} \mathrm{v}\right)$ always equals zero. An incompressible fluid cannot diverge from, nor converge toward, a point.

The case of a compressible fluid or gas such as steam is different. When the valve on a steam boiler is opened, there is a value for the divergence at each point within the boiler. There is a net outward flow of steam for each elemental volume. In this case the divergence has a positive value. On the other hand, when an evacuated light bulb is broken, there is momentarily a negative value for divergence in the space that was formerly the interior of the bulb.

Curl. The concept of curl or rotation of a vector quantity is clearly illustrated in the stream flow problems. Figure 1-7 shows a stream on the surface of which floats a leaf (in the $x-y$ plane).

If the velocity at the surface is entirely in the $y$ direction and is uniform over the surface, there will be no rotational motion of the leaf but only a translational motion downstream. However, if there are eddies or vortices in the stream flow, there will in general be a rotational as well as translational motion. The rate of rotation
or angular velocity at any point is a measure of the curl of the velocity of the water at that point. In this case, where the rotation is about the $z$ axis, the curl of $v$ is in the $z$ direction and is designated by curlz $\nabla$. A positive value of $\operatorname{curl}_{z} \nabla$ denotes a rotation from $x$ to $y$, that is a counterclockwise rotation. From Fig. 1-7b it is seen that a positive value for $\partial v_{y} / \partial x$ will tend to rotate the leaf in a counterclockwise direction, whereas a positive value for $\partial v_{x} / \partial_{y}$ will tend to produce a clockwise rotation. The rate of rotation about the $z$ axis is therefore proportional to the difference between these two quantities. By definition of the curl in rectangular co-ordinates,

$$
\operatorname{curl}_{z} \mathrm{~V}=\left(\frac{\partial v_{y}}{\partial x}-\frac{\partial v_{x}}{\partial y}\right)
$$


(a)

More generally, considering any point within the fluid, there may be rotations about the $x$ and $y$ axes as well. The corresponding components of the curl are given by

$$
\begin{aligned}
& \operatorname{curl}_{x} \nabla=\frac{\partial v_{z}}{\partial y}-\frac{\partial v_{y}}{\partial z} \\
& \operatorname{curl}_{y} \nabla=\frac{\partial v_{x}}{\partial z}-\frac{\partial v_{z}}{\partial x}
\end{aligned}
$$


(b)

Fig. 1-7. Rotation of a floating leaf.

A rotation about any axis can always be expressed as the sum of the component rotations about the $x, y$, and $z$ axes. Since the rotations have direction as well as magnitude this will be a vector sum and the resultant rate of rotation or angular velocity will be proportional to

$$
\text { curl } \mathrm{v}=\left(\frac{\partial v_{z}}{\partial y}-\frac{\partial v_{y}}{\partial z}\right) \mathbf{i}+\left(\frac{\partial v_{x}}{\partial z}-\frac{\partial v_{z}}{\partial x}\right) \mathbf{j}+\left(\frac{\partial v_{y}}{\partial x}-\frac{\partial v_{x}}{\partial y}\right) \mathbf{k}
$$

The direction of the resultant curl is the axis of rotation.
It should be observed that it is not necessary to have circular motion or eddies in order to have a value for curl. In the example of Fig. 1-7, if $v_{x}$ were everywhere zero but $v_{y}$ were greater in mid-
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stream than near the bank (that is, $v_{y}$ varies in the $x$ direction), the leaf would tend to rotate and there would be a value for curl given by

$$
\operatorname{curl}_{z} \mathrm{v}=\frac{\partial v_{y}}{\partial x}
$$

1.04 Vector Relations in Other Co-ordinate Systems. In order to simplify the application of the boundary conditions in particular problems, it is often desirable to express the various vector rclations in co-ordinate systems other than the rectangular or Cartesian system. Two other systems are of great importance. They are cylindrical and spherical polar systems. The expressions for gradient, divergence, curl, and so on, in these co-ordinate systems can be obtained directly by setting up a mathematical statement for the particular physical operation to be carried out.

Cylindrical Co-ordinates. The gradient of a scalar quantity is the space rate of change of that quantity. In cylindrical co-ordinates the elements of length along the three co-ordinate axes* are $\dot{d} \rho, \rho d \phi$, and.$\dot{d} z$ (Fig. 1-8). The respective components of the gradient of a scalar $V$ are therefore

$$
\begin{equation*}
\operatorname{grad}_{\rho} V=\frac{\partial V}{\partial \rho}, \quad \operatorname{grad}_{\phi} V=\frac{\partial V}{\rho \partial \phi}, \quad \operatorname{grad}_{z} V=\frac{\partial V}{\partial z} \tag{1-30}
\end{equation*}
$$

If the unit vectors are designated by $\mathfrak{u}_{\rho}, \mathfrak{u}_{\phi}$, and $\mathfrak{u}_{z}$, the gradient may be written in cylindrical co-ordinates as

$$
\begin{equation*}
\operatorname{grad} V=\frac{\partial V}{\partial \rho} \mathfrak{u}_{\rho}+\frac{\partial V}{\rho \partial \phi} \mathfrak{u}_{\phi}+\frac{\partial V}{\partial z} \mathfrak{u}_{z} \tag{1-31}
\end{equation*}
$$

The divergence was found to represent the net outward flow per unit volume. The expression for it can be obtained as before by determining the flow through the six surfaces of an elemental

* The symbol $\rho$ is used for radial distance in cylindrical co-ordinates ( $\rho=\sqrt{x^{2}+y^{2}}$ ) in order to distinguish it from $r$, the radial distance in spherical co-ordinates $\left(r=\sqrt{\left.x^{2}+y^{2}+z^{2}\right)}\right.$. This is necessary because these co-ordinate systems are often used together in problems. No confusion with $\rho_{m}$, used for mass density, or $\rho$, used for volume charge density, is anticipated. If it should ever happen that volume charge density and radial distance in cylindrical co-ordinates appear in the same equation the symbol $\rho_{z}$ can be used for volume charge density. This is consistent with the notation $\rho_{\mathrm{s}}$ for surface charge density, which is used later. When no confusion results, volume charge density is represented by the symbol $\rho$ (without subscript).
volume. Considering an incompressible fluid, the mass density $\rho_{m}$ will be a constant and so this factor can be dropped from the


Fia. 1-8. A cylindrical co-ordinate system.
expressions. Then in the $\rho$ direction the flow in through the lefthand face is proportional to

$$
v_{\rho} \rho d \phi d z
$$

The flew out of the right-hand face is proportional to

$$
\left(v_{\rho}+\frac{\partial v_{\rho}}{\partial \rho} d \rho\right)(\rho+d \rho) d \phi d z
$$

The difference between these two quantities (neglecting the secondorder differential) is

$$
\frac{\partial v_{\rho}}{\partial \rho} \rho d \rho d \delta d z+\frac{v_{\rho}}{\rho} \rho d \rho d \phi d z=\frac{1}{\rho} \frac{\partial\left(\rho v_{\rho}\right)}{\partial \rho} d \rho \rho d \phi d z
$$

In the $\phi$ cirection the difference is ( $\left.\partial v_{\phi} / \rho \partial \phi\right) d \rho \rho d \phi d z$, and in the $z$ direction it is $\left(\partial v_{z} / \partial z\right) d \rho \rho d \phi d z$. The net flow out is therefore proportional to

$$
\left(\frac{1}{\rho} \frac{\partial\left(\rho v_{\rho}\right)}{\partial \rho}+\frac{\partial v_{\phi}}{\rho \partial \phi}+\frac{i v_{z}}{\partial z}\right) d \rho \rho d \phi d z
$$

The net flow out per unit volume is proportional to

$$
\operatorname{div} v=\frac{1}{\rho} \frac{\partial\left(\rho v_{p}\right)}{\partial \rho}+\frac{\partial v_{\phi}}{\rho \partial \phi}+\frac{\partial v_{z}}{\partial z}
$$

In terms of any vector $\mathbf{A}$, the divergence in cylindrical co-ordinates is

$$
\begin{equation*}
\operatorname{div} \mathbf{A}=\frac{1}{\rho} \frac{\partial\left(\rho A_{\rho}\right)}{\partial \rho}+\frac{\partial A_{\phi}}{\rho \partial \phi}+\frac{\partial A_{z}}{\partial z} \tag{1-32}
\end{equation*}
$$

Curl. The three cylindrical components of curl are:

$$
\begin{align*}
\operatorname{curl}_{\rho} \mathbf{A} & =\frac{\partial A_{z}}{\rho \partial \phi}-\frac{\partial A_{\phi}}{\partial z}  \tag{1-33a}\\
\operatorname{curl}_{\phi} \mathbf{A} & =\frac{\partial A_{\rho}}{\partial z}-\frac{\partial A_{s}}{\partial \rho}  \tag{1-33b}\\
\operatorname{curl}_{z} \mathbf{A} & =\frac{1}{\rho}\left[\frac{\partial}{\partial \rho}\left(\rho A_{\phi}\right)-\frac{\partial A_{\rho}}{\partial \phi}\right] \tag{1-33c}
\end{align*}
$$

In chap. 4, the expression for curl in rectangular co-ordinates will be developed in connection with Ampere's law. The expression for curl in cylindrical co-ordinates can be derived in exactly the same manner.

The Laplacian Operator. The operator $\nabla^{2}=\nabla \cdot \nabla$ is the divergence of the gradient of the (scalar) quantity upon which $\nabla^{2}$ operates. Carrying out this operation, it will be found that in cylindrical co-ordinates,

$$
\begin{equation*}
\nabla^{2} V=\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial V}{\partial \rho}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2} V}{\partial \phi^{2}}+\frac{\partial^{2} V}{\partial z^{2}} \tag{1-34}
\end{equation*}
$$

For a vector, the symbol $\nabla \cdot \nabla \mathrm{A}$ so far has no meaning except in Cartesian co-ordinates where it has been defined (see footnote following eq. 27). The definition for the Laplacian of a vector can be generalized for other orthogonal co-ordinate systems by writing,

$$
\begin{equation*}
\left.\nabla^{2} \mathrm{~A}=\nabla \cdot(\nabla \mathrm{A}) \backslash \nabla \cdot \nabla\right) \bar{\not} \tag{1-35}
\end{equation*}
$$

where $\nabla \mathrm{A}$ is defined to mean* (in cylindrical co-ordinates)

$$
\begin{equation*}
\nabla \mathrm{A}=\mathbf{u}_{\rho} \frac{\partial \mathrm{A}}{\partial \rho}+\mathbf{u}_{\psi} \frac{\partial \mathrm{A}}{\rho \boldsymbol{\rho}} \mathrm{in}^{\partial \phi_{n}}+\mathbf{u}_{z} \frac{\partial \mathbf{A}}{\partial z} \tag{1-36}
\end{equation*}
$$

[^0]Spherical Polar Co-ordinates. In the spherical polar co-ordinate system the elements of length along the three co-ordinates are $d r$, $r d \theta$, and $r \sin \theta d \phi$ (Fig. 1-9).


Fig. 1-9. A spherical co-ordinate system.
Gradient. The three components of the gradient in spherical co-ordinates are
$\operatorname{grad}_{r} V=\frac{\partial V}{\partial r} \quad \operatorname{grad}_{\theta} V=\frac{\partial V}{r \partial \theta} \quad \operatorname{grad}_{\phi} V=\frac{1}{r \sin \theta} \frac{\partial V}{\partial \phi}$
Divergence. The expression for divergence in spherical polar co-ordinates is

$$
\begin{equation*}
\operatorname{div} \mathbf{A}=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} A_{r}\right)+\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta A_{\theta}\right)+\frac{1}{r \sin \theta} \frac{\partial A_{\phi}}{\partial \phi} \tag{1-38}
\end{equation*}
$$

Curl. The three spherical polar components for the curl of a vector are

$$
\begin{equation*}
\operatorname{curl}_{r} \mathbf{A}=\frac{1}{r \sin \theta}\left[\frac{\partial}{\partial \theta}\left(\sin \theta A_{\phi}\right)-\frac{\partial A_{\theta}}{\partial \phi}\right] \tag{1-39a}
\end{equation*}
$$

$$
\begin{align*}
\operatorname{curl}_{\theta} \mathbf{A} & =\left[\frac{1}{r \sin \theta} \frac{\partial A_{r}}{\partial \phi}-\frac{1}{r} \frac{\partial\left(\dot{r} A_{\phi}\right)}{\partial r}\right]  \tag{1-39b}\\
\operatorname{curl}_{\phi} \mathbf{A} & =\frac{1}{r}\left[\frac{\partial}{\partial r}\left(r A_{\theta}\right)-\frac{\partial A_{r}}{\partial \theta}\right] \tag{1-39c}
\end{align*}
$$

The Laplacian in Spherical Folar Co-ordinates. For a scalar $V$, $\nabla^{2} V=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial V}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} V}{\partial \phi^{2}}$

The Laplacian of a vector quantity is defined by

$$
\begin{equation*}
\nabla^{2} \mathrm{~A}=\nabla \cdot(\nabla \mathrm{A})(\nabla \cdot \nabla) A \tag{1-40}
\end{equation*}
$$

where in spherical co-ordinates, $\nabla \mathrm{A}$ is defined as

$$
\begin{equation*}
\nabla \mathbf{A}=u_{r} \frac{\partial \mathbf{A}}{\partial r}+u_{Q} \frac{\partial \mathbf{A}}{r \partial \theta}+u_{\phi} \frac{1}{r_{i} \sin \theta} \frac{\partial \mathrm{~A}}{\partial \phi} \tag{1-42}
\end{equation*}
$$

Problem 2. In the illustration of the leaf floating on the surface of the water (the $x-y$ plane) show that for a very small circular leaf, curl $v$ is equal to twice the angular velocity of rotation of the leaf, that is that

$$
\left(\frac{\partial v_{y}}{\partial x}-\frac{\partial r_{\tau}}{\partial y}\right)=2 \frac{d \theta}{d t}
$$

(Suggestion: Assume that the tangential force on the leaf per unit area at any point is a constant times the relative velocity between leaf and water at that point. The sum of all the torques on the leaf must be zero.)

Problem 3. For a two-dimensional system in which $r=\sqrt{x^{2}+y^{2}}$ determine $\nabla^{2} V$ (use rectangular co-ordinates and then check in cylindrical co-ordinates) (a) when $V=1 / r$, (b) when $V=\ln 1 / r$.

Problem 4. Repeat problem 3 for a three-dimensional system in which $r=\sqrt{x^{2}+y^{2}+z^{2}}$ (use rectangular co-ordinates, and check with spherical co-ordinates).
1.05 Units and Dimensions. Although several systems of units are used in electromagnetic theory, most engineers now use some form of the practical meter-kilogram-second (MKS) system. It is to be expected that the marked advantages of this system will prompt its universal adoption.

The existence of the large number of systems of electric and magnetic units requires some explanation. The units used to describe electric and magnetic phenomena can be quite arbitrary,
and a complete system of units can be built up from any of a large number of starting points. It is necessary only to define the units of length, mass, time, and one electrical quantity (such as charge, current, permeability or resistance) in order to have the basic units from which all other required units can be derived. Unfortunately, in the original CGS (centimeter-gram-second) systems the defined units of length and mass were so small that the derived electrical units were unsuitable for practical use. It was found necessary to set up the so-called practical system with units that were related to the corresponding CGS units by some power of 10 (volt, ampere, ohm, and so on). In 1901 Professor Giorgi showed that this practical series could be made part of a complete system, based upon the meter, kilogram, and second, provided that $\mu_{v}$, the magnetic permeability of a vacuum or free space, is given the value $10^{-7}$ instead of unity as in the CGS system. The resulting (MKS) system has the advantage that it utilizes units already in use in electrical engineering. In addition, it is a complete and self-consistent system.

The problem of selecting a suitable system of electric and magnetic units has been further complicated by the question of rationalization. As was pointed out by Heaviside, the CGS system is unrationalized in that the factor $4 \pi$ occurs in the wrong places, that is, where logically it is not expected. It would be expected that $4 \pi$ would occur in problems having spherical symmetry, $2 \pi$ in problems having circular or cylindrical symmetry and no $\pi$ in problems involving rectangular shapes. In the ordinary CGS system that is not the case, and Heaviside proposed to rationalize the system. However his proposal involved changing the values of the volt, ampere, ohm, and so on, by nonintegral values and so was not considered feasable for practical reasons. It was pointed out later that, if the permeability $\mu_{v}$ of a vacuum or free space were changed from 1 to $4 \pi$ in the CGS system, rationalization could be effected without changing the magnitude of the practical units. In the rationalized MKS system of units this requires that $\mu_{0}$ have the value of $4 \pi \times 10^{-7}$. In any system of units the product $1 / \sqrt{\mu_{0} \epsilon_{0}}$ must be equal to $c$, the velocity of light. This requires that in the rationalized MKS system

$$
\epsilon_{v}=8.854 \times 10^{-12} \approx \frac{1}{36 \pi \times 10^{8}}
$$

In the rationalized system the factor $4 \pi$ occurs explicitly in Cou-lomb's law and in Ampere's law for the current element, but it does not occur in Maxwell's field equations. It is for this latter reason that the rationalized system is favored in electromagnetic theory.

In 1935 the Giorgi (MKS) system was adopted as the international standard, with the question of rationalization left unsettled. In this book the rationalized MKS system of units will be used. Consequently, the basic or defined electrical unit (the permeability of free space) will have the value $\mu_{v}=4 \pi \times 10^{-7}$. The common mechanical and electrical quantities as they appear in this system are listed below.

## Rationalized MKS System of Units

Length. The unit of length is the meter.
Mass. The unit of mass is the kilogram.
Time $t$. The unit of time is the second.
Force $F$. The unit of force is the newton. It is the force required to accelerate 1 kg at the rate of $1 \mathrm{~meter} / \mathrm{sec}^{2}$ ( 1 newton $=10^{5}$ dynes).
Energy. The unit of electrical energy is the same as the unit of mechanical energy. It is the joule. A joule is the work done when a force of 1 newton is exerted through a distance of 1 meter ( 1 joule $=10^{7} \mathrm{ergs}$ ).
Power. The unit of power is the watt. It represents a rate of energy expenditure of 1 joule/sec.
Absolute Permeability of Free Spacc $\mu_{v}$. This basic electrical unit has the value of $4 \pi \times 10^{-7}$ by definition. It has the dimensions of henry per meter.
Current I. The unit of current is the ampere. The size of the ampere is established through the experimental law of force (Ampere's law) between two very long parallel wires in free space, viz.

$$
F=\frac{\mu_{v} I_{1} I_{2} L}{2 \pi d}
$$

where $L$ is the length of the wires, and $d$ is their separation. Thus an ampere is that current (flowing in each conductor) which produces a force of $2 \times 10^{-7}$ newtons $/ \mathrm{m}$ length between very long parallel wires spaced 1 meter apart in a vacuum.
Charge $Q$ or $q$. The unit of charge is the coulomb. One ampere of current flowing for 1 sec transports 1 coulomb of charge.
Resistance $R$. The unit of resistance is the ohm. If 1 watt of power is dissipated in a resistance when 1 amp of current flows through it, the value of the resistance is 1 ohm .

Conductance $G$. Conductance is the reciprocal of resistance. The reciprocal ohm is known as the mho (or as the siemens).
Resistivity. The resistivity of a medium is the resistance measured between two parallel faces of a unit cube. The unit of resistivity is the ohm meter.
Conductivity $\sigma$. The conductivity of a medium is the reciprocal of resistivity. The unit of conductivity is the mho/meter.
Electromotive Force V. The unit of electromotive force (emf) or voltage is the volt, which is defined as 1 watt/amp. It is also equal to 1 joule/ coulomb and so has the dimensions of work per unit charge. (It is not a force.)
Electric Intensity E. Electric intensity or electric field strength is measured in volts/meter. The electric intensity at any point in a medium is the electric force per unit positive charge at that point. It has the dimension newton/coulomb.
Current Density $\boldsymbol{i}$. The unit of current density is the ampere/square meter
Electric Displacement $\Psi$. The electric displacement through a closed surface is equal to the charge enclosed by the surface. The unit of electric displacement is the coulomb.
Displacement Density D. The unit of electric displacement density (usually called just displacement density) is the coulomb/square meter.
Magnetic Flux $\Phi$. The voltage $V$ between the terminals of a loop of wire due to a changing magnetic field is related to the magnetic flux through any surface enclosed by the loop by $V=-d \Phi / d t$. The unit of magnetic flux is defined by this relation and is called the weber. A weber is 1 volt-sec.
Magnetic Flux Density B. The unit of magnetic flux density is the weber/square meter. ( $1 \mathrm{weber} / \mathrm{sq} \mathrm{m}=10^{4}$ gauss)
Magnetic Intensity H. The magnetic intensity or magnetic field strength between two parallel plane sheets carrying equal and oppositely directed currents is equal to the current per meter width (amperes per meter) flowing in the sheets. The unit of magnetic intensity is the amp/meter.
Magnetomotive Force $\mathcal{F}$ (or $M$ ). The magnetomotive force between two points $a$ and $b$ is defined as the line integral $\int_{a}^{b} H \cdot d s$. The unit of magnetomotive force is the ampere. The magnetomotive force around a closed path is equal to the current enclosed by the path.
Capacitance C. A conducting body has e capacitance of 1 farad if it requires a charge of 1 coulomb to raise its potential by 1 volt. A farad is equal to 1 coulomb/volt.
Inductance $L$. A circuit has an inductance of 1 henry if a changing current of $1 \mathrm{amp} / \mathrm{sec}$ induces in the circuit a "back-voltage" of 1 volt. The dimensions of the henry are-

$$
\frac{\mathrm{volt} \cdot \mathrm{~seconds}}{\text { ampere }}=\mathrm{ohm} \cdot \mathrm{~seconds}
$$

Dielectric Constant $\epsilon$. In a homogeneous medium the electrical quantities $D$ and $E$ are related by the equation $D=\epsilon E$, where $\epsilon$ is the dielectric constant of the medium. It has the dimensions farad/meter. The dielectric constant of evacuated (free) space is

$$
\epsilon_{v}=8.854 \times 10^{-12} \approx \frac{1}{36 \pi \times 10^{9}} \text { farads } / \mathrm{m}
$$

The dielectric constant of a medium may be written as $\epsilon=\epsilon_{r} \epsilon_{p}$ where $\epsilon_{r}$ is a dimensionless constant known as the relative dielectric constant of the medium.
Permeability $\mu$. The magnetic flux density and magnetic intensity in a homogeneous medium are related by $\mathrm{B}=\mu \mathrm{H}$ where $\mu$ is the magnetic permeability of the medium. It has the dimensions henry/meter. The permeability of free space is $\mu_{v}=4 \pi \times 10^{-7}$ henry $/ \mathrm{m}$. The permeability of a medium may be written as $\mu=\mu_{r} \mu_{v}$ where $\mu_{r}$ is the relative permeability of the medium.

Table I gives the dimensions of the units of the MKS system. In this table the dimensions of all of the units have been expressed in terms of mass $M$, length $L$, time $T$, and charge $Q$. By expressing the dimensions in terms of charge $Q$, rather than the defined unit $\mu$, fractional exponents in the dimensional equations are avoided.

A table that can be used for converting from the MKS practical system to the CGS systems or vice versa is shown inside the back cover.
1.06 Order of Magnitude of the Unitc. A concept of the order of magnitude of the units of the MKS practical system can be obtained from a few examples. A meter is equal to 3.281 ft , and roughly 3 meters equal 10 ft . A kilogram is slightly more than $2 \mathrm{lb}(1 \mathrm{~kg}=2.205 \mathrm{lb})$. A newton is approximately the force required to lift $1 / 4 \mathrm{lb}$. (more accurately 0.225 lb ). A joule is the work done in lifting this $1 / 4 \mathrm{lb}$ weight 1 meter. To raise the weight through 1 meter in 1 sec requires the expenditure of 1 watt of power. Whereas the watt is usually thought of as a rather small unit of power (the smallest lamp in general household use requires 15 watts, and it takes 2 or 3 watts to run an electric clock), it represents a considerable amount of mechanical power. A man can do work for a 12-hour day at the rate of about 40 watts, which is less than the power required to run his wife's electric washing machine. The coulomb, which is about the amount of charge passing through a 100-watt lamp in one second would charge a sphere the size of the

TABLE I
Dimensions of Units in the MKS System

| Quantity | Symbol | MKS unit | Dimensional equivalent | Dimensions |
| :---: | :---: | :---: | :---: | :---: |
| Length. | $l$ | meter |  | L |
| Mas6. | $m$ | kilogram |  | M |
| Time. | $t$ | second |  | T |
| Charge. | q | coulomb |  | Q |
| Force. | F | newton | joule per meter | MLT ${ }^{-2}$ |
| Energy | $U$ | joule | volt-coulomb | ML ${ }^{2} \mathrm{~T}^{-2}$ |
| Power. | W | watt | joule per second | $\mathrm{ML}^{\mathbf{2}} \mathrm{T}^{-3}$ |
| Current. | I | ampere | coulomb per second | $\mathrm{T}^{-1} \mathrm{Q}$ |
| Current density |  | ampere/square meter |  | $\mathrm{L}^{-8} \mathrm{~T}^{-1} \mathrm{Q}$ |
| Charge density (volume) | $\rho\left(\right.$ or $\rho_{v}$ ) | coulomb/cubic meter | . . . . . . . . . . . . . | $L^{-3} \mathrm{Q}$ |
| Charge density (surface). | $\rho_{s}$ | coulomb/square meter |  | $L^{-2} Q$ |
| Resistance....... | $R$ | ohm | volt per ampere | ML ${ }^{2} \mathrm{~T}^{-1} Q^{-2}$ |
| Conductivity. | $\sigma$ | mho/meter |  | $\mathrm{M}^{-1} \mathrm{~L}^{-8} \mathrm{TQ}^{2}$ |
| Electromotive force | V | volt | joule per coulomb | $M^{2} \mathrm{~T}^{-2} \mathrm{Q}^{-1}$ |
| Electric intensity | E | volt/meter | newton per coulomb | MLT ${ }^{-2} Q^{-1}$ |
| Capacitance. | C | farad | coulomb per volt | $M^{-1} L^{-2} \mathrm{~T}^{2} Q^{2}$ |
| Dielectric constant. | $\epsilon$ | farad/meter |  | $M^{-1} L^{-8} T^{2} Q^{2}$ |
| Electric displacement. | $\pm$ | coulomb |  | Q |
| Electric displacement density | D | coulomb/square meter |  | $L^{-2} Q^{\text {a }}$ |
| Magnetic flux. . . | \$ | weber | volt-second | $\mathrm{ML}^{2} \mathrm{~T}^{-1} \mathrm{Q}^{-1}$ |
| Magnetic flux density | B | weber/square meter | ................ . | $M^{-1} Q^{-1}$ |
| Magnetomotive force. | F (or M) | ampere (turn) |  | $\mathrm{T}^{-1} \mathrm{Q}$ |
| Magnetic intensity. | H | ampere (turn)/meter |  | $\mathrm{L}^{-1} \mathrm{~T}^{-1} \mathrm{Q}$ |
| Inductance.. | L | henry | ohm-second | $M L^{2} Q^{-2}$ |
| Permeability. | $\mu$ | henry/meter |  | MLQ ${ }^{-2}$ |

earth to about 1400 volts. If it were possible to place a coulomb of charge on each of two small spheres placed 1 meter apart, the force between them would be $9 \times 10^{9}$ newtons, or about the force required to lift a million tons. The farad is a large unit of capacitance, and the terms microfarad ( $10^{-6} \mathrm{f}$ ) and micro-microfarad $\left(10^{-12} \mathrm{f}\right)$ are in common use. The filter condensers on a radio set are usually 8 or $16 \mu f$ (microfarads). The capacitance of a sphere 1 cm in radius is approximately $1 \mu \mu f$ (micro-microfarads). The inductance of the primary winding of an iron-core audio transformer may be the order of 50 henrys, whereas the inductance of the radio frequency "tuning-coils" for the broadcast band is about $300 \mu h$ (microhenrys). A weber per square meter is about one-half the saturation flux density of iron used in transfo:mer cores.
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## CHAPTER 2

## ELECTROSTATICS

2.01 Introduction. The sources of clectromagnetic fields are charges, and the strength of a field at any point depends upon the magnitude, position, velocity, and acceleration of the charges involved. An ele trostatic field can be considered as a special case of an electromagnetic field in which the sources are stationary,* so that only the magnitude and position of the charges need be considered. The study of this relatively simple case lays the foundations for solving problems of the more general time-varying electromagnetic field. In what follows it is assumed that the reader has had an elementary course covering the subject of electrostatics and has some general knowledge of the experimental facts and their theoretical interpretation. The purposes of this chapter are (1) to review the subject briefly, not as a study in itself but as an introduction to the electromagnetic field, (2) to consider the statement of the laws in the vector form, and finally (3) to state the required relations in the MKS system of units. It is usually much simpler to derive all relations directly in the new unit system rather than to try to use conversion factors to convert from the older esu's and emu's of the CGS system.
2.02 Fundamental Relations of the Electrostatic Field. Coulomb's Law. It is found experimentally that between two charged bodies there exists a force that tends to push them apart or pull them together, depending on whether the charges on the bodies are of like or opposite sign. If the two bodies are spheres whose radii are very small compared with their distance apart, and if the spheres are sufficiently remote from conducting surfaces and from other

[^1]dielectric media (more technically if the spheres are immersed in an infinite homogeneous insulating medium), the magnitude of the force between them due to their charges obeys an inverse square law. That is
\[

$$
\begin{equation*}
F=\frac{q_{1} q_{2}}{k r^{2}} \tag{2-1}
\end{equation*}
$$

\]

where $q_{1}$ is the net charge on one sphere, $q_{2}$ the net charge on the other. This is Coulomb's law of force. In the CGS electrostatic system of units the constant $k$ is arbitrarily put equal to unity for a vacuum and relation (1) is used to define the unit of charge for the electrostatic system of units. However, in the MKS system the unit of charge has already been determined from other considerations, and since units of length and force have also been defined, the constant $k$ can be determined from experiment. In order to rationalize the units and so leave Maxwell's field equations free from the factor $4 \pi$, it is convenient to show a factor $4 \pi$ explicitly in the constant $k$ and write

$$
k=4 \pi \epsilon
$$

The "constant" $\epsilon$ depends upon the medium or dielectric in which the charges are immersed. It is called the dielectric constant (or capacitivity) of the medium. For free space, that is for a vacuum, but also very closely for air, the value of $\epsilon$ is

$$
\begin{equation*}
\epsilon_{v}=8.854 \times 10^{-12} \quad \mathrm{f} / \mathrm{m} \tag{2-2}
\end{equation*}
$$

To a very good approximation (the same approximation involved in writing the velocity of light as $c \approx 3 \times 10^{8} \mathrm{~meter} / \mathrm{sec}$ ) the value of $\epsilon_{v}$ is given by

$$
\begin{equation*}
\epsilon_{\mathrm{v}} \approx \frac{1}{36 \pi \times 10^{9}} \tag{2-3}
\end{equation*}
$$

The subscript, $v$, indicates that this is the dielectric constant of a vacuum or free space. For other media the value of $\epsilon$ will be different. Then Coulomb's law in MKS units is

$$
\begin{equation*}
F=\frac{q_{1} q_{2}}{4 \pi \epsilon r^{2}} \quad \text { newtons } \tag{2-4}
\end{equation*}
$$

The direction of the force is along the line joining the two charges.
Electric Intensity E. If a small probe charge $\delta q$ is located at any point near a second fixed charge $q$, the probe charge experiences
a force, the magnitude and dircction of which will depend upon its location with respect to the charge $q$. About the charge $q$ there is said to be a field of electric intensity $\mathbf{E}$, and the magnitude of $\mathbf{E}$ at any point is measured simply as the force per unit charge at that point. The direction of $\mathbf{E}$ is the direction of the force on a positive probe charge, and is along the outward radial from the (positive) charge $q$.

From equation (4) the magnitude of the force on $\delta q$ will be

$$
\begin{equation*}
\mathrm{S} F=\frac{q \delta q}{4 \pi \in r^{2}} \tag{2-5}
\end{equation*}
$$

and the magnitude of the electric intensity is

$$
\begin{equation*}
E=\frac{q}{4 \pi \epsilon r^{2}} \tag{2-6}
\end{equation*}
$$

The force on the probe charge is dependent upon the strength of the probe charge, but the electric intensity is not. If the charge on the probe is allowed to approach zero, then the force acting on it does also, but the force per unit charge remains constant; that is, the electric field due to the charge $q$ is considered to exist, whether or not there is a probe charge to detect its presence.

The direction, as well as the magnitude, of the electric intensity about a point charge is indicated by writing the vector relation

$$
\begin{equation*}
\mathrm{E}=\frac{q}{4 \pi \epsilon r^{2}} \mathbf{u}_{r} \tag{2-7}
\end{equation*}
$$

where $u_{r}$ is a unit vector along the outward radial from the charge $q$.
Elcctric Displaccmert $\Psi$ ard Displaccmert Density D. It is seen from eq. (7) that at any particular point the electric intensity E depends not only upon the magnitude and position of the charge $q$, but also upon the diclectric constant of the medium (air, oil, and others) in which the field is measured. It is desirable to associate with the charge $q$ a second electrical quantity that will be independert of the medium involved. This second quantity is called electric displacemert or clcctric flux and is designated by the symbol $\Psi$. An understanding of what is mcant by electric displacement can be gained by recalling Faraday's experiments with concentric spheres. A sphere with charge $Q$ was placed within, but not touching, a larger hollow sphere. The outer sphere was "earthed"
momentarily $;$ and then the inner sphere was removed. The charge remaining on the outer sphere was then measured. This charge was found to be equal (and of opposite sign) to the charge on the inner sphere for all sizes of the spheres and for all types of dielectric media between the spheres. Thus it could be considered that there was an electric displacement from the charge on the inner sphere through the medium to the outer sphere, the amount of this displacement depending only upon the magnitude of the charge $Q$. In MKS units the displacement $\Psi$ is equal in magnitude to the charge that produces it, that is

$$
\begin{equation*}
\Psi=Q \quad \text { coulombs } \tag{2-8}
\end{equation*}
$$

For the case of an isolated point charge $q$ remote from other bodies the outer sphere is assumed to have infinite radius. The electric displacement per unit area or electric displacement density $\mathbf{D}$ at any point on a spherical surface of radius $r$ centered at the isolated charge $q$ will be

$$
\begin{equation*}
D=\frac{\Psi}{4 \pi r^{2}}=\frac{q}{4 \pi r^{2}} \quad \text { coulomb } / \mathrm{sq} \mathrm{~m} \tag{2-9}
\end{equation*}
$$

The displacement per unit area at any point depends upon the direction of the area. Displacement density D is therefore a vector quantity, its direction being taken as that direction of the normal to the surface element which makes the displacement through the element of area a maximum. For the case of displacement from an isolated charge this direction is along the radial from the charge and is the same as the direction of $\mathbf{E}$. Therefore the vector relation corresponding to (9) is

$$
\begin{equation*}
\mathrm{D}=\frac{q}{4 \pi r^{2}} \mathrm{u}_{r} \tag{2-10}
\end{equation*}
$$

Comparing eqs. (7) and (10) shows that $\mathbf{D}$ and $\mathbf{E}$ are related by the vector relation

$$
\begin{equation*}
\mathrm{D}=: \varsigma \mathrm{E} \tag{2-11}
\end{equation*}
$$

Equation (11) is true in general for all isotropic media. For certain crystalline media, the dielectric constant $\epsilon$ is different for different directions of the electric field, and for these media $\mathbf{D}$ and $\mathbf{E}$ will generally have different directions. Such substances are said to be snisotropic. In this book only homogeneous isotropic media will be
considered. For these $\epsilon$ is constant, that is, independent of position (homogeneous) and independent of the magnitude and direction of the electric field.

It is possible to measure the displacement density at a point by the following experimental procedure. Two small thin metallic disks are put in contact and placed together at the point at which $D$ is to be determined. They are then separated and removed from the field, and the charge upon them is measured. The charge per unit area is a direct measure of the component of $D$ in the direction of the normal to the disks. If the experiment is performed for all possible orientations of the disks at the point in question, the direction (of the normal to the disks) that results in maximum charge on the disks is the direction of $\mathbf{D}$ at that point, and this maximum value of charge per unit area is the magnitude of $D$.

Lines of Force and Lines of Flux. In an electric field a line of electric force is a curve drawn so that at every point it has the direc tion of the electric intensity. The number of lines per unit area is made proportional to the magnitude of the electric intensity, $E$. A line of electric flux is a curve drawn so that at every point it has the direction of the electric flux density or displacement density. The number of flux lines per unit area is used to indicate the magnitude of the displacement density, $D$. In homogeneous isotropic media lines of force and lines of flux always have the same direction.
2.C3 Gauss's Law. Gauss's law states that the total displacement or electric flux through any closed surface surrounding charges is equal to the amount of charge enclosed. This may be regarded as a generalization of a fundamental experimental law (recall Faraday's experiments) or it may be deduced from Coulomb's inverse-square law, and the relation $D=\epsilon E$ (now used to define $D$ ).

Consider a point charge $q$ located in a homogeneous isotropic medium whose dielectric constant is $\epsilon$. The electric intensity at any point a distance $r$ from the charge $q$ will be

$$
\mathbf{E}=\frac{q}{4 \pi \epsilon r^{2}} \mathfrak{u}_{r}
$$

and the displacement density or electric flux density at the same point will be

$$
\mathrm{D}=\epsilon \mathrm{E}=\frac{q}{4 \pi r^{2}} \mathrm{u}_{r}
$$

Now consider the displacement through some surface enclosing the charge (Fig. 2-1). The displacement or electric flux through the element of surface $d a$ is

$$
\begin{equation*}
d \Psi=D d a \cos \theta \tag{2-12}
\end{equation*}
$$

where $\theta$ is the angle between D and the normal to $d a$. From the figure it is seen that $d a \cos \theta$ is the projection of $d a$ normal to the radius vector. Therefore, by definition of a solid angle,

$$
\begin{equation*}
d a \cos \theta=r^{2} d \Omega \tag{2-13}
\end{equation*}
$$

where $d \Omega$ is the solid angle subtended at $q$ by the element of area $d a$.


Fig. 2-1. Displacement through a surface enclosing a charge.
The total displacement through the surface is obtained by integrating eq. (12) over the entire surface.

$$
\begin{equation*}
\Psi=\oint D d a \cos \theta \tag{2-14}
\end{equation*}
$$

(The circle on the integral sign indicates that the surface of integration is a closed surface.) Using eq. (13) the displacement is given by

$$
\Psi=\mathscr{\mathscr { L }} D r^{2} d \Omega
$$

and substituting for $D$ from (9)

$$
\begin{equation*}
\Psi=\frac{q}{4 \pi} \oint d \Omega \tag{2-15}
\end{equation*}
$$

But the total solid angle subtended at $q$ by the closed surface is

$$
\Omega=\Phi d \Omega=4 \pi \text { solid radians. }
$$

Therefore from (15) the total displacement through the closed surface will be

$$
\begin{equation*}
\Psi=q \tag{2-16}
\end{equation*}
$$

If there are a number of charges within the volume enclosed by the surface the total displacement through the surface will be equal to the sum of all the charges. If the charge is continuously* distributed throughout the volume with a charge density $\rho$ (coulombs per cubic meter), the total displacement through the surface is

$$
\begin{equation*}
\Psi=\int_{\mathrm{vol}} \rho d V \tag{2-17}
\end{equation*}
$$

where the right-hand side represents the total charge contained within the volume.

It is often desirable to state the above relations in vector form. By definition of the dot product, the expression $D d a \cos \theta$ in eq. (12) can be written as D.da. In this case the element of area da is considered to be a vector quantity having the magnitude $d a$ and the direction of the normal to its surface. Then eq. (14) would be written

$$
\begin{equation*}
\Psi=\mathscr{L} \cdot d \mathrm{a} \tag{2-18}
\end{equation*}
$$

When $d a$ is a part of a closed surface as it is here the direction of the outward normal is taken to be positive. The right-hand side of eq. (18) is the integration over a closed surface of the normal component of the displacement density, that is, it is the total (outward) electric displacement or electric flux through the surface.

Combining eqs. (17) and (18) the vector statement of Gauss's law is

$$
\begin{equation*}
\oint_{S} \mathrm{D} \cdot d \mathrm{a}=\int_{\mathrm{vol}} \rho d V \tag{2-19}
\end{equation*}
$$

[^2]In words, the net outward displaceme: t through a closed surface is equal to the charge contained in the volume enclosed by the surface.
2.04 Eluctric Field Due to Several Charges. When a test charge $\delta q$ is located at a point $p$ in the field of a single charge $q$ it experiences a force $\mathbf{F}$ that is given by

$$
\begin{equation*}
\mathbf{F}=\frac{q \delta q}{4 \pi \epsilon r^{2}} \mathbf{u}_{r} \quad \text { newtons } \tag{2-20}
\end{equation*}
$$

The unit vector $u_{r}$ indicates that the direction of the force is along the radius vector from the charge $q$ to the point $p$. By definition,


Fig. 2-2. Vector addition of fields.
the electric intensity $\mathbf{E}$ at the point $p$ is the force per unit charge and has the same direction as $\mathbf{F}$, so that

$$
\mathrm{E}=\frac{q}{4 \pi \epsilon r^{2}} \mathrm{u}_{r}
$$

When there are several charges present, each charge will exert a force on the test charge at $p$, the magnitude and direction of which is given by (20). The resultant force on $\delta q$ will be the vector sum of the incividual forces, the addition taking into account the direction as well as magnitude of the forces. Correspondingly the elec-
tric intensity at the point $p$ will be the vector sum of the electric intensities because of each charge acting alone. If $q_{1}, q_{2}, q_{3}, \ldots q_{n}$ are charges located at distances $r_{1}, r_{2}, r_{3}, \ldots r_{n}$ from the point $p$ the electric intensity at $p$ will be

$$
\begin{aligned}
\mathrm{E} & =\frac{1}{4 \pi \epsilon}\left(\frac{q_{1}}{r_{1}{ }^{2}} \mathbf{u}_{r_{1}}+\frac{q_{2}}{r_{2}^{2}} \mathbf{u}_{r_{2}}+\frac{q_{3}}{r_{3}^{2}} \mathbf{u}_{r_{3}}+\cdots+\frac{q_{n}}{r_{n}^{2}} \mathbf{u}_{r_{n}}\right) \\
& =\frac{1}{4 \pi \epsilon} \sum_{i=1}^{i=n} \frac{q_{i}{ }^{2}}{r_{i}} \mathbf{u}_{r s}
\end{aligned}
$$

Example 1: Electric Field of Two Charges (Method 1). Determine the electric intensity at the point $p$ in Fig. 2-2 due to the charges $q_{1}$ and $q_{2}$

$$
\begin{aligned}
& q_{1}=1 \times 10^{-9} \text { coulomb } \\
& q_{2}=8 \times 10^{-10} \text { coulomb } \\
& r_{1}=53 \text { meter } \\
& r_{2}=0.4 \text { meter }
\end{aligned}
$$

The magnitudes of the individual intensities $E_{1}$ and $E_{2}$ are

$$
\begin{aligned}
& \left|E_{1}\right|=\frac{g_{1}}{4 \pi \epsilon r_{1}{ }^{2}}=\frac{36 \pi \times 10^{9} \times 10^{-9}}{4 \pi \times 0.3^{2}}=100 \mathrm{volt} / \mathrm{m} \\
& \left|E_{2}\right|=\frac{q_{2}}{4 \pi \epsilon r_{2}{ }^{2}}=\frac{36 \pi \times 10^{9} \times 8 \times 10^{-10}}{4 \pi \times 0.4^{2}}=45 \mathrm{volt} / \mathrm{m}
\end{aligned}
$$

In order to add these intensities vectorally it is convenient to use the components in the $x$ and $y$ directions. From the geometry of the 3,4 , 5 triangle:
(a) The $x$ component of $E_{1}$ is $100 \times 3 / 5=60$
(b) The $x$ component of $E_{2}$ is $-45 \times 45=-36$
(c) The $y$ compenent of $L_{1}$ is $100 \times 45=80$
(d) The $y$ component of $E_{2}$ is $45 \times 3 / 5=27$

The total $x$ component of $E$ is

$$
E_{x}=60-36=24
$$

and the total $y$ component is

$$
E_{y}=80 \times 27=107
$$

The resultant electric intensity has a magnitude

$$
E=\sqrt{24^{2}+107^{2}}=110
$$

The angle $\theta$ between the direction of $E$ and the $x$ axis is given by

$$
\theta=\tan ^{-1} 107 / 24=77.4^{\circ}
$$

2.05 The Potential Function. An electric field is a field of force, and a force field can be described in an aiternative manner from that given above. If a body being acted upon by a force is moved from one point to another, work will be done on or by the body. If there is no mechanism by which the energy represented by this work can be dissipated, then the field is said to be conservative, and the energy must be stored in either the potential or kinetic form. If a charge is moved in a static electric field or a mass is moved in a gravitational field and no friction is present in the region, then no energy is dissipated. Hence these are examples of conservative fields. If some point is taken as a reference or zero point the field of force can be described by the work that must be done in moving the body from the reference point up to any point in the field. A reference point that is commonly used is a point at infinity. For example, if a small body has a charge $q$ and a second body with a small test charge $\delta q$ is moved from infinity along a radius line to a point $p$ at a distance $R$ from the charge $q$, then the work done on the system in moving the test charge against the force $F$ will be

$$
\text { Work }=-\int_{\infty}^{R} F d r .
$$

and since $\mathrm{S} F=\frac{q \delta q}{4 \pi \epsilon r^{2}}$

$$
\begin{aligned}
\text { Work on test charge } & =-\frac{q \delta q}{4 \pi \epsilon} \int_{\infty}^{R} \frac{1}{r^{2}} d r \\
& =\frac{q \delta q}{4 \pi \epsilon R}
\end{aligned}
$$

The work done on the test charge per unit charge is

$$
\begin{equation*}
V=\frac{q \times 1}{4 \pi \epsilon R}=\frac{q}{4 \pi \epsilon R} \tag{2-21}
\end{equation*}
$$

$V$ is called the potential at the point $p$ due to the charge $q$. Because it is a scalar quantity, having only magnitude and no direction, it is often called the scalar potential.

In a conservative field the work done in moving from one point to another is independent of the path. This is easily proven. If it were not independent of the path and a charge were moved from point $P_{1}$ to point $P_{2}$ over one path, and then from point $P_{2}$ back to point $P_{1}$ over a second path, the work done on the body on one
path could be different from the work done by the body on the second path. If this were true, a net (positive or negative) amount of work would be done when the body returned to its original position $P_{1}$. In a conservative field there is no mechanism for dissipating energy corresponding to positive work done and no source from which energy could be absorbed if the work were negative. Hence, it is apparent that the assumption that the work done is different over two paths is untenable, and so the work must be independent of the path. Thus for every point in the static electric field there corresponds one and only one scalar value of the work done in bringing the charge from infinity up to the point in question by any possible path. This scalar value at any point is called the potential of that point. The potential* is measured in volts where 1 volt = 1 joule per coulomb.

If two points $P_{1}$ and $P_{2}$ are separated an infinitesimal distance $\delta_{s}$ and the potential at $P_{1}$ is $V_{1}$, whereas that at $P_{2}$ is $V_{1}+\delta V$, it is apparent that the work done in moving a unit charge from point $P_{1}$ to point $P_{2}$ will be

$$
W=V_{1}-\left(V_{1}+\delta V\right)=E_{1} \delta s
$$

where $E_{s}$ is the component of the electric intensity in the direction of $\delta s$

$$
\begin{equation*}
\therefore-\delta V=E_{s} \delta s \tag{2-22}
\end{equation*}
$$

The three components of E in the $x, y$, and $z$ direction can be obtained from eq. (22)

$$
\begin{equation*}
E_{x}=-\frac{\partial V}{\partial x}, \quad E_{y}=-\frac{\partial V}{\partial y}, \quad E_{z}=-\frac{\partial V}{\partial z} \tag{2-23}
\end{equation*}
$$

The three scalar eqs. (23) can be written in one vector equation

$$
\begin{equation*}
\mathbf{E}=-\frac{\partial V}{\partial x} \mathbf{i}-\frac{\partial V}{\partial y} \mathbf{j}-\frac{\partial V}{\partial z} \mathbf{k} \tag{2-24}
\end{equation*}
$$

[^3]or in the abbreviated vector notation
\[

$$
\begin{equation*}
E=-\operatorname{grad} V \tag{2-25}
\end{equation*}
$$

\]

Thus the electric intensity at any point is just the negative of the potential gradient at that point. The direction of the electric field is the direction in which the gradient is greatest or in which the potential changes most rapidly.

Equations (23) give the three components of $\mathbf{E}$ in rectangular or Cartesian co-ordinates. Very often the conditions of a problem are such that it is more simply solved in cylindrical or spherical co-ordinates. In cylindrical co-ordinates the three mutually perpendicular directions are $\rho, \phi$, and $z$. The elemental increments of length in these directions are $d \rho, \rho d \phi$, and $d z$ respectively. The space rates of change of potential in these directions will give the corresponding components of electric intensity, viz.,

$$
E_{\rho}=-\frac{\partial V}{\partial \rho}, \quad E_{\phi}=-\frac{\partial V}{\rho \partial \phi}, \quad E_{z}=-\frac{\partial V}{\partial z} \quad \begin{aligned}
& \text { (cylindrical } \\
& \text { co-ordinates) }
\end{aligned}
$$

In spherical polar co-ordinates, the increments of length are $d r, r d \theta$ and $r \sin \theta d \phi$ so that the space rates of change of potential and corresponding electric intensities are given by

$$
E_{r}=-\frac{\partial V}{\partial r}, \quad E_{\theta}=-\frac{\partial V}{r \partial \theta}, \quad E_{\phi}=-\frac{1}{r \sin \theta} \frac{\partial V}{\partial \phi} \quad \text { (spherical } \quad \text { co-ordinates) }
$$

When the system of charges is specified and the problem is that of determining the resultant electric field due to the charges, it is often simpler to find first the potential field and then determine $\mathbf{E}$ as the potential gradient according to eqs. (25). This is so because the electric intensity is a vector quantity, and when the electric field produced by several charges is found directly by adding the intensities caused by the individual charges (as was done in the example on page 32), the addition of fields is a vector addition. This relatively complicated operation is carried out by resolving each vector quantity into (generally) three components, adding these components separately, and then combining the total values of the components to obtain the resultant field. On the other hand the potential field is a scalar field and the total potential at any point is found simply as the algebraic sum of the potentials due to each charge. If the potential is lnown, the electric field can be found from eq. (25).

Example 2: Electric Field of Two Charges. As an example let it be required to find the electric intensity at cll points in the $x-y$ plane due to the charges $g_{1}$ and $q_{2}$ (Fig. 2-£). By the frst method this would be done by writing the expressions for the $x$ and $y$ components of E due to each of the charges and adding these separately to obtain the resultant E. By the second method the potential due to the charges is found first.

The potential at the point $p$ in (Fig. 2-2) is

$$
\begin{aligned}
V_{p} & =\frac{1}{4 \pi \epsilon}\left(\frac{q_{1}}{r_{1}}+\frac{q_{2}}{r_{2}}\right) \\
& =\frac{33 \pi \times 10^{9}}{4 \pi}\left(\frac{10^{-9}}{0.3}+\frac{8 \times 10^{-10}}{0.4}\right) \\
& =48 \text { volts }
\end{aligned}
$$

The potential at any point $(x, y)$ due to charges $q_{1}$ and $q_{2}$, located respectively at ( 0,0 ) and ( $0.5,0$ ), is

$$
V=\frac{1}{4 \pi \epsilon}\left(\frac{q_{1}}{\sqrt{x^{2}+y^{2}}}+\frac{q_{2}}{\sqrt{(x-0.5)^{2}+y^{2}}}\right)
$$

The electric intensity is obtained from $V$ by applying eq. (23)

$$
\begin{aligned}
& \frac{\partial V}{\partial x}=-\frac{1}{4 \pi \epsilon}\left\{\frac{q_{1} x}{\left[x^{2}+y^{2}\right]^{3 / 2}}+\frac{q_{2}(x-0.5)}{\left[(x-0.5)^{2}+y^{2}\right]^{3 / 2}}\right\} \\
& \frac{\partial V}{\partial y}=-\frac{1}{4 \pi \epsilon}\left\{\frac{a_{1} y}{\left[x^{2}+y^{2}\right]^{3 / 2}}+\frac{q_{2} y}{\left[(x-0.5)^{2}+y^{2}\right]^{3 / 2}}\right\}
\end{aligned}
$$

Therefore $\mathbf{E}$ at any point $(x, y)$ will be

$$
\begin{aligned}
& \mathrm{E}=\frac{1}{4 \pi \epsilon}\left(\left\{\frac{q_{1} x}{\left[x^{2}+y^{2}\right]^{3 / 2}}+\frac{q_{2}(x-0.5)}{\left[(x-0.5)^{2}+y^{2} 9^{3 / 2}\right.}\right\} \mathbf{i}\right. \\
& \left.\quad+\left\{\frac{q_{1} y}{\left[x^{2}+y^{2}\right]^{3 / 2}}+\frac{q_{2} y}{\left[(x-0.5)^{2}+y^{2}\right]^{3 / 2}}\right\} \mathbf{j}\right)
\end{aligned}
$$

At the particular point $p$ of (Fig. 2-2), $x=0.18$ and $y=0.24$. Substituting these values and the values for $q_{1}$ and $q_{2}$ gives

$$
\begin{aligned}
\mathbf{E}_{p} & =\left(\frac{1.62}{0.027}-\frac{2.30}{0.064}\right) \mathbf{i}+\left(\frac{2.16}{0.027}+\frac{1.728}{0.064}\right) \mathbf{j} \\
& =(60-36) \mathbf{i}+(80+27) \mathbf{j} \\
& =24 \mathbf{i}+107 \mathbf{i}
\end{aligned}
$$

This checks with the answer obtained in the previous example.

In a simple problem such as the one above there may be little advantage, if any, to using the potential method, but in the more complex problems to be considered later it will be found that the use of the scalar potential results in a real simplification of the problem.


Fig. 2-3. An electric dipole.
Example 3: Field of an Electric Dipole. The concept of the electric dipole is extremely useful in electromagnetic field theory. Two equal and opposite charges of magnitude $q$ separated by an infinitesimal distance $l$ are said to constitute an electric dipole or electric doublet. The electric field due to such an arrangement can be found readily by first finding the potential $V$. In Fig. 2-3

$$
V_{p}=\frac{1}{4 \pi \epsilon}\left\{\frac{q}{r_{1}}+\frac{-q}{r_{2}}\right\} .
$$

Because $l$ is infinitesimally small

$$
\begin{gathered}
r_{1} \approx r-\frac{l}{2} \cos \theta \\
r_{2} \approx r+\frac{l}{2} \cos \theta \\
4 \pi \epsilon V_{p}=\frac{q}{r-\frac{l}{2} \cos \theta}-\frac{q}{r+\frac{l}{2} \cos \theta}=\frac{q l \cos \theta}{r^{2}-\frac{l^{2}}{4} \cos ^{2} \theta} \\
\approx \frac{q l \cos \theta}{r^{2}}\left(\text { for } l^{2} \ll r^{2}\right)
\end{gathered}
$$

The electric field is found from $E=-\operatorname{grad} V$. The three compenents in spherical co-ordinates are

$$
\begin{aligned}
& E_{r}=-\frac{\partial V}{\partial r}=\frac{2 q l \cos \theta}{4 \pi \epsilon r^{3}} \\
& E_{\theta}=-\frac{\partial V}{r \partial \theta}=\frac{q l \sin \theta}{4 \pi \epsilon r^{3}} \\
& E_{\phi}=-\frac{1}{r \sin \theta} \frac{\partial V}{\partial \phi}=0
\end{aligned}
$$

2.06 Field Due to a Continuous Distribution of Charge. The potentiai at a point $p$ due to a number of charges is obtained as a simple algebraic addition of the potentials produced at the point by each of the charges acting alone. If $q_{1}, q_{2}, q_{3}, \ldots q_{n}$ are charges located at distances $r_{1}, r_{2}, r_{3}, \ldots r_{n}$, respectively, from the point $p$, the potential at $p$ is given by

$$
\begin{aligned}
V_{p} & =\frac{1}{4 \pi \epsilon}\left(\frac{q_{1}}{r_{1}}+\frac{q_{2}}{r_{2}}+\cdots+\frac{q_{n}}{r_{n}}\right) \\
& =\frac{1}{4 \pi \epsilon} \sum_{i=1}^{i=n} \frac{q_{i}}{r_{i}}
\end{aligned}
$$

If the charge is distributed continuously throughout a region, rather than being located at a discrete number of points, the region can be divided into elements of volume $\Delta V$ each containing a charge $\rho \Delta V$, where $\rho$ is the charge density in the volume element. The potential at a point $p$ will then be given as before by

$$
V_{p}=\frac{1}{4 \pi \epsilon} \sum_{i=1}^{i=n} \frac{\rho_{i} \Delta V_{i}}{r_{i}}
$$

where $r_{i}$ is the distance to $p$ from the $i$ th volume element. As the size of volume element chosen is allowed to become very small, the summation becomes an integration, that is

$$
\begin{equation*}
V_{\mathcal{P}}=\frac{1}{4 \pi \epsilon} \int_{\mathrm{vol}} \frac{\rho d V}{r} \tag{2-26}
\end{equation*}
$$

The integration is performed throughout the volume where $\rho$ has value.

Example 4: Potential Distribution about Long Parallel Wires. Detcinmine the potential distribution about a long parallel pair cf wircs of


Fig. 2-4. A pair of parallel line charges.
negligible cross section when the wires have equal and opposite charges distributed along their length.

Assume that a linear charge density $q^{\prime}$ coulombs per meter is distributed along wire $a$ and $-q^{\prime}$ coulombs per meter along wire $b$ (Fig. 2-4). Then $\rho d V$ becomes $q^{\prime} d z$ so that the expression for potential at the point $p$ will be

$$
\begin{aligned}
V & =\frac{1}{4 \pi \epsilon} \int_{-\infty}^{+\infty}\left(\frac{q^{\prime}}{r_{1}}-\frac{q^{\prime}}{r_{2}}\right) d z \\
& =\frac{q^{\prime}}{2 \pi \epsilon} \int_{0}^{\infty}\left(\frac{1}{r_{1}}-\frac{1}{r_{2}}\right) c^{\prime} z
\end{aligned}
$$

Substituting $r_{1}=\sqrt{r_{\mathrm{a}}{ }^{2}+z^{2}}$ and $r_{2}=\sqrt{r_{b}^{2}+z^{2}}$,

$$
\begin{aligned}
V & =\frac{q^{\prime}}{2 \pi \epsilon} \int_{0}^{\infty}\left(\frac{1}{\sqrt{r_{a}^{2}+z^{2}}}-\frac{1}{\sqrt{r_{b}^{2}+z^{2}}}\right) d z \\
& =\frac{q^{\prime}}{2 \pi \epsilon}\left[\ln \left(z+\sqrt{r_{a}^{2}+z^{2}}\right)-\ln \left(z+\sqrt{r_{b}^{2}+z^{2}}\right]_{0}^{\infty}\right. \\
& =\frac{q^{\prime}}{2 \pi \epsilon}\left[\ln \frac{z+\sqrt{r_{a}^{2}+z^{2}}}{z+\sqrt{r_{b}^{2}+z^{2}}}\right]_{0}^{\infty}
\end{aligned}
$$

As $z$ approaches infinity the fraction $\left(z+\sqrt{r_{\mathrm{a}}^{2}+z^{2}}\right) /\left(z+\sqrt{r_{3}^{2}+z^{2}}\right)$ approaches unity. Therefore, when the limits are inserted, the expression for potential at the point $p$ becomes

$$
\begin{align*}
V & =-\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{r_{a}}{r_{b}} \\
& =\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{r_{3}}{r_{a}} \tag{2-27}
\end{align*}
$$

It will be observed that in the plane of symmetry between the wires ( $r_{a}=r_{b}$ ) the potential is zero.
2.07 Equipotential Surfaces. The solutions to many problems involving electric fields are simplified by making use of equipotential surfaces. An equipotertial surface is a surface on which the potential is everywhere the same. The movement of charge over such a surface would require no work. Since any two points on the surface have the same potential, there is zero potential difference and therefore zero electric field everywhere along (tangential to) the surface. This means that the electric field must always be perpendicular to an equipotential surface.

A very simple example of equipotential surfaces exists in the case of a point charge. Since $V=q / 4 \pi r \epsilon$, a surface with a fixed $r$ would have a constant potential. The constant potential surfaces therefore are concentric spherical shells.

In the problem of the parallel line charges the equipotential surfaces can be determined with little difficulty. The locus of a constant potential is obtained by setting the potential of eq. (27) equal to a constant, that is

$$
k_{1}=\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{r_{b}}{r_{a}}
$$

This requires that

$$
\left(\frac{r_{b}}{r_{a}}\right)^{2}=k^{2}
$$

where $k^{2}$ is another constant. From Fig. 2-4

$$
\begin{aligned}
& r_{a}^{2}=\left(x+\frac{d}{2}\right)^{2}+y^{2} \\
& r_{b}^{2}=\left(x-\frac{d}{2}\right)^{2}+y^{2}
\end{aligned}
$$

$$
\begin{gathered}
\text { Therefore } \begin{array}{c}
\frac{\left(x-\frac{d}{2}\right)^{2}+y^{2}}{\left(x+\frac{d}{2}\right)^{2}+y^{2}}=k^{2} \\
x^{2}\left(1-k^{2}\right)+y^{2}\left(1-k^{2}\right)-x d\left(1+k^{2}\right)+\frac{d^{2}}{4}\left(1-k^{2}\right)=0 \\
x^{2}+y^{2}-x d \frac{1+k^{2}}{1-k^{2}}+\frac{d^{2}}{4}=0 \\
x^{2}+y^{2}-x d \frac{1+k^{2}}{1-k^{2}}+\frac{d^{2}}{4} \frac{\left(1+k^{2}\right)^{2}}{\left(1-k^{2}\right)^{2}}=\frac{d^{2}}{4}\left[\frac{\left(1+k^{2}\right)^{2}}{\left(1-k^{2}\right)^{2}}-1\right] \\
{\left[x+\frac{d}{2}\left(\frac{k^{2}+1}{k^{2}-1}\right)\right]^{2}+y^{2}=\frac{k^{2} d^{2}}{\left(k^{2}-1\right)^{2}}}
\end{array}
\end{gathered}
$$

This is the equation of two families of circles with radii $\frac{k d}{k^{2}-1}$ and centers at $\pm \frac{d}{2}\left(\frac{k^{2}+1}{k^{2}-1}\right), 0$. Because of symmetry in the $z$ direction the equipotential surfaces will


Fig. 2-5. Equipotential surfaces about parallel line charges. be cylinders. The cylinders are not concentric because $k$ will depend on the potential selected.

Figure 2-5 shows a plot of the equipotential surfaces about the parallel line charges. It is seen that for small values of radius the equipotential cylinders about each line are nearly concentric, with the line charges as the center.

Conductors. A conducting medium is one in which an electric field or difference of potential is always accompanied by a movement of charges. The theory explaining this phenomenon is that a conductor contains free electrons or conduction electrons that are relatively free to move through the ionic crystal lattice of the conducting medium. It follows that in a conductor
there can be no static electric field, because any electric field originally present causes the charges to redistribute themselves until the electric field is zero. The electric field being zero within a conductor means that there is no difference of potential between any two points on the conductor. For static electric fields therefore, a conductor surface is always an equipotential surface.

It also follows that within a conductor there can be no net charge (excess positive or negative charge). If there were a net


Fig. 2-6. Boundary surface between a conductor and a dielectric.
charge anywhere within the conductor, then by Gauss's law there would be a displacement away from this charge and therefore a displacement density $D$ in the conductor. Since $E=D / \epsilon$ this requires (for any finite value of dielectric constant $\epsilon$ ) that there be an electric field $\mathbf{E}$ in the conductor. But the possibility of this has already been ruled out for the electrostatic case. Therefore, the (net) charge density $\rho$ must be zero within the conductor. There can, however, be a distribution of charge on the surface of the conductor, and this gives rise to a normal component of electric field in the dielectric medium outside the conductor. The strength of this normal component of electric intensity in terms of the surface charge is obtained directly from Gauss's law.

Electric Field Due to Surface Charge. Let the charge per unit area or surface charge density on the surface of a conductor be $\rho_{s}$ coulombs per square meter. Enclose an element of the surface in a volume of "pillbox" shape with its flat surfaces parallel to the conductor surface. Then, if the depth $d$ of the pillbox is made extremely small compared with its diameter, the electric displacement through its edge surface will be negligible compared with any displacement through its flat surfaces. There can be no displacement through the left-hand surface submerged in the conductor (because no $\mathbf{E}$ exists in the conductor) so all the electric flux must emerge through the right-hand surface. Applying Gauss's law to this case gives

$$
D_{n} d a=\rho_{s} d a
$$

where $d a$ is the area of one face of the pillbox and $D_{n}$ is the displacement density normal to the surface. Therefore,

$$
D_{n}=\rho_{s} \quad \text { and } \quad E_{n}=\frac{\rho_{s}}{\epsilon}
$$

The electric displacement density at the surface of a conductor is normal to the surface and equal in magnitude to the surface


Fig. 2-7. Section of a volume $V$. charge density. The electric intensity is also normal to the surface and is cqual to the surface charge density divided by the dielectric constant.
2.08 Divergence Theorem. The divergence theorem (also called Gauss's theorem) relates an integration througl,out a volume to an integration over the surface surrounding the volume.

Figure 2-7 shows a closed surface $S$ enclosing a volume $V$ that contains c'harges (cr a charge density) that produce an electric flux density D.

By the definition of divergence,

$$
\operatorname{div} \mathrm{D}=\frac{\partial D_{x}}{\partial x}+\frac{\partial D_{y}}{\partial y}+\frac{\partial D_{z}}{\lambda_{z}}
$$

so that

$$
\begin{equation*}
\int_{v} \operatorname{div} \mathrm{D} d V=\iiint\left(\frac{\partial D_{x}}{\partial x}+\frac{\partial D_{y}}{\partial y}+\frac{\partial D_{z}}{\partial z}\right) d x d y d z \tag{2-28}
\end{equation*}
$$

where

$$
d V=d x d y d z
$$

Consider now the elemental rectangular volume shown shaded, which has dimensions $d y$ and $d z$ in the $y$ and $z$ directions respectively. Let $D_{x_{1}}$ and $D_{x_{2}}$ respectively be the $x$ component of the electric flux entering the left-hand side and leaving the right-hand side of the rectangular volume. The total flux emerging is the algebraic difference of these two. But

$$
\begin{align*}
D_{x_{2}}-D_{x_{1}} & =\int_{x_{1}}^{x_{2}} \frac{\partial D_{x}}{\partial x} d x \\
\therefore \iiint \frac{\partial D_{x}}{\partial x} d x d y d z & =\iint\left(D_{x_{2}}-D_{x_{1}}\right) d y d z \tag{2-29}
\end{align*}
$$

Now $d y d z$ is the $x$ component of the surface element $d \mathrm{a}$, and so (29) is just the integration of the product of $D_{x}$ times the $x$ component of da over the whole surface. (Note that for the right face $D_{x} d a_{x}=D_{x_{2}} d y d z$, but for the left face $D_{x} d a_{x}=-D_{x_{1}} d y d z$. This is because the direction of $d \mathrm{a}$ is along the outward normal and for the left face the $x$ component of $d a$ has a direction opposite to that of $D_{x_{0}}$.)

By definition of a scalar product

$$
\mathrm{D} \cdot d \mathrm{a}=D_{x} d a_{x}+D_{y} d a_{y}+D_{z} d a_{z}
$$

where $d a_{x}$ indicates the $x$ component of $d \mathrm{a}$, and so on. Then, making use of (29), eq. (28) may be written

$$
\begin{equation*}
\int_{\mathrm{vol}} \operatorname{div} \mathrm{D} d V=\oint_{s} \mathrm{D} \cdot d \mathrm{a} \tag{2-30}
\end{equation*}
$$

This is the divergence theorem.
Although derived here for the particular case of electric displacement density D it is a quite general and very useful theorem of vector analysis. For any vector, it relates the integral over a closed surface of the normal component of the vector to the integral over the volume (enclosed by the surface) of the divergence of the vector.

Integral Definition of Divergence. The divergence theorem (30) provides a definition of divergence of a vector in the integral form which is easy to put into words. The expression on the right-hand side of (30) is the net outward electric flux through the closed surface $S$. The expression on the left represents the average divergence of $D$ multiplied by the volume $V$ that is enclosed by $S$. Thus the average divergence of a vector is the net outward flux of the vector through a closed surface $S$ divided by the volume $V$ enclosed. The limit of the average divergence as $S$ is allowed to shrink to zero about a point is the divergence of the vector at that point; that is,

$$
\operatorname{div} \mathrm{D}=\lim _{S \rightarrow 0} \frac{\oint_{S} \mathrm{D} \cdot d \mathrm{a}}{V}
$$

In words, the divergence of the vector $D$ is the net outward flux of $D$ per unit volume.

Alternative Statement of Gauss's Law. Making use of Gauss's law which states

$$
\begin{equation*}
\oint_{S} \mathrm{D} \cdot d \mathrm{a}=\int_{\mathrm{vol}} \rho d V \tag{2-31}
\end{equation*}
$$

and applying the divergence theorem (30), gives

$$
\int_{\mathrm{vol}} \operatorname{div} \mathrm{D} d V=\int_{\mathrm{vol}} \rho d V
$$

This hoids for any volume whatsoever. As the volume considered is reduced to an elemental volume, this becomes the point relation,

$$
\begin{equation*}
\operatorname{div} D=\rho \tag{2-32}
\end{equation*}
$$

This is the alternative statement of Gauss's law. It states that at every point in a medium the divergence of electric displacement density is equal to the charge density. Recalling the physical interpretation of the term divergence, eq. (32) might be stated as follows: The net outward flux of electric displacement per unit volume is equal to the charge per unit volume. Equation (32) will often be found to be a more useful form for mathematical manipulation than the corresponding integral statement (31).
2.09 Poisson's Equation and Laplace's Equation. Equation (32) is a relation between the electric displacement density and the charge density in a medium. If the medium is homogeneous and
isotropic so that $\epsilon$ is constant and a scalar quantity, eq. (32) can be written as

$$
\begin{gather*}
\operatorname{div} \epsilon \mathbf{E}=\epsilon \operatorname{div} \mathbf{E}=\rho \\
\operatorname{div} \mathbf{E}=\frac{\rho}{\epsilon} \tag{2-33}
\end{gather*}
$$

Recall that E is related to the potential $V$ by

$$
\mathbf{E}=-\operatorname{grad} V=-\nabla V
$$

Substituting this into (33)
or symbolically

$$
\begin{align*}
\operatorname{div} \operatorname{grad} V & =-\frac{\rho}{\epsilon}  \tag{2-34a}\\
\nabla \cdot(\nabla V) & =-\frac{\rho}{\epsilon}  \tag{2-34b}\\
\nabla^{2} V & =-\frac{\rho}{\epsilon} \tag{2-34c}
\end{align*}
$$

Equation (34) is known as Poisson's equation. In free space, that is in a region in which there are no charges ( $\rho=0$ ), it becomes

$$
\begin{equation*}
\nabla^{2} V=0 \tag{2-35}
\end{equation*}
$$

This special case for source-free regions is Laplace's equation.
Laplace's Equation. Laplace's equation is a relation of prime importance in electromagnetic field theory. Expanded in rectangular co-ordinates it becomes

$$
\begin{equation*}
\nabla^{2} V=\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=0 \tag{2-36}
\end{equation*}
$$

This is a second-order partial differential equation relating the rate of change of potential in the three component directions. In any charge-free region the potential distribution must be such that this relation is satisfied. An alternative form of (36) in terms of electric intensity is

$$
\begin{equation*}
\operatorname{div} E=0 \tag{2-37}
\end{equation*}
$$

In this form the statement is that in a homogeneous charge-free region the number of lines of electric intensity emerging from a unit volume is zero, or (in such a region) lines of electric intensity are continuous.

The Problem of Elcctrostatics. In a homogeneous charge-free region the potential distribution, whatever it may be, must be a
solution of the Laplace equation. The problem is to find a potential distribution that will satisfy (35) as well as the boundary conditions of the particular problem. When the charges are given the potential can be found directly from

$$
V=\frac{1}{4 \pi \epsilon} \int_{\mathrm{vol}} \frac{\rho}{r} d V
$$

This is a simple problem and the solution is straightforward. On the other hand, if the potential distribution is given for a certain configuration of conductors, the charge distribution on the conductors can be found from

$$
\rho_{s}=D_{n}=\epsilon E_{n}
$$

In the general problem as it exists, however, neither the potential distribution nor the charge distribution is known. These are the quantities to be found. A certain configuration of conductors is specified and the voltages or potential differences between conductors are given (or the total charge on each conductor may be given). The charges on the conductors will then distribute themselves to make the conductors equipotential surfaces and at the same time produce a potential distribution between conductors which will satisfy Laplace's equation.

Thus the problem is that of finding a solution to a second-order differential equation (Laplace's equation) that will fit the boundary conditions. The problem is one of integration and therefore straightforward methods of solution are not generally available. In fact, only in a relatively small number of cases, where symmetry or some other consideration makes it possible to specify the charge distribution, can an exact solution be found. Of course, an approximate solution can alvays be obtained, and the degree of approximation can usually be improved to any desired extent by a systematic method of successive approximations. Unfortunately, this often requires an excessive amount of labor.

A similar situation exists in the more general electromagnetic field problem where the fields and charge distributions are varying in time. Although it is this more general problem that is of primary concern in electromagnetic wave theory, it is helpful io consider some of the special methods and solutions that exist for the electrostatic case. It will be found that some of these special meth-
ods can be extended to the general case. Moreover, a knowledge of the actual electrostatic solutions for certain simple configurations is required for later use.

Solutions for Some Simple Cases. It is instructive first to obtain the solutions for the simplest possible cases in which, because of symmetry, the field is constant along two axes of the co-ordinate system and variations cacur in one direction only.

Example 5(a): In Rectangulcr Co-ordinates-Two Parallel Planes. Two parallel planes of infinite extent in the $x$ and $y$ directions and separated by


Fig. 2-8. Two parallel planes.
a distance $d$ in the $z$ direction have a potential difference applied between them (Fig. 2-8). It is required to find the potential distribution and electric intensity in the region between the planes.

In rectangular co-ordinates Laplace's equation is

$$
\nabla^{2} V=\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}+\frac{\partial^{2} V}{\partial z^{2}}=0
$$

From symmetry it is evident that there is no variation of $V$ with $x$ or $y$, but only with $z$. For this simple case Laplace's equation reduces to

$$
\begin{gathered}
\nabla^{2} V=\frac{\partial^{2} V}{\partial z^{2}}=0 \\
V=k_{1} z+k_{2}
\end{gathered}
$$

where $k_{1}$ and $k_{2}$ are arbitrary constants. Substituting the boundary conditions
gives

$$
\begin{gathered}
V=V_{0} \text { at } z=0, \quad V=V_{1} \text { at } z=d \\
l_{2}=V_{0} \quad \text { and } \quad r_{1}=\frac{V_{1}-V_{0}}{d}
\end{gathered}
$$

so that

$$
V=\frac{V_{1}-V_{0}}{d} z+V_{0}
$$

The electric intensity is obtained from the rclation


$$
\begin{aligned}
\mathbf{E} & =-\operatorname{grad} V \\
& =-\frac{\partial V}{\partial z} \mathrm{k} \\
& =-\frac{V_{1}-V_{0}}{d} \mathrm{k}
\end{aligned}
$$

The electric intensity is constant in the region between the plates. It is directed along the $z$ axis and toward the plate of lower potential.

Example 5(b): In Cylindrical Co-ordinates-Concentric Cylinders. In cylindrical co-ordinates Laplace's equation is

$$
\nabla=V=\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial V}{\partial \rho}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2} V}{\partial \phi^{2}}
$$

Fig. 2-9. Two concentric cylinders.

$$
\begin{equation*}
+\frac{\partial^{2} V}{\partial z^{2}}=0 \tag{2-38}
\end{equation*}
$$

For the space between two very long concentric cylinders (Fig. 2-9), in which case there will be no variations with respect to either $\phi$ or $z$, but only in the $\rho$ direction, eq. (38) becomes

$$
\begin{equation*}
\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial V}{\partial \rho}\right)=0 \tag{2-39}
\end{equation*}
$$

A trivial solution to this equation is $V$ equals a constant. A useful solution that fits the boundary condition is

$$
V=k_{1} \ln \rho+k_{2}
$$

The electric intensity in the region between the cylinders will be

$$
\begin{aligned}
\mathbf{E} & =-\operatorname{grad} V \\
& =-\frac{\partial V}{\partial \rho} \mathbf{u}_{\rho} \\
& =-\frac{k_{1}}{\rho} \mathbf{u}_{p}
\end{aligned}
$$

Example 5(c): In Spherical Co-ordinates-Concentric Spheres. In spherical co-ordinates with no variations in $\theta$ or $\phi$ directions, Laplace's equation is

A solution is

$$
\begin{gathered}
\nabla^{2} V=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)=0 \\
V=\frac{k_{1}}{r}+k_{2}
\end{gathered}
$$

The electric intensity between the spheres is

$$
\mathbf{E}=-\operatorname{grad} V=-\frac{\partial V}{\partial r} \mathbf{u}_{r}=\frac{k_{1}}{r^{2}} \mathbf{u}_{r}
$$

In the three examples just solved, the simplicity of the boundary conditions (due to symmetry) made it possible to guess the solution and write it down from inspection. Only in rare cases is it possible, to do this. However, there is an important group of problems that can be solved almost by inspection because their boundary conditions are similar to those of problems which have already been solved. These make use of the principle of the electrical image.

Solution by Means of the Electrical Image. As a simple example of this method of solution consider the problem of a line charge $q^{\prime}$ coulombs per meter parallel to and at a distance $d / 2$ from a perfectly conducting plane of infinite extent. It is required to determine the resulting potential distribution and the electric field. The boundary condition in this case is that the conducting plane must be an equipotential surface. Also if the potential at infinity is considered to be zero, the potential of the conducting plane must be zero since it extends to infinity.

The lines of electric flux, which start on the positive line charge, must terminate on negative charges on the plate and at infinity. These negative charges on the conducting surface are required to distribute themselves so that there is no tangential component of clectric field along the surface of the conductor; i.e., so that the conducting plane is an equipotential surface (Fig. 2-10).

If this distribution can be found, the potential at any point can then be determined from the relation $V=\int_{\text {vol }} \frac{\rho}{4 \pi \epsilon r} d V$. As it stands, this is not a simple problem. However now recall the problem of two equal and opposite line charges for which the solution has already been obtained (page 40). It will be remembered that the plane of symmetry between the wires is an equipotential plane of zero potential. Hence a conducting surface could be


Fra. 2-10. (a) Line charge near a conducting surface. (b) Charges on the conducting surface have been replaced by an appropriately located "image" charge.
placed at the location of this equipotential plane without affecting the potential distribution in any manner whatsoever. If this were done, the negative line charge then has no effect on the field on the opposite side of the conductor and, so as far as that field is concerned, can be removed. The problem is now just the one for which a solution is required. The solution can be set down directly. The field due to a line charge at a distance $d / 2$ from an infinite conducting plane is exactly the same as the field (on one side of the zero potential plane) produced by that line charge and an equal and opposite line charge located parallel to it and a distance $d$ away. This second (hypothetical) line charge is callod the electrical image of the other, from the analogy with optical images.

Thus in any problem involving charges and conductors, if an additional distribution of charges can be found which will make the surfaces to be occupied by the conductors equipotential surfaces
having the correct potential, the conductors can be removed and the field in the volume, originally outside the conductors, will notbe changed. Then this field can be computed by methods already developed. The problem is now simply that of finding the potential and electric intensity for a distribution of charges without conductors.

As a second example of this method let it be required to find the potential distribution and electric field about a pair of parallel cylindrical conductors which have applied to them a specified voltage or potential difference. Again referring to the line charges on page 40, the equipotential surfaces about these line charges are cylinders. If the conductors are located in this field to coincide with an appropriate pair of equipotentials, their introduction will not change the field configuration outside the volume occupied by the conductors. Thus the potential distribution outside the conductors is just the same as it was before the conductors were introduced and is that produced by a pair of line charges of proper strength located along appropriate axes. The solution to this problem has already been obtained.

It must be observed, that this process of computing the effects of a conductor is an inverse one, i.e., a solution must be found by experience, and there is no straightforward method of finding an analytical solution in every case. This is analogous to the problem of differentiation and integration. In differentiation a straightforward method is available for finding derivatives, but the determination of integrals depends on the experience of the operator, or the recorded experience of those who have gone before him. In the case of electric fields, an analytical expression for the charge distribution that can replace a given conductor is not always known, just as the integral of every function is not known. On the other hand, with a given configuration, there are approximate methods available for determining the effect of a conductor in a field just as there are approximate methods for the integration of any curve that can be graphed.
2.10 Capacitancc. The capacitance between two conductors is defined by the relation

$$
C=\frac{Q}{V}
$$

where $V$ is the voltage or potential difference between the conductors due to equal and opposite charges on them of magnitude $Q$. When the capacitance of a single conductor is referred to, it is implied that the other conductor is a spherical shell of infinite radius.

Example 6: Parallcl Plate Condenser. Consider the parallel plate condenser having plates of area $A$ and separation $d$ (Fig. 2-11). ( $d$ is assumed


Fig. 2-11. Parallel plate condenser.
to be very small compared with the length and width of the plates so that the effect of flux fringing may be neglected.) If the plates have a charge of magnitude $Q$, the surface charge density will be

$$
\rho_{\mathrm{s}}=\frac{Q}{A}
$$



Fia. 2-12. Concentric conductors.

The capacitance is

The electric intensity E between the plates is uniform and of magnitude

$$
E=\frac{\rho_{\mathrm{a}}}{\epsilon}
$$

where $\epsilon$ is the dielectric constant of the medium between the plates.

The voltage between the plates will be

$$
\begin{aligned}
V & =\int_{1}^{2} \mathrm{E} \cdot d \mathrm{~s} \\
& =E d
\end{aligned}
$$

$$
C=\frac{Q}{V}=\frac{Q}{L^{\prime} d}=\frac{\epsilon A}{d} \quad \text { farads }
$$

Because of their usefulness in later work the capacitances for two other simple cases will be found.

Example 7. Concentric Conductors. It is required to determine the capacitance per unit length between two infinitely long concentric conducting cylinders (Fig. 2-12). The outside radius of the inner conductor is $a$ and the inside radius of the outer conductor is $b$.

Assume a charge distribution $q^{\prime}$ coulombs per meter on the inner conductor and an equal and opposite charge on the outer conductor. Because of symmetry the lines of electric flux will be radial and the displacement through any cylindrical shell will be $q^{\prime}$ coulombs per unit length. The magnitude of the displacement density will be

$$
D=\frac{q^{\prime}}{2 \pi \rho}
$$

and the magnitude of the electric intensity will be

$$
E=\frac{q^{\prime}}{2 \pi \rho \epsilon}
$$

The voltage between the conductors is

$$
\begin{aligned}
V & =\int_{a}^{b} \mathrm{E} \cdot d \varrho=\int_{a}^{b} \frac{q^{\prime}}{2 \pi \rho \epsilon} d \rho \\
& \left.=\frac{q^{\prime}}{2 \pi \epsilon} \ln \rho\right]_{a}^{b}=\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{b}{a}
\end{aligned}
$$

The capacitance per meter will be

$$
\begin{equation*}
C=\frac{q^{\prime}}{V}=\frac{2 \pi \epsilon}{\ln b / a} \tag{2-40}
\end{equation*}
$$

$$
\mathrm{f} / \mathrm{m}
$$

For the air dielectric for which $\epsilon=\frac{1}{30 \pi \times 10^{9}}$

$$
\begin{equation*}
C=\frac{10^{-9}}{18 \ln b / a} \tag{2-41}
\end{equation*}
$$

Example 8: Parallel Cylindrical Conductors. The method for determining the electric field for this case has already been considered. A pair.


Fic. 2-13. Parallel cylindrical conductors.
of line charges, appropriately located, roould make the surfaces occupied by the conductors equipotentials (Fig. 2-13). If the radius of the cylinders is $a$ and the separation between their axes is $b$, then, in terms of the notation used in connection with Fig. 2-4,

But

$$
\begin{gathered}
b=d \frac{k^{2}+1}{k^{2}-1} \\
a=\frac{k d}{k^{2}-1} \\
\frac{b}{a}=\frac{k^{2}+1}{k} \\
a k^{2}-b k+a=0 \\
k=\frac{b+\sqrt{b^{2}-4 a^{2}}}{2 a} \\
k=\frac{r_{b}}{r_{a}} \\
\therefore \frac{r_{b}}{r_{a}}=\frac{b+\sqrt{b^{2}-4 a^{2}}}{2 a}
\end{gathered}
$$

The potential at the surface of one conductor is given by equation (27)

$$
V_{1}=\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{b+\sqrt{b^{2}-4 a^{2}}}{2 a}
$$

where $q^{\prime}$ is the charge per unit length.
When the separation is large compared with the radius, that is when $b \gg a$, this becomes

$$
V_{1}=\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{b}{a}
$$

The potential at the other conductor will be equal and opposite. Hence

$$
V=V_{1}-V_{2}=\frac{q^{\prime}}{\pi \epsilon} \ln \frac{b+\sqrt{b^{2}-4 a^{2}}}{2 a}
$$

The capacitance per unit length is

$$
C=\frac{q^{\prime}}{V}=\frac{\pi \epsilon}{\ln \frac{b+\sqrt{b^{2}-4 a^{2}}}{2 a}} \quad \mathrm{f} / \mathrm{m}
$$

If $b \gg a$ the capacitance is given very closely by

$$
\begin{equation*}
C \approx \frac{\pi \epsilon}{\ln b / a} \tag{2-42}
\end{equation*}
$$

For an air dielectric between the conductors

$$
\begin{equation*}
C \approx \frac{10^{-9}}{36 \ln b / a} \tag{2-43}
\end{equation*}
$$

Example 9: Capacitance of a (Finite-length) Wire or Cylindrical Rod. In the first two of the above three examples the charge distribution was
uniform over the conductor surfaces and so the potential distribution could be determined directly and exactly. In the third example the charge distribution was not known but the potential was obtained by showing that the problem was similar to that of a pair of line charges for which the exact solution was known. In practice there are very few problems that can be solved so simply. In most actual problems the charge distribution is unknown and there are no methods available for obtaining an exact solution. It is then necessary to set about finding an approximate solution.

In the present problem it is required to determine the capacitance of a straight horizontal wire or conducting rod elevated at a height $h$ above


Fig. 2-14. An elevated wire or rod.
the earth. The rod has a length $L=1$ meter and a radius $a=0.5 \mathrm{~cm}$, and is elevated at a height $h=10$ meters (Fig. 2-14).

For a first attack on the problem it will be assumed that the height above the earth is very great so that the problem is that of determining the capacitance of a cylindrical rod remote from the earth. The boundary condition is that the surface of the rod be an equipotential surface. Obviously the charge distribution cannot be uniform along the length of the rod because such a distribution produces a potential that varies along the length of the wire. Moreover there is apparently no straightforward method available for finding the correct charge distribution, which will make the surface an equipotential. This is a typical practical problem.

This particular problem was solved many years ago by G. W. O. Howe, using a method of attack that is now used very frequently in electrostatic and electromagnetic problems. It is first assumed that the charge distribution is uniform (even though such an assumption is known to be incorrect). The potential along the wire due to this uniform charge distribution is calculated. It is then assumed that the true potential, which actually exists along the surface of the wire, is equal to the average value of this calculated potential. Knowing the potential for a given total charge the capacitance of the wire is obtained from $C=Q / V_{\text {evg }}$.

Solution: Figure 2-15 shows the rod, which is assumed to have a uniform charge distribution on its surface of amount $q^{\prime}$ coulombs per meter of length. The surface charge density is the $q^{\prime} / 2 \pi a$ coulombs per square meter. The charge on each element of area contributes to the potential at a point $p$ on the surface and the total potential at $p$ can be obtained by integrating these contributions over the surface of the wire. It is possible to simplify this part of the problem in the following manner. It is known that the equipotential surfaces about a line charge of infinite length are cylinders whose axes coincide with the line charge. If a conducting


Fig. 2-15. Surface charge is replaced by a line charge along the axis for the purpose of computing potential.
cylinder is made to coincide with one of these equipotential surfaces and is given a charge per unit length equal to that of the line charge, the electric field in the region about the cylinder will be exactly the same as that produced originally by the line charge.

Thus as far as the potential outside of it (and on its surface) is concerned a long charged cylinder may be replaced by a line charge situated along its axis and having the same charge per unit length as the cylinder. Applying this principle in Fig. 2-15 the contribution to the potential at a point $x^{\prime}$ on the surface due to the charge on an element of length $\Delta x$ located at point $x$ along the axis will be

$$
\begin{equation*}
\Delta V=-\frac{q^{\prime} \Delta x}{4 \pi \epsilon \sqrt{\left(x^{\prime}-x\right)^{2}+a^{2}}} \tag{2-44}
\end{equation*}
$$

where $q^{\prime}$ is the charge per unit length. The total potential at $x^{\prime}$ due to the assumed charge distribution along the axis is

$$
\begin{align*}
V_{z^{\prime}} & =\frac{q^{\prime}}{4 \pi \epsilon} \int_{0}^{L} \frac{d x}{\sqrt{\left(x^{\prime}-x\right)^{2}+a^{2}}} \\
& =\frac{q^{\prime}}{4 \pi \epsilon}\left[-\sinh ^{-1}\left(\frac{x^{\prime}-x}{a}\right)\right]_{0}^{L} \\
& =\frac{q^{\prime}}{4 \pi \epsilon}\left[-\sinh ^{-1}\left(\frac{x^{\prime}-I}{a}\right)+\sinh ^{-1}\left(\frac{x^{\prime}}{a}\right)\right] \tag{2-45}
\end{align*}
$$

From eq. (45) the potential at the middle of the rod will be

$$
\begin{aligned}
V_{x^{\prime}=L / 2} & =\frac{q^{\prime}}{4 \pi \epsilon}\left[-\sinh ^{-1}\left(-\frac{L}{2 a}\right)+\sinh ^{-1}\left(\frac{L}{2 a}\right)\right] \\
& =\frac{2 q^{\prime}}{4 \pi \epsilon} \sinh ^{-1} 100=\frac{10.6}{4 \pi \epsilon} q^{\prime}
\end{aligned}
$$

and the potential at each end is

$$
V_{x^{\prime}-0}=V_{x^{\prime}-L}=\frac{5.99 q^{\prime}}{4 \pi \epsilon}
$$

The potential can be calculated at other points along the length to obtain the resulting distribution, shown by Fig. 2-16.


Fig. 2-16. I'otential distribution along the rod calculated from assumed uniform-charge distribution.
The cuerage potential along the rod may be found by integrating eq. (45) (with respect to $x^{\prime}$ ) over the length of the rod and dividing by $L$.

$$
\begin{aligned}
V_{\mathrm{Avg}}= & \frac{q^{\prime}}{4 \pi \epsilon L} \int_{0}^{L}\left[-\sinh ^{-1}\left(\frac{x^{\prime}-L}{a}\right)+\sinh ^{-1}\left(\frac{x^{\prime}}{a}\right)\right] d x^{\prime} \\
= & \frac{q^{\prime}}{4 \pi \epsilon L} \left\lvert\,-\left(x^{\prime}-L\right) \sinh ^{-1}\left(\frac{x^{\prime}-L}{a}\right)+\sqrt{\left(x^{\prime}-L\right)^{2}+a^{2}}\right. \\
& \quad+x^{\prime} \sinh ^{-1}\left(\frac{x}{a}\right)-\left.\sqrt{x^{2}+a^{2}}\right|_{0} ^{L} \\
= & \frac{q^{\prime}}{2 \pi \epsilon}\left[\frac{a}{L}+\sinh ^{-1}\left(\frac{L}{c}\right)-\sqrt{1+\frac{a^{2}}{L^{2}}}\right]
\end{aligned}
$$

Substituting numerical values

$$
\begin{aligned}
V_{\text {avz }} & =\frac{q^{\prime}}{2 \pi \epsilon}\left[0.005+\sinh ^{-1} 200-(1+0.00001)\right] \\
& =\frac{5.00 q^{\prime}}{2 \pi \epsilon}
\end{aligned}
$$

The capacitance of the rod (remote from the earth) will be (approximately)

$$
C=\frac{q^{\prime} L}{V_{\mathrm{vvz}}}=11.11 \mu \mu \mathrm{f}
$$

The effect of the proximity of the earth can be accounted for by means of the image principle. A negative charge $-q^{\prime} L$ located at the position of the image will decrease the average potential of the rod slightly. With negligible error this negative charge can be considered as being located at a point at the center of the image a distance $2 h$ from the rod and the potential at the rod due to this negative charge will be

$$
\begin{aligned}
V_{\text {imago }} & =\frac{-q^{\prime} L}{4 \pi \epsilon \times 2 h} \\
& =-\frac{0.05 q^{\prime} L}{4 \pi \epsilon}
\end{aligned}
$$

The average potential of the rod including the contribution from the image charge is

$$
V_{\mathrm{avz}}=\frac{q^{\prime}}{4 \pi \epsilon}(10.0-0.05)=\frac{9.95 q^{\prime}}{4 \pi \epsilon}
$$

The capacitance of the rod including the effect of the presence of the earth will be

$$
C=\frac{4 \pi \epsilon}{9.95}=11.16 \mu \mu \mathrm{f}
$$

The proximity of the earth has increased the capacitance by about $1 / 2$ of 1 per cent. It will be observed that in this case a 50 per cent error in computing the contribution from the image would affect the final answer a negligible amount. Therefore there is usually no justification for seeking a more accurate solution for this part of the problem.

The method outlined above gives an approximate answer for the capacitance of the rod. The degree of approximation can be improved by assuming a second and different charge distribution, which will produce a more nearly uniform potential distribution. (This is easy to do once the potential distribution due to a uniform charge distribution has been found.) It will be found (for this case) that the answers obtained with more nearly correct charge distributions do not differ appreciably from that obtained above. The correct value for capacitance will always be a little larger than that calculated from any assumed charge distribution. This is because the actual charge distribution is always such as to make the potential energy of the system, and therefore the potential of the rod, a minimum.
2.11 Energy Stored in an Electric Field. When a condenser is charged so that there exists a voltage $V$ between its plates, there is
a storage of energy, which can be converted into heat by discharging the condenser through a resistance. The amount of energy stored can be found by calculating the work done in charging the condenser. Since potential was defined in terms of work per unit charge, the work done in moving a small charge $d q$ against a potential difference $V$ is $V d q$. But the voltage $V$ can be expressed in terms of the capacity $C$ and the charge $q$ by

$$
V=\frac{q}{C}
$$

Therefore the work done in increasing the charge on a condenser by an amount $d q$ is

$$
\frac{q}{C^{\prime}} d q
$$

The total work done in charging a condenser to $Q$ coulombs is

$$
\text { Total work }=\int_{0}^{Q} \frac{q}{C} d q=\frac{1}{2} \frac{Q^{2}}{C}
$$

Therefore the energy stored by a charged condenser is

$$
\text { Stored energy }=\frac{1}{2} \frac{Q^{2}}{C}=\frac{1}{2} V Q=\frac{1}{2} V^{2} C
$$

This energy is said to be "associated with the electric charge on the conductors," or alternatively, "associated with the electric field in the dielectric between the conductors."*

It is convenient in electromagnetic wave theory, where energy is propagated through space, to use the second of these concepts and associate the energy with the electric field. An expression giving the stored-energy density in terms of the electric field is readily obtained in the case of the parallel-plate condenser where the electric field between the plates is uniform, with a value

$$
E=\frac{V}{d}
$$

[^4]$V$ is the voltage between the plates and $d$ is their separation. The expression for stored energy can then be written
$$
\text { Stored energy }=\frac{V^{2} C}{2}=\frac{E^{2} d^{1} \epsilon A}{2 d}=\frac{\epsilon E^{2}}{2}(A d)
$$

Since $A d$ is the volume between the plates the quantity $\epsilon E^{2} / 2$ has the dimensions of energy per unit volume and is said to be the energy density of the electric field. Although derived here for the special case of a uniform electric field, it is easily shown for the general case that the quantity $\epsilon E^{2} / 2$, when integrated over the whole volume in which the electric field exists, always gives the correct value for the total stored (electric) energy.
2.12 Conditions at a Boundary between Dielectrics. Consider conditions at the interface between two dielectrics in an electric


Fic. 2-17. Boundary surfaco between tivo dielectric media.
field. The dielectric constants of the media are $\epsilon_{1}$ and $\epsilon_{2}$ respectively, and it is assumed that there are no free charges on the boundary surface.

Apply Gauss's law to the shallow pillbox volume that encloses a portion of the boundary (Fig. 2-17). Since there are no charges within the volume the net outward displacement through the surface of the box is zero. As the depth of the box is allowed to approach zero, always keeping the boundary surface between its two flat faces, the displacement through the curved-edre surface becomes negligible. Gauss's law then requires that the displacement through the upper face be equal to the displacement through the lower face. Because the area of the faces are equal, the normal
components of the displacement densities must be equal, that is,

$$
D_{n_{1}}=D_{n_{2}}
$$

Thus there are the same number of lines of displacement flux entering one face as are leaving the other face and the lines of electric displacement are continuous across a boundary surface.

Whereas the normal component of D is the same on both sides of a boundary, it is easily shown that the tangential component of the electric intensity E must be continuous across the boundary. Referring to Fig. 2-17b it is supposed that there are electric intensities $E_{1}$ and $E_{2}$ respectively in medium (1) and medium (2). In the clectrostatic field the voltage around any closed path must be zero, that is,

$$
V_{\text {eloood path }} \equiv \oint \mathrm{E} \cdot d \mathrm{~s} \equiv 0
$$

Apply this to the rectangular path $A B C D$, in which $A D$ is just inside medium (1) and $B C$ just inside medium (2). The length of the rectangle is $a$, and its width is $b$.

$$
\begin{equation*}
\oint \mathrm{E} \cdot d \mathrm{~s}=-E_{n_{3}} b+E_{t_{2}} a+E_{n_{s}} b-E_{t_{1}} a \tag{2-46}
\end{equation*}
$$

where $E_{t_{3}}$ and $E_{t_{2}}$ are the average tangential components of $E$ along paths $A D$ and $B C$ and $E_{n_{3}}$ and $E_{n c}$ are the average normal components of E along the paths $B A$ and $C D$. As the sides $A D$ and $B C$ are brought closer together, always keeping the boundary between them, the lengths $A B$ and $C D$ approach zero and the first and third terms in eq. (46) become zero (assuming that the electric field never becomes infinite). Therefore

$$
-E_{t_{1} a} a+E_{t_{2}} a=0 \quad \text { and } \quad E_{t_{1}}=E_{t_{2}}
$$

The tangential component of E is continuous at the boundary.
The two conditions (a) Normal $D$ is continuous at the boundary, and (b) Tangential $E$ is continuous at the boundary are used to solve problems involving dielectrics.

Example 10: Rcfraction. Consider the problem of Fig. 2-18 where an infinite slab of dielectric whose dielectric constant is $\epsilon_{2}$, is immersed in a medium of $\epsilon_{1}$. I.et $\theta_{1}$ be the angle that the normal to the boundary makes with the lines of electric force in medium (1). Then the lines of $\mathbf{E}$ and $\mathbf{D}$ will be refracted in passing through the slab.

Let $D_{1}$ and $D_{2}$ be the electric displacement density outside and inside the slab respectively, and $\mathbf{E}_{1}$ and $\mathbf{E}_{2}$ be the electric intensity outside and inside the slab. Then

$$
\begin{aligned}
& D_{1}=\epsilon_{1} E_{1} \\
& D_{2}=\epsilon_{2} E_{2}
\end{aligned}
$$

By the two fundamental principles stated above

Therefore

$$
\begin{align*}
D_{1} \cos \theta_{1} & =D_{2} \cos \theta_{2} \\
E_{1} \sin \theta_{1} & =E_{2} \sin \theta_{2} \\
\frac{D_{1}}{E_{1}} \cot \theta_{1} & =\frac{D_{2}}{E_{2}} \cot \theta_{2} \\
\epsilon_{1} \cot \theta_{1} & =\epsilon_{2} \cot \theta_{2} \\
\frac{\tan \theta_{1}}{\tan \theta_{2}} & =\frac{\epsilon_{1}}{\epsilon_{2}} \tag{2-47}
\end{align*}
$$

Equation (47) gives the relation between the tangents of the angle of incidence $\theta_{1}$, and the angle of refraction $\theta_{2}$ in terms of the dielectric constants of the media involved.


Fig. 2-18. Refraction of an electric field.
2.13 Cylindrical and Spherical Harmonics. It was pointed out in earlier sections of this chapter that, except for a few special cases, the solution of Laplace's equation, subject to the appropriate boundary conditions, was in general a quite difficult problem. There is a group of problems having a certain symmetry that may be solved approximately by use of cylindrical or spherical harmonics.

Because these functions are also required for later use in electromagnetic problems, they will be considered briefly here.

For those problems, which can be set up in cylindrical co-ordinates, and for which there is no variation of the field in the $z$ direction, Laplace's eq. (38) may be written as

$$
\begin{equation*}
\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial V}{\partial \rho}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2} V}{\partial \phi^{2}}=0 \tag{2-48}
\end{equation*}
$$

If a solution of the form $\quad V=\rho^{n} Q_{n}$
is assumed (where $Q_{n}$ is a function of $\phi$ alone), then substitution of this solution back into (48) shows that $Q_{n}$ must satisfy the following differential equation.

$$
\frac{\partial^{2} Q_{n}}{\partial \phi^{2}}+n^{2} Q_{n}=0
$$

The solution of this equation is well known and has the form

$$
Q_{n}=A_{n} \cos n \phi+B_{n} \sin n \phi
$$

where $A_{n}$ and $B_{n}$ are arbitrary constants. It will be noted that when $-n$ is substituted for $+n$, the same differential equation for $Q$ results, so that $Q_{-n}$ can be put equal to $Q_{n}$. Then, if $\rho^{n} Q_{n}$ is a solution of (48), $r^{-n} Q_{-n}=Q_{n} / r^{n}$ is also a solution. By inspection it is seen that $V=\ln \rho$ is a solution of (48). Now if a function is a solution of Laplace's equation, each of its partial derivatives with respect to any of the rectangular co-ordinates $x, y$, or $z$, (but not in general with respect to cylindrical or spherical co-ordinates) is also a solution. That this is so, may be verified by differentiating Laplace's equation partially in rectangular co-ordinates. Differentiating the solution $V=\ln \rho$ with respect to $x$ yields $(\cos \phi) / \rho$ as another solution, while differentiation with respect to $y$ yields $(\sin \phi) / \rho$. Successive differentiation leads to the following set of possible solutions of (48):

$$
\ln \rho ; \quad \frac{\cos \phi}{\rho} ; \quad \frac{\sin \phi}{\rho} ; \quad \frac{\cos 2 \phi}{\rho^{2}} ; \quad \frac{\sin 2 \phi}{\rho^{2}} ; \quad \frac{\cos 3 \phi}{\rho^{3}} ; \quad \frac{\sin 3 \phi}{\rho^{3}} ; \ldots
$$

Replacing $\rho^{-n}$ by $\rho^{n}$ gives a second set, viz.:

$$
\rho \cos \phi ; \quad \rho \sin \phi ; \quad \rho^{2} \cos 2 \phi ; \quad \rho^{2} \sin 2 \phi ; \quad \rho^{3} \cos 3 \phi ; \quad \rho^{3} \sin 3 \phi
$$

These solutions of Laplace's equation (48) are known as circular harmonics or cylindrical harmonics. These harmonic functions
may be used to solve problems in which there is no variation of the field in the $z$ direction.

Example 11: Conducting Cylinder in on Llectric Field. A long conducting cylinder is placed in, and perpendicular to, a uniform electric field $E_{z}$ with the axis of the cylinder coincident with the $z$ axis (Fig. 2-19). Determine the feld distribution in the region about the cylinder.

Although the field in the neighborhood of the cylinder will be disturbed by its presence, the distant field will be unafficted and will be just $E_{x}$. Therefore, if the potential of the cylinder is taken as zero potential, the potential at a great distance $\rho$ will be $-E_{x} \rho \cos \phi$. Also the surface of


Fig. 2-19. Conducting cylinder in a uniform field.
the cylinder, $\rho=c$, is an equipotential surface, which has arbitrarily been set at zero potential. The problem can be solved by finding that combination of the given cylindrical harmonic solutions that will also satisfy these two boundary conditions. The answer in this case happens to be quite simple, for it is evident that the following combination of cylindrical harmonies, selected from those listed in the table, can be made to satisfy the boundary conditions:

$$
V=A \rho \cos \phi+\frac{B \cos \phi}{\rho}
$$

For $\rho$ very large $(\rho \rightarrow \infty)$

$$
V=A_{\rho} \cos \phi=-E_{x} \rho \cos \phi
$$

Therefore $\quad A=-E_{x}$
For $\rho=a$,

$$
V=A a \cos \phi+\frac{B \cos \phi}{a}=0
$$

Therefore

$$
B=-A a^{2}=a^{2} E_{x}
$$

Then

$$
V=\left(\frac{a^{2}}{\rho}-\rho\right) E_{x} \cos \phi
$$

The components of electric field intensity in the region outside the cylinder are given by

$$
\begin{align*}
& E_{\rho}=-\frac{\partial V}{\partial \rho}=\left(\frac{a^{2}}{\rho^{2}}+1\right) E_{x} \cos \phi \\
& E_{\phi}=-\frac{1}{\rho} \frac{\partial V}{\partial \phi}=\left(\frac{a^{2}}{\rho^{2}}-1\right) E_{x} \sin \phi \tag{2-49}
\end{align*}
$$

Spherical Harmonics. For problems that can be set up in spherical co-ordinates and for which there is no variation in the $\phi$ direction, Laplace's equation is

$$
\begin{equation*}
\nabla^{2} V=\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial V}{\partial \theta}\right)=0 \tag{2-50}
\end{equation*}
$$

Letting $u=\cos \theta$, so that $d u=-\sin \theta d \theta$, eq. (50) becomes

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)+\frac{\partial}{\partial u}\left[\left(1-u^{2}\right) \frac{\partial V}{\partial u}\right]=0 \tag{2-51}
\end{equation*}
$$

Again assuming that a solution may be found that has the form

$$
V=r^{n} P_{n}
$$

(where $P_{n}$ is a function of $u=\cos 0$ alone), substitution into (51) shows that $P_{n}$ must satisfy the following differential equation:

$$
\begin{equation*}
\frac{d}{d u}\left[\left(1-u^{2}\right) \frac{d P_{n}}{d u}\right]+n(n+1) P_{n}=0 \tag{2-52}
\end{equation*}
$$

Equation (52) is known as Legendre's equation. This is an important equation in field theory for it is encountered whenever solutions (involving variations with $r$ and 0 ) are sought to Laplace's equation or the wave equation in spherical co-ordinates. Solutions to eq. (52) may be found by assuming a power series solution, which is inserted back into the differential equation. Equating the coefficients of corresponding powers, relations among these coefficients are found. The result is the following set. of solutions for (52)
$P_{0}=1$
$P_{1}=u=\cos \theta$
$P_{2}=1 / 2\left(3 u^{2}-1\right)=1 / 2\left(3 \cos ^{2} \theta-1\right)=1 / 4(3 \cos 2 \theta+1)$
$P_{8}=1 / 2\left(5 u^{3}-3 u\right)=1 / 2\left(5 \cos ^{3} \theta-3 \cos \theta\right)$

$$
\begin{align*}
& \theta-3 \cos \theta)  \tag{2-53}\\
& =1 / 8(5 \cos 3 \theta+3 \cos \theta)
\end{align*}
$$

and so on.
The function $P_{n}$ is called a Legendre function of the order $n$. Substitution of $-(n+1)$ for $n$ in (52) results in the same equation, showing that $P_{-(n+1)}=P_{n}$.

Solutions to Laplace's equation (50) can now be found by trial, using these Legendre functions. Alternatively, the solutions may be found as in the cylindrical harmonic case by a process of partial differentiation. By trial it is found that

$$
V=\frac{1}{r}
$$

is a solution of (50). Then differentiating partially with respect to $z$ the following solutions are obtained:

$$
\left.\begin{array}{ll}
\frac{1}{r} & 1  \tag{2-54}\\
\frac{1}{r^{2}} \cos \theta & r \cos \theta \\
\frac{1}{r^{3}}\left(3 \cos ^{2} \theta-1\right) & r^{2}\left(3 \cos ^{2} \theta-1\right) \\
\frac{1}{r^{4}}\left(5 \cos ^{3} \theta-3 \cos \theta\right) & r^{3}\left(5 \cos ^{3} \theta-3 \cos \theta\right)
\end{array}\right\}
$$

The second set has been obtained from the first set by replacing $r^{-(n+1)}$ by $r^{n}$. The solutions to Laplace's equation in spherical co-ordinates are called spherical harmonics. The particular sets (54), obtained for no variation with $\phi$ are known more specifically as zonal harmonics because the potential is constant in each zone of latitude.

Zonal harmonics can be used to obtain solutions to problems in spherical co-ordinates for which there is no variation in the $\phi$ direction. A simple example would be that of a conducting sphere placed in a uniform field which is parallel to the $z$ axis. The solution to this problem follows in a manner similar to that of the conducting cylinder and is left as an exercise for the student.

It is important to realize that only certain very special problems yield to an exact solution such as was obtained in the two examples above. 'In general, an infinite number of harmonic solutions would be required to satisfy the boundary conditions. However, just as any periodic function (satisfying certain conditions) may be approximated by a finite number of terms of a Fourier series, so any problem having a geometry suitable for the application of these harmonic functions may be solved approximately by an appropriate combination of a finite number of them.

The methods of this last section are also applicable in the solution of certain electromagnetic problems. Examples of such problems will be encountered in chaps. 13 and 15.

## PROBLEMS

1. If a flat conducting surface could have placed on it a surface charge density $p_{s}=1$ coulomb per square meter, what would be the value of the electric intensity $E$ at its surface?
2. A point charge $q$ is located a distance $h$ above an infinite conducting plane. Using the method of images find the displacement density normal to the plane and hence show that the surface charge density on the plane is

$$
\rho_{s}=-\frac{q h}{2 \pi r^{3}}
$$

where $r$ is the distance from the charge $q$ to the point on the plane. Integrate this expression over the plane to show that the total charge on its surface is $-q$.
3. Show that the capacitance of an isolated sphere of radius $R$ is

$$
4 \pi \epsilon_{0} R \text { farads }
$$

4. Verify that the capacitance between two spheres, whose separation $d$ is very much larger than their radii $R$, is given approximately by

$$
C \approx \frac{4 \pi \epsilon_{0} R d}{2(d-R)} \approx 2 \pi \epsilon_{0} R
$$

Hence show that the capacitance of a sphere above an infinite ground plane is independent of the height $h$ above the plane when $h \gg R$.
5. In the problem of example 3, section 2.05 , derive the expression for $\mathbf{E}$ at any point in the $x-y$ plane directly, that is, by vector addition of the electric fields produced by the two charges.
6. Verify that the expression for the potential due to an electric dipole satisfies the Laplace equation.
7. Verify that the expression obtained for the potential due to two parallel oppositely charged wires, viz.,


Fig. 2-20

$$
V=\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{r_{b}}{r_{a}}=\frac{q^{\prime}}{2 \pi \epsilon} \ln \frac{\sqrt{\left(x-\frac{d}{2}\right)^{2}+y^{2}}}{\sqrt{\left(x+\frac{d}{2}\right)^{2}+y^{2}}}
$$

is a solution of the Laplace equation.
8. A very long cylindrical conductor of radius $a$ has a charge $q$ coulombs per meter distributed along its length. Find the electric intensity $E$ in air normal to the surface of the conductor (a) by applying Gauss's law; (b) by finding the potential $V$ and deriving the electric intensity from $E=-\operatorname{grad} V$.
9. (a) Verify that $V=\ln \cot \theta / 2$ is a solution of $\nabla^{2} V=0$. (b) Hence show that the capacitance per unit length between two infinitely long coaxial cones (Fig. 2-20), placed tip to tip with an infinitesimal gap between them, is

$$
C=\frac{\pi \epsilon}{\ln \cot \theta_{1} / 2} \approx \frac{\pi \epsilon}{\ln 2 / \theta_{1}}
$$

for small angles of $0_{1}$.
10. (a) Find the electric field distribution between the hinged plates (Fig. 2-21a) and the charge distribution on the plates in a region not too close to the edges (that is, neglect fringing). The plates are insulated at the hinge.


Fig. 2-21
(b) If the plates are 1 meter wide ard very long (Fig. 2-21b), estimate roughly the capacitance between them per meter length when $\theta=10$ degrees; when $\theta=180$ degrees. The insulating hinge extends from $r=0$ to $r=1 \mathrm{~cm}$.
11. The general definition for the voltage between two points in an electromagnetic field is

$$
V_{a b}=\int_{a}^{b} \mathrm{~L} \cdot d \mathrm{~s}
$$

By taking the point $b$ to infinity, show that in an electrostatic field due to a charge $q$ the voltage at. $a$ (with is sect to the voltage at infinity) is ths same as the potentizl at m as derined on page 34. That is, show that

$$
V_{a-\infty}=\frac{q}{4 \pi \epsilon R}-34
$$

where $R$ is the distance of $a$ from the charge $q$.
12. By the methods of sec. 2.13 derive a set of solutions to Laplace's equation (a) iz cylindrical co-ordinates, starting with

$$
V=k \phi
$$

(b) in spherical co-ordinates starting with

$$
V=k \ln \tan \frac{\theta}{2}
$$
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## CHAPTER 3

## THE STEADY MAGNETIC FIELD

Electric charges at rest produce an electric field-the electro static field. Electric charges in motion, that is, electric currents, produce a magnetic field. This is evidenced by the fact that in the region about a wire carrying a current, each end of a magnetic compass needle experiences a force dependent upon the magnitude of the current. There is said to be a magnetic field about the wire, and the direction of the magnetic field is taken to be that in which the north-seeking pole of the compass needle is urged. The intensity $H$ of the magnetic field was originally defined in a manner similar to that for the electric intensity $E$. A unit magnetic pole was first defined in terms of the force between two similar poles, and then the magnetic intensity was defined in terms of the force per unit pole. In electromagnetic wave theory, magnetic fields due to electric currents are of chief concern and the effects of permanent magnets are of little importance. Therefore the above approach will be discarded for one that leads more directly to a solution of the type of problems encountered in electromagnetic engineering.
3.01 Theories of the Magnetic Field. It is possible to develop a quantitative theory of the magnetic field from any of several different starting points. Rowland's experiments showed that moving charges produce magnetic effects. Therefore a theory based upon the magnetic forces between individual moving charges would be logical. In this theory permanent-magnet effects are ascribed to the motion of external electrons about the atomic nuclei. This theory is used in modern physics, and can be developed to answer most of the questions that arise in connection with magnetism. Some such fundamental approach is required whenever it is necessary to deal with individual charges, but in most engineering prob-
lems where only macroscopic effects are considered such a procedure involves an unnecessary complexity. The motion of a single electron in a wire is an erratic and highly unpredictable affair, subject to forces that vary greatly in the small length of interatomic distances. Yet, the intelligent sophomore experiences little difficulty in predicting with fair accuracy the statistical average motion of millions of electrons by a simple application of Ohm's law. For most engineering problems it will be the magnetic effect of currents rather than the motion of individual charges that will be of importance, and it would seem reasonable to use the forces between currents as a starting point. Ampere's experiments on the force between current-carrying conductors form a logical starting point for this development and lead to quite satisfactory engineering definitions, especially when the end result desired is in terms of mechanical forces. In electromagnetic wave theory, however, primary interest is in the relations between electric and magnetic fields, and a different starting point proves to be convenient. This starting point is Faraday's induction law, which relates the magnetic flux through a closed path to the voltage induced around the path. This relation, which defines magnetic flux in terms of a measurable electric voltage, is the starting point that will be used in the present discussion of magnetic fields.

Still another attack that is often used in electromagnetic theory is to postulate a vector potential due to the currents, and then obtain a magnetic field in terms of this potential. This vectorpotential method has the marked advantage that it can be readily extended to the general case where the currents vary with timethe electromagnetic field-and in this latter case it will also yield directly the electric field produced by changing currents. In general, use of the vector-potential method simplifies the mathematical analyses and facilitates the solution of electromagnetic problems. Therefore it will be developed and used. However, instead of starting with a postulated potential and deducing from it the electric and magnetic fields, the reverse procedure will be used. The electric and magnetic vectors will be defined in terms of relations derived from experiments, often performed under restricted conditions. These definitions will then be generalized for use in the electromagnetic field, and in the process a potential will be found such that the space and time derivatives of this potential will give
the magnetic and electric fields. The generalizations may be considered valid as long as conclusions derived from them agree with. subsequent experiment.

### 3.02 Magnetic Flux I. $^{\text {. }}$

In the experimental setup indicated in Fig. 3-1, a ballistic galvanometer is connected to a loop placed near a long straight wire, carrying a current $I$. Probing with a magnetic compass needle shows that there is a mag-


Fig. 3-1. Measurement of magnetic flux. netic field in the region about the wire. At the position of the loop shown, the direction of the field is out of the plane of the paper for an upward flow of the current $I$. If now the current $I$ is reduced to zero, the galvanometer is deflected, the amount of the deflection being independent of the rate at which the current is reduced to zero, so long as the time required is short compared with the period of the galvanometer. The current $I_{\theta}$ through the galvanometer flows as a result of a voltage $V$ "induced" in the loop and is given by

$$
I_{g}=\frac{V}{R}
$$

where $R$ is the total resistance in the galvanometer circuit ( $R$ is a very large resistance). The galvanometer deflection is a measure of the charge $Q$ or the time integral of the current through it, so that

$$
Q=\int_{0}^{t} I_{g} d t=\frac{1}{R} \int_{0}^{t} V d t
$$

is an experimentally determinable quantity. Magnetic flux $\Phi$ through the loop is then defined as the time integral of voltage induced in the loop throughout the interval during which the mag. netic field is being established; or having been established, as the time integral of voltage throughout the interval in which the field is being reduced to zero. (These quantities are equal but of oppo-
site sign.) That is

$$
\begin{equation*}
\Phi= \pm \int_{0}^{t} V d t \tag{3-1}
\end{equation*}
$$

where the time interval 0 to $t$ is that required to establish the field or reduce it to zero. Di'ferentiating rith respect to time gives

$$
\begin{equation*}
V=-\frac{\partial \Phi}{\partial t} \tag{3-2}
\end{equation*}
$$

which is Faraday's induction law. Consistent with a right-hand co-ordinate system, the negative sign has been used to indicate that when the flux is increacing in the positive direction (out of the paper through the loop in Fig. 3-1), the induced voltage occurs in a clockwise direction. It is evident from eq. (1) or (2) that the unit of magnetic flux is the volt-second; this unit has been named the weber.
3.03 Magnetic-flux Density B. The magnetic flux per unit area through a loop of small area is called the magnetic-flux density B at the location of the loop. Because the flux through the loop depends upon the orientation of the loop as well as upon its area, magnetic-flux density is a vector quantity. The direction of B is taken as the normal to the plane of the loop when oriented to enclose ma-imum flux. The positive sense of B is the direction of the magnetic field at the point in question. The unit of magneticflux censity is the weber per square meter or the volt-second per square meter. The magnetic flux through any surface is the surface integral of the normal componert of $B$, that is

$$
\bar{\Phi}=\int_{S} B_{n} d a=\int_{S} \mathrm{~B} \cdot d \mathbf{a}
$$

3.04 Magnetic Intonsity H and Magnetomotive Force $\mathfrak{F}$. Using a small probe loop and galvanometer as in Fig. 3-1, it is possible to determine B at all points in a region about a long current-carrying wire. Experiment shows that for a homogeneous medium, $B$ is related to the current $I$ through

$$
\begin{equation*}
B \propto \frac{\mu I}{r} \tag{3-3}
\end{equation*}
$$

where $r$ is the distance from the wire and $\mu$ is a constant that depends upon the medium. The constant $\mu$, called the permeability
of the medium, may be written as

$$
\mu=\mu_{r} \mu_{v}
$$

where $\mu_{v}$ is the absolute permeability of a vacuum, and $\mu_{\tau}$ is the relative permeability (relative to a vacuum). $\mu_{v}$ is the basic defined electrical unit, which has been assigned the value

$$
\mu_{v}=4 \pi \times 10^{-7} \quad \text { henry } / \mathrm{m}
$$

in the rationalized MKS system of units. Using this value of $\mu_{v}$, and probing the field about the wire in a vacuum for which $\mu_{r}=1$ (or in air for which $\mu_{\tau} \approx 1$ ), the proportionality factor in (3) is found to be $1 / 2 \pi$, so that the relation becomes
where

$$
\begin{array}{ll}
B=\frac{\mu I}{2 \pi r}=\mu H & \\
H=\frac{I}{2 \pi r} & \mathrm{amp} / \mathrm{m} \tag{3-5}
\end{array}
$$

The magnetic intensity $H$ is thus defined by this relation in terms of the current which produces it and the geometry of the system. Magnetic intensity is a vector quantity, having the same direction as the magnetic-flux density, so the equality expressed by (4) can be stated as the vector relation

$$
\begin{equation*}
\mathrm{B}=\mu \mathrm{H} \tag{3-4a}
\end{equation*}
$$

Under the conditions of the above (long-wire) experiment, $H$, the magnitude of the magnetic intensity is independent of the permeability of the medium, depending only on the current and distance from it, while $B$ is dependent on the permeability of the medium. In this sense $H$ may be pictured as a magnetic intensity that drives a "resultant" flux density through the medium (but this is not the only possible viewpoint). Although no longer defined in terms of unit poles, the relative value of $H$ at any point may be indicated by the force on one end of a magnetized compass needle.

The line integral

$$
\mathcal{F}=\int_{a}^{b} \mathrm{H} \cdot d \mathbf{s}
$$

is defined as the magnetomotive force between the points $a$ and $b$. For a circular path about the wire, with the wire at the center, $H$
has the constant value $I / 2 \pi r$ and is directed along the path, so that

$$
\begin{equation*}
\mathcal{F}=\oint \mathrm{H} \cdot d \mathrm{~s}=I \tag{3-6}
\end{equation*}
$$

It is easily demonstrated that this same result (6) will be obtained for any closed path about the current. Equation (6) is Ampere's work law. The positive directions (or senses) of magnetomotive force and current are related by the familiar "right-hand rule."

Ampere's work law makes it easy to compute $H$ in certain problems. For example, consider the toroidal coil of Fig. 3-2, consisting


Fig. 3-2. Toroidal coil.
of a large number of closely spaced turns on a tubular core. For any closed path $C$ taken around the core inside the winding, the magnetomotive force will be

$$
\mathcal{F}=n I
$$

where $n$ is the number of turns and, therefore, the number of times the path links with the current $I$. If $D$, the thickness of the core, is small compared with $R$, the radius of the ring, the radii of all circular paths through the core are approximately equal to $R$, so that at any point within the core

$$
\begin{equation*}
H \approx \frac{\mathcal{F}}{2 \pi R}=\frac{n I}{2 \pi R}=\frac{n I}{l} \quad \text { ampere turns } / \mathrm{m} \tag{3-7}
\end{equation*}
$$

with $l=2 \pi R$ denoting the length of the coil. The magnetic inten. sity is nearly uniform throughout the cross section of the core and is equal to the ampere turns per unit length.

Another example, in which H is simply related to the current that produces it, is the case of two very large closely spaced parallel planes carrying equal and oppositely directed currents (Fig. 3-3). The magnetic field is confined to the region between the planes and is found to be uniform (except near the edges) and independent of the distance apart of the planes as long as this distance is small


Fig. 3-3. Parallel-plane conductors.
compared with the other dimensions. In Fig. 3-3 the current is assumed to be flowing in the positive $x$ direction (outward) in the upper plate.

Then if $J_{x}$ represents the current per meter width flowing in this plate, Ampere's work law states that

$$
\oint_{\mathrm{ABCDA}} \mathrm{H} \cdot d \mathrm{~s}=H_{y}\left(y_{2}-y_{1}\right)=J_{x}\left(y_{2}-y_{1}\right)
$$

from which

$$
\begin{equation*}
H_{y}=J_{x} \quad \mathrm{amp} / \mathrm{m} \tag{3-8}
\end{equation*}
$$

The magnetic intensity is equal in magnitude to the linear current density (amperes per meter width) flowing in each of the planes. It is parallel to the planes, but perpendicular to the direction of current flow.
3.05 Permeability $\mu$. In each of the above examples the magnetic intensity $H$ has been related directly to the current that produces it. Using the toroidal coil example the magnetic flux $\Phi$ and therefore the magnetic flux density B within the core can be measured; the magnetomotive force $\oint \mathrm{H} \cdot d \mathrm{~s}$, and therefore $H$, is known in terms of the current; therefore $\mu$, and hence $\mu_{r}$, the relative permeability of the medium composing the core, can be determined from the relations

$$
\begin{equation*}
\mu=\frac{B}{H} ; \quad \mu=\mu_{r} \mu_{\eta} ; \quad \mu_{v}=4 \pi \times 10^{-7} \quad \text { henry } / \mathrm{m} \tag{3-9}
\end{equation*}
$$

For air and most materials the relative permeability is very nearly unity. For paramagnetic substances $\mu_{r}$ is very slightly greater than unity; thus for air it is 1.00000038 and for aluminum it is 1.000023 . For diamagnetic substances $\mu_{r}$ is slightly less than unity; for copper ( $1-8.8 \times 10^{-6}$ ); for water ( $1-9.0 \times 10^{-6}$ ). However, for that exceptional class of materials known as ferromagnetic materials (iron and certain alloys) the relative permeability may have a value of several hundred or even several thousand. In general, the permeability of these materials is not constant but depends upon the strength of the magnetic field and upon their past magnetic history. However for most applications of interest in electromagnetic wave theory, the range of flux densities involved is small enough that $\mu$ may be considered constant.
3.06 Energy Stored in a Magnetic Field. It is found experimentally that a certain amount of work is required to establish a current in a circuit. This work is done in establishing the current against the electromotive force induced in the circuit by the increasing magnetic flux, and the energy thus transferred to the circuit is said to be stored in the magnetic field. The amount of the energy so stored can be determined in terms of the extent and intensity of the magnetic field by considering the elementary example of current flow in a toroidal coil. In this case, when the turns are closely spaced, the magnetic field is confined to the core of the toroid, and the magnetic intensity is given by

$$
I I=\frac{n I}{l}
$$

where $n$ is the number of turns and $l$ is the mean length of path through the core of the coil. The back voltage induced in the coil is, by definition of magnetic flux $\Phi$,

$$
\begin{aligned}
V & =-n \frac{d \Phi}{d t} \\
& =-n A \frac{d B}{d t}
\end{aligned}
$$

where $B$ is the magnetic flux density, and $A$ is the cross-sectional area of the core. The work done in establishing the current $I$ in the coil is

$$
\begin{align*}
W & =-\int_{0}^{t_{1}} V I d t \\
& =\int_{0}^{t_{1}} l A H \frac{d B}{d l} d t \\
& =\int_{0}^{H_{1}} \mu l \Lambda H d H \\
& =l A\left[\frac{\mu H_{1}^{2}}{2}\right] \tag{3-10}
\end{align*}
$$

This is the total energy stored in the field, and since $l A$ is the volume of the region in which the magnetic field exists, it is inferred that the quantity

$$
\frac{\mu H_{1}{ }^{2}}{2}
$$

represents the energy density of the magnetic field. Whether or not it is considered desirable to ascribe a certain energy density to each small volume of space and so "locate" the energy, it is nevertheless true in general that the quantity $\mu H^{2} / 2$, when integrated over the whole volume (in which $H$ has value), does give the correct value for the total stored magnetic energy of the system.
3.07 Ampere's Law for a Current Element. When a current $I$ flows in a closed circuit the magnetic intensity H at any point is a result of this flow in the complete circuit. For computational purposes it is convenient to consider the total magnetic intensity at any point as the sum of contributions from elemental lengths $d s$ of the circuit, each carrying the current $I$. The quantity $I d s$ is called a current element. It is a vector quantity having the direction of the current, or what amounts to the same thing, the direc-
tion of the element $d s$ in which the current flows. This may be indicated by writing I $d s$ or alternatively $I d \mathrm{~s}$. The two notations are used interchangeably and to suit convenience in the particular problem.

The magnitude of the contribution to $H$ from each current element $I d s$ cannot be measured directly, but is inferred from experimental results to be

$$
\begin{equation*}
d H=\frac{I d s \sin \psi}{4 \pi r^{2}} \tag{3-11}
\end{equation*}
$$

$r$ is the distance measured outward from the current element $I d s$ to the point $p$ at which $H$ is being evaluated (Fig. 3-4). $\psi$ is the angle between the direction of $I d \mathrm{~s}$ and the direction of $r$. The direction of H is perpendicular to the plane containing $I d \mathrm{~s}$ and r , in the direction in which a right-hand screw would progress in turning from $I d \mathrm{~s}$ to r. This complete statement can be written in vector notation simply as

$$
\begin{equation*}
d \mathrm{H}=\frac{I d \mathrm{~s} \times \mathrm{u}_{r}}{4 \pi r^{2}} \tag{3-12}
\end{equation*}
$$



Fig. 3-4
where $\mathfrak{u}_{r}$ is a unit vector in the r direction. Equation (12) is known as Ampere's law for a current element (or sometimes as the Biot-Savart law).

The total magnetic intensity H at a point $p$ will be the sum or integration of the contributions from all the current elements of the circuit and will be

$$
\begin{equation*}
\mathrm{H}=\oint \frac{I d \mathrm{~s} \times \mathrm{u}_{\mathrm{r}}}{4 \pi r^{2}} \tag{3-13}
\end{equation*}
$$

Magnetic Fields of Some Simple Circuits. The magnetic intensity $H$ at any point due to current flow in a circuit can be obtained by summing the contributions from the current elements that make up the circuit. This is not always a simple task but there are a few problems in which conditions of symmetry make it relatively easy to obtain an answer.

Example 1: Field at the Center of a Circular Loop. The contribution to H at the center due to any element $I d s$ will be directed vertically upward and will have a magnitude
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$$
d H=\frac{I d s}{4 \pi R^{2}}=\frac{I R d \phi}{4 \pi R^{2}}=\frac{I d \phi}{4 \pi R}
$$

The total intensity at the center will be

$$
H=\int_{0}^{2 \pi} \frac{I d \phi}{4 \pi R}=\frac{I}{2 R}
$$

Field about a Long Straight Wire. The magnetic intensity at a distance $R$ from a very long (infinitely long for the purposes of this problem) straight wire carrying a current $I$ can also be obtained by summing the contributions from the individual current elements. This is left as a problem for the student.
3.08 Magnetic Vector Potential. In the electric field it was found desirable to introduce the concept of potential. In that case the electric potential was a space function that depended upon the magnitude and location of the charges, the charges being the sources of the electric field. The intensity of the electric field was obtained from the potential $V$ by taking the gradient or space derivative of $V$. This procedure was often found to be much simpler than that of trying to obtain $\mathbf{E}$ directly in terms of the magnitude and location of the charges.

Similarly in the case of the magnetic field it would be desirable to be able to set up a magnetic potential, the space derivative of which would give the magnetic intensity H . Corresponding to the individual charges in the electric field case, the sources of the magnetic field would be the current elements $I d s$ of the circuits that produce the field. The magnetic potential being sought would therefore depend upon these current elements. Assuming that a suitable magnetic potential can be found, the properties that such a potential must possess are easily determined by simple reasoning.

Because the magnetic intensity $H$ that is to be derived from the potential is proportional to the strength of the current element $I d s$, the potential itself must be proportional to $I d s$. Because the magnetic intensity $H$ due to a current element varies inversely as
the square of the distance $r$ from the element ( $\Lambda$ mpere's law), the magnetic potential due to the current elements must vary inversely as the first power of the distance because $H$ is to be obtained by taking the space derivative of the potential. This is equivalent to dividing by $r$ as far as dimensions are concerned. The electrostatic potential due to charges was a scalar quantity. This was adequate in that case, because the charges themselves were scalars having magnitudes only. In the present case, the current elements have directions as well as magnitudes, and it is necessary that this additional information on the direction of the source be contained in the potential due to the source. Therefore the potential in this case must be a vector quantity, the direction of which will somehow be related to the direction of the current-element source. If this vector magnetic potential is designated by the vector $\mathbf{A}$, then it should be possible to obtain H as the space derivative of A . There are two possible space-derivātive operations on a vector quantity, namely the divergence and the curl. The divergence operation yields a scalar quantity, whereas the curl operation yields a vector quantity. Inasmuch as the resulting magnetic intensity H is a vector quantity, the curl is the only space-derivative operation which can be used. Therefore, if there is a suitable vector magnetic potential $\mathbf{A}$, the magnetic intensity will be derived from it by

$$
\begin{equation*}
\mathbf{H}=\operatorname{curl} \mathbf{A} \tag{3-14}
\end{equation*}
$$

As indicated above, the relation between the magnetic vector potential and the current element source must be of the form

$$
\begin{equation*}
d \mathbf{A}=k\left(\frac{I d \mathbf{s}}{r}\right) \tag{3-15}
\end{equation*}
$$

where the constant $k$ is still to be determined. With one eye on eq. (12) a reasonable guess for the expression for the vector potential of a current element $I d s$ would appear to be

$$
\begin{equation*}
d \mathrm{~A}=\frac{I d \mathrm{~s}}{4 \pi r} \tag{3-16}
\end{equation*}
$$

3.09 Vector Magnetic Potential of a Current Element. The expression (16) for the magnetic vector potential of a current element was obtained by a combination of logical reasoning and straight guesswork. It remains to be shown that (16) is indeed
the required expression. This can be done by inserting (16) in (14) and showing that the result is equivalent to eq. (12). However it is instructive to obtain the expression for $d \mathbf{A}$ directly from a restatement of Ampere's law for the current element.

Consider a current element $I d s$ located at the origin of the co-ordinate system and having components $I d x, I d y$, and $I d z$,
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along the respective axes (Fig. 3-6). The magnetic intensity at a point $P$ as given by Ampere's law for the current element is

$$
\begin{equation*}
d \mathbf{H}=\frac{I d \mathrm{~s} \times \mathrm{u}_{r}}{4 \pi r^{2}} \tag{3-12}
\end{equation*}
$$

As indicated by the cross product, H is perpendicular to the plane containing $d \mathrm{~s}$ and $\mathfrak{u}_{r}$. The magnitude of $d \mathrm{H}$ is given by

$$
\begin{equation*}
d H=\frac{I d s \sin \psi}{4 \pi r^{2}} \tag{3-17}
\end{equation*}
$$

where $\psi$ is the angle between $d s$ and $r$.
The magnetic intensity at $P$ can be considered in terms of its components $d H_{x}, d H_{y}$ and $d H_{z}$. The magnetic intensity in the $x$ direction is due, in part, to a contribution from $I d z$ and in part to a contribution from $I d y$. The component $I d x$ contributes nothing to the $x$ component of the magnetic intensity since a magnetic field is always perpendicular to the current producing it.

The contribution to $d H_{x}$ due to $I d z$ is, by (17),

$$
\begin{aligned}
-\frac{I d z}{4 \pi r^{2}} \sin \theta \sin \phi & =-\frac{I d z}{4 \pi r^{2}} \cdot \frac{\sqrt{x^{2}+y^{2}}}{r} \cdot \frac{y}{\sqrt{x^{2}+y^{2}}} \\
& =-\frac{I d z}{4 \pi} \cdot \frac{y}{r^{3}}
\end{aligned}
$$

Similarly the contribution to $d H_{x}$ at $P$ due to $I d y$ is

$$
\frac{I d y}{4 \pi} \cdot \frac{z}{r^{3}}
$$

The total $d H_{x}$ at $P$ due to the current element $I d s$ is therefore

$$
\begin{equation*}
4 \pi d H_{x}=-I d z \cdot \frac{y}{r^{3}}+I d y \cdot \frac{z}{r^{3}} \tag{3-18}
\end{equation*}
$$

Now the first of these terms is the partial derivative with respect to $y$ of $I d z / r$ for

$$
\begin{aligned}
\frac{\partial}{\partial y}\left(\frac{I d z}{r}\right) & =I d z \frac{\partial}{\partial y} \frac{1}{\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}}=-I d z \frac{y}{\left(x^{2}+y^{2}+z^{2}\right)^{2 / 2}} \\
& =-I d z \cdot \frac{y}{r^{3}}
\end{aligned}
$$

Also the second term is the negative of the partial of $I d y / r$ with respect to $z$. Therefore (18) may be written

$$
\begin{equation*}
4 \pi d H_{x}=\frac{\partial}{\partial y}\left(\frac{I d z}{r}\right)-\frac{\partial}{\partial z}\left(\frac{I d y}{r}\right) \tag{3-19}
\end{equation*}
$$

In a similar manner the $y$ and $z$ components of $d \mathrm{H}$ can be written in terms of the appropriate derivatives of $I d \mathrm{~s} / r$. The complete statement would be

$$
\begin{align*}
& 4 \pi d H_{x}=\frac{\partial}{\partial y}\left(\frac{I d z}{r}\right)-\frac{\partial}{\partial z}\left(\frac{I d y}{r}\right) \\
& 4 \pi d H_{y}=\frac{\partial}{\partial z}\left(\frac{I d x}{r}\right)-\frac{\partial}{\partial x}\left(\frac{I d z}{r}\right)  \tag{3-20}\\
& 4 \pi d H_{z}=\frac{\partial}{\partial x}\left(\frac{I d y}{r}\right)-\frac{\partial}{\partial y}\left(\frac{I d x}{r}\right)
\end{align*}
$$

The right-land sides of these equations are the three components of curl $I d \mathrm{~s} / r$. Therefore eqs. (20) may be written

$$
\begin{equation*}
d \mathrm{H}=\operatorname{curl} \frac{I d \mathrm{~s}}{4 \pi r} \tag{3-21}
\end{equation*}
$$

It is evident that for the current element $I d s$, the vector magnetic potential is

$$
d \mathrm{~A}=\frac{I d \mathbf{s}}{4 \pi r}
$$

It is proportional to the current $I$ and to the length of the element $d s$, and is inversely proportional to the distance $r$ from the current element. It has the same direction as the current producing it.

The vector magnetic potential (usually called just vector potential) due to current flow in a complete circuit is obtained as a summation or integration of vector potentials caused by all the current elements that comprise the circuit. That is

$$
\begin{equation*}
\mathrm{A}=\int \frac{I d \mathbf{s}}{4 \pi r} \tag{3-22}
\end{equation*}
$$

where the integration extends over the complete circuit in which $I$ flows. As mentioned previously, the direction of a current element can be indicated by making either $d s$ or $I$ the vector quantity. In the latter case the expression for $\mathbf{A}$ would be

$$
\mathbf{A}=\int \frac{\mathrm{I} d s}{4 \pi r}
$$

This expression can be written in a more general form by replacing the current $I$ by a current density $i$ and then integrating over the volume in which this current density exists. Then the expression for the vector potential $\mathbf{A}$ is

$$
\Lambda=\int_{V} \frac{i d V}{4 \pi r}
$$

This reduces to the previous expression when the current flows in a filamentary circuit.

Example 2: Magnetic Field about a Long Straight Wire. Using the vector potential, let it be required to find the magnetic intensity about a long straight wire carrying a current $l$.

The general expression for vector potential is

$$
\mathrm{A}=\int_{V} \frac{i d V}{4 \pi r}
$$

For this problem the current density $i$, integrated over the cross section of the wire, gives the total current $I$. Also the current is entirely in the $z$ direction (Fig. 3-7) so that $A$ has only one component, $A_{s}$.
Then

$$
A_{z}=\frac{1}{4 \pi} \int_{-L}^{+L} \frac{I d z}{r}
$$

If the point $P$ is taken in the $y-z$ plane, $r=\sqrt{z^{2}+y^{2}}$ and

$$
\begin{aligned}
A_{z} & =\frac{1}{2 \pi} \int_{0}^{L} \frac{I}{\sqrt{y^{2}+z^{2}}} d z \\
& =\frac{I}{2 \pi}\left[\ln \left(z+\sqrt{y^{2}+z^{2}}\right)\right]_{0}^{L} \\
& =\frac{I}{2 \pi}\left[\ln \left(L+\sqrt{y^{2}+L^{2}}\right)-\ln y\right]
\end{aligned}
$$

For $L \gg y$, the vector potential is given approximately by

$$
A_{z} \approx \frac{I}{2 \pi}(\ln 2 L-\ln y)
$$

Then for a point in the $y-z$ plane

$$
H_{x}=\operatorname{curl}_{x} A_{z}=\frac{\partial A_{z}}{\partial y}=-\frac{I}{2 \pi y}
$$

The lines of magnetic intensity will be circles about the wire, that


Fig. 3-7. Vector potential about a long straight wire. is in the $\phi$ direction. For any arbitrary point $P$, not necessarily in the $y-z$ plane,

$$
H_{\phi}=\frac{I}{2 \pi R}
$$

where $R=\sqrt{x^{2}+y^{2}}$ is the distance of the point $P$ from the wire.
Example 3: Magnetic Fields Due to Long Parallel Wires. Let it be required to derive the expressions for the magnetic field about two long straight parallel wires, carrying equal and oppositely directed currents. Start with $A_{z} \approx(I / 2 \pi)(\ln 2 L-\ln R)$ for a single wire.


Fig. 3-8. Long parallel wires.

The total vector potential at the point $P$ (Fig. 3-8) will be
where

$$
A_{z}=A_{z_{1}}+A_{z_{2}}
$$

$$
A_{z_{1}}=\frac{I}{2 \pi}\left(\ln 2 L-\ln r_{1}\right)
$$

and

$$
A_{u_{2}}=-\frac{I}{2 \pi}\left(\ln 2 L-\ln r_{2}\right)
$$

Therefore

$$
A_{s}=\frac{I}{2 \pi}\left(\ln r_{2}-\ln r_{1}\right)
$$

From the figure

$$
r_{1}=\sqrt{\left(y-\frac{d}{2}\right)^{2}+x^{2}}
$$

and

$$
r_{2}=\sqrt{\left(y+\frac{d}{2}\right)^{2}+x^{2}}
$$

so that

$$
\begin{gathered}
\frac{\partial r_{1}}{\partial y}=\frac{y-(d / 2)}{r_{1}} \quad \text { and } \quad \frac{\partial r_{2}}{\partial y}=\frac{y+(d / 2)}{r_{2}} \\
\frac{\partial r_{1}}{\partial x}=\frac{x}{r_{1}} \quad \frac{\partial r_{2}}{\partial x}=\frac{x}{r_{2}}
\end{gathered}
$$

Then the $x$ component of $H$ will be obtained from

$$
\begin{aligned}
H_{z} & =\operatorname{curl}_{x} A_{i}=\frac{\partial A_{z}}{\partial y} \\
& =\frac{I}{2 \pi}\left[\frac{y+(d / 2)}{r_{2}^{2}}-\frac{y-(d / 2)}{r_{1}^{2}}\right]
\end{aligned}
$$

The $y$ component of H is

$$
\begin{aligned}
H_{y} & =\operatorname{curl}_{y} A_{z}=-\frac{\partial A_{\star}}{\partial x} \\
& =-\frac{I}{2 \pi}\left(\frac{x}{r_{2}^{2}}-\frac{x}{r_{1}^{2}}\right)
\end{aligned}
$$

Example 4: The Magnetic Dipole. A small circular loop caries a current 1. Let it be required to find the magnetic field at distances from the loop that are large compared with the dimensions of the loop. Without loss of generality the point $p$ may be assumed to lie in the $y-z$ plane (Fig. 3-9). The vector potential at the point $p$ will have a component in the


Fig. 3-9. Small circular loop.
$\phi$ direction only and for $p$ in the $y-z$ plane this means that $A=A_{\phi}=-A_{x}$ The contribution to $A_{x}$ from a current element $I d s$ will be

$$
d A_{z}=-\frac{I d s \sin \phi}{4 \pi r}
$$

The total vector potential at $p$ will be

$$
A_{z}=-\oint \frac{I \sin \phi d s}{4 \pi r}=-\frac{I a}{4 \pi} \int_{\phi=0}^{\phi=2 \pi} \frac{\sin \phi d \phi}{r}
$$

Now

$$
\begin{aligned}
\mathbf{r} & =\mathbf{R}-\mathbf{a} \\
r^{2} & =\mathbf{r} \cdot \mathbf{r}=(\mathbf{R}-a) \cdot(\mathbf{R}-a)=R^{2}-2 \mathbf{R} \cdot \mathbf{a}+a^{2}
\end{aligned}
$$

The quantity $\mathbf{R} \cdot \mathbf{a}$ is $R$ times the projection of a on $\mathbf{R}$ and has a value

$$
\mathbf{R} \cdot \mathbf{a}=R a \sin \phi \sin \theta
$$

Then

$$
\begin{aligned}
\frac{1}{r} & =\frac{1}{\sqrt{R^{2}-2 R a \sin \phi \sin \theta+a^{2}}} \\
& =R^{-1}\left(1-\frac{2 a}{R} \sin \phi \sin \theta+\frac{a^{2}}{R^{2}}\right)^{-3 / 2}
\end{aligned}
$$

For $R \gg a$, this is given approximately by the first two terms of the binomial expansion, that is

Then

$$
\begin{aligned}
& \frac{1}{r} \approx R^{-1}\left[1-\frac{1}{2}\left(-\frac{2 a}{R} \sin \phi \sin \theta+\frac{a^{2}}{R^{2}}\right)\right] \\
A_{x} & =-\frac{I a}{4 \pi} \int_{0}^{2 \pi} \frac{\sin \phi}{R}\left(1+\frac{a}{R} \sin \phi \sin \theta-\frac{a^{2}}{2 R^{2}}\right) d \phi \\
& =-\frac{I a^{2} \sin \theta}{4 \pi R^{2}} \int_{0}^{2 \pi} \sin ^{2} \phi d \phi \\
& =-\frac{I\left(\pi a^{2}\right) \sin \theta}{4 \pi \bar{R}^{2}}
\end{aligned}
$$

For an arbitrary location of the point $P$, not necessarily in the $y-z$ plane, we may write

$$
A_{\phi}=\frac{I\left(\pi a^{2}\right) \sin \theta}{4 \pi R^{2}}
$$

There will be two components of H at the point $p$. Expanding $\mathrm{H}=\operatorname{curl} \mathrm{A}$ in spherical co-ordinates gives

$$
\begin{aligned}
& H_{\theta}=-\frac{1}{r} \frac{\partial}{\partial r}\left(r A_{\phi}\right)=\frac{I\left(\pi a^{2}\right) \sin \theta}{4 \pi R^{3}} \\
& H_{r}=\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta A_{\phi}\right)=\frac{I\left(\pi a^{2}\right) \cos \theta}{2 \pi R^{3}}
\end{aligned}
$$

If these expressions are compared with those for the electric dipole (page 39) it will be seen that they are identical when the electric moment $q l$ of the electric dipole is replaced by $\pi a^{2} I$ for the loop. $\pi a^{2}$ is the area of the loop, and the product of this area and the current $I$ is known as the magnetic moment of the loop. A small loop such as this is often referred to as a magnetic dipole.

It will have been observed in the examples above and in the problems at the end of the chapter, that usually little time or labor is saved by using the vector-potential method. Indeed for simple problems the solution can often be obtained more quickly by solving directly for $H$. This is a common experience encountered in
using a new and powerful tool. The simple problem often yields more readily to simple tools. However when the problems become more complex, as they do when time-varying fields are considered, the real power and true worth of the vector-potential method will become apparent.
3.10 Analogies between Electric and Magnetic Fields. It is natural to draw analogies between the electric and magnetic fields. Such analogies are useful in helping to maintain orderly thought processes and often make it possible to arrive at conclusions quickly by comparison with results already obtained in a different but analogous problem. There are several possible analogies that can be drawn between electric and magnetic fields, but two of these are particularly applicable to later work in the (time-varying) electromagnetic field. The first analogy considers D and H as analogous quantities and $\mathbf{E}$ and $\mathbf{B}$ as analogous quantities. This is based on consideration of the fact that displacement density D is related directly to its source, the charge, and is independent of the characteristics of the (homogeneous) medium in which the charge is immersed. Similarly the magnetic vector H can be related directly to its source, the current, and is independent of the (homogeneous) medium in which the magnetic field exists. The vectors E and B are also related to their respective sources, charge and current, but show a dependence on the characteristics of the medium, that is on the dielectric constant, and magnetic permeability respectively. This analogy is correct in the sense that it is self-consistent and can be made to give useful interpretations. The second analogy, which is equally valid, considers E and H as analogous and D and B as analogous. It is no more "correct" than the first analogy, but has the advantage in electromagnetic field theory that it gives a symmetry to Maxwell's equations that otherwise would be lacking. Inasmuch as these equations form the starting point for every problem of the electromagnetic field, this is a very useful result. Two simple experiments serve to point up this analogy. In Fig. 3-10a voltage $V$ produces an electric field $E$ in the space between the condenser plates. $E$ is equal to $V / d$ and is independent of the dielectric constant $\epsilon$ of the dielectric. However the displacement density depends upon $\epsilon$ (for a constant applied voltage and therefore constant $E$ ) and is given by $D=\epsilon E$. In Fig. 3-10b the current $I$ results in a magnetomotive force $n I$ around the closed path $l$.

The magnetic intensity $H$ within the core is equal to $n I / l$. The magnetic flux density $B$ depends upon the permeability $\mu$ (for a constant applied mmf) and is given by $B=\mu H$. In this analogy $E$ and $H$ are sometimes pictured as electric and magnetic intensities or forces that result in electric and magnetic flux densities, $D$ and $B$ respectively.

In the above experiments, if the charge $Q$ (instead of the voltage) is held constant in Fig. 3-10a, and the current is held constant as


Fra. 3-10. Circuits illustrating analogies between electric and magnetic fields.
before in Fig. 3-10b, then the first analogy results. That is, $D$ and $H$ are the analogous quantities that remain unchanged for different dielectric and core materials.

## STEADY MAGNETIC-FIELD PROBLEMS

1. Starting with Ampere's law for a current element, show that the magnetic intensity at a distance $R$ from a very long straight wire carrying a current $I$ amperes is given by

$$
H=\frac{I}{2 \pi R_{10 y}} \text { M) } 86
$$

2. Verify that within a conductor carrying a current $I$ the magnetic intensity at a distance $r$ from the center of the wire is given by

$$
H=\frac{I r}{2 \pi R^{2}}
$$


where $R$ is the radius of the wire. The current density is constant across the cross section of the conductor.
3. Verify that expressions (3-14) and (3-16) combine to give the same result for magnetic intensity as is given by (3-12); that is, verify that the curl of the expression for vector potential due to a current element does indeed yield the magnetic intensity as given by Ampere's law. (Suggestion: Solve for the special case of a point in the $y-z$ plane, and then generalize).
4. A very long thin sheet of copper having a width $b$ meters carries a difect current $I$ in the direction of its length. Show that if the sheet is assumed to lie in the $x-z$ plane with the $z$ axis along its center line, the magnetic field about the strip will be given by

$$
\begin{gathered}
H_{x}=-\frac{I}{2 \pi b}\left(\tan ^{-1} \frac{\frac{b}{2}+x}{y}+\tan ^{-1} \frac{\frac{b}{2}-x}{y}\right) \\
H_{y}=\frac{I}{4 \pi b} \ln \left[\frac{\left(\frac{b}{2}+x\right)^{2}+y^{2}}{\left(\frac{b}{2}-x\right)^{2}+y^{2}}\right]
\end{gathered}
$$

(Note: Solve by first setting up the vector-potential due to long narrow strips.)
5. By setting up the statement of Ampere's work law for elemental areas in cylindrical co-ordinates derive the expansion for curl $\mathbf{H}$ in these co-ordinates.
6. Show that the answers to Problem 4 agree with the answers to Problem 1 for (a) a point on the $y$ axis when $y \gg b$; (b) a point on the $x$ axis when $x \gg b$.
7. The familiar statement of Ohm's law is $I=V / R$, where the direction of current flow is in the direction of the voltage drop. Show that for an elemental volume this law may be written as the vector point relation $i=\sigma \mathrm{E}$. (Recall that the resistance $R$ of a conductor of length $l$ and crosssectional area $A$ is given by $R=l / \sigma A$ where $\sigma$ is the conductivity of the material.)
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## CHAPTER 4

## MAXWELL'S EQUATIONS

Up to the present the fields considered have been the static electric field due to charges at rest and the static magnetic field due to steady or unchanging currents. The next step is to determine what modifications will be required when the charge densities and currents are changing with time. Before doing so it is desirable to restate Ampere's work law in the vector form as a point relation.


Fig. 4-1
4.01 Ampere's Work Law in the Differential Vector Form. Ampere's work law states that the magnetomotive force around a closed path is equal to the current enclosed by the path. That is

$$
\begin{equation*}
\oint \mathrm{H} \cdot d \mathrm{~s}=I \quad \text { amp } \tag{4-1}
\end{equation*}
$$

This law may be put into an alternative form as follows: Consider a conducting region in which there is a current density $i$. Let $A B C D$
be an element of area parallel to the $x-y$ plane, and let the co-ordinates of the point $A$ be $(x, y, z)$. The magnetomotive force around the closed path $A B C D A$ can be obtained by summing the magnetomotive forces along the four sides of the rectangle. If the average value of $H_{x}$ over the path $A B$ is represented by $\tilde{H}_{x}$ and the average value of $H_{y}$ over the path $A D$ is represented by $\tilde{H}_{y}$, then the following relations will hold:

$$
\begin{aligned}
\operatorname{mmf} \text { from } A \text { to } B & =\tilde{H}_{x} \Delta x \\
\operatorname{mmf} \text { from } B \text { to } C & =\left(\tilde{H}_{y}+\frac{\partial \tilde{H}_{y}}{\partial x} \Delta x\right) \Delta y \\
\operatorname{mmf} \text { from } C \text { to } D & =-\left(\tilde{H}_{x}+\frac{\partial \tilde{H}_{x}}{\partial y} \Delta y\right) \Delta x \\
\operatorname{mmf} \text { from } D \text { to } A & =-\tilde{H}_{y} \Delta y
\end{aligned}
$$

Adding on both sides,

$$
\text { mmf around closed path }=\left(\frac{\partial \widetilde{H}_{y}}{\partial x}-\frac{\partial \widetilde{H}_{x}}{\partial y}\right) \Delta x \Delta y
$$

The current flowing through this rectangle is

$$
d I=i_{z} \Delta x \Delta y
$$

Therefore by Ampere's law,

$$
\left(\frac{\partial \widetilde{H}_{y}}{\partial x}-\frac{\partial \widetilde{H}_{x}}{\partial y}\right) \Delta x \Delta y=i_{z} \Delta x \Delta y
$$

As $\Delta x$ and $\Delta y$ are allowed to approach zero, $\tilde{H}_{x}$ becomes $H_{x}$, and $\tilde{H}_{y}$ becomes $H_{y}$, so that in the limit

$$
\begin{equation*}
\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}=i_{z} \tag{4-2a}
\end{equation*}
$$

Next if the element of area is taken parallel to the $y-z$ plane, and then parallel to the $z-x$ plane, the following relations are obtained:

$$
\begin{align*}
& \frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=i_{x}  \tag{4-2b}\\
& \frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}=i_{y} \tag{4-2c}
\end{align*}
$$

The three scalar eqs. (2a), (2b), and (2c) can be combined into the single vector equation

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}=i \tag{4-2}
\end{equation*}
$$

This is an alternative statement (in the differential vector form) of Ampere's law. Equations (1) and (2) are stated correctly for a right-hand set of co-ordinate axes, and it is seen that the righthand rule for determining the direction of $H$ is included in both of these statements. The differential forms (2) of the equation require a homogeneous medium because the space derivative has no meaning at a discontinuity of the medium. When the path under consideration crosses a discontinuity the integral form (1) is suitable.

Interpretation of Curl H. Equation (2) relates the curl of the magnetic intensity to the current density that exists at any point in a region. A study of this relation is helpful in obtaining a physical picture of the curl of a vector. The picture can be made clearer if eq. (2) is integrated over an area to give

$$
\begin{equation*}
\int_{S} \operatorname{curl} \mathbf{H} \cdot d \mathrm{a}=\int_{S} i \cdot d \mathrm{a} \tag{4-3}
\end{equation*}
$$

The right-hand side of (3), being the current density integrated over a surface $S$, is just the total current $I$ flowing through the surface. Recalling the original form of the statement of Ampere's law in eq. (1) shows that the following relation must be true:

$$
\begin{equation*}
\int_{S} \operatorname{curl} \mathrm{H} \cdot d \mathrm{a}=\oint \mathrm{II} \cdot d \mathrm{~s} \tag{4-4}
\end{equation*}
$$

This relates the integral of curl H over a surface to the line integral of H , or magnetomotive force, around the closed path bounding the surface. If the surface is reduced to an element of area da, the left-hand side becomes curl H.da. Dividing through by $d a$, the result is $\mid$ curl $\mathrm{H} \mid=(\oint \mathrm{H} \cdot d \mathrm{~s}) / d a$, which may be interpreted as: "curl $\mathbf{H}$ equals the magnetomotive force per unit area." The direction of curl H is that direction of the area $d \boldsymbol{a}$ that results in a maximum magnetomotive force around its edge.

Stoke's theorem. The rclation (4) obtaincd above for a magnetic field H is in fact a perfectly general relation true for any vector. That is, for any vector A,

$$
\int_{S} \operatorname{curl} \Lambda \cdot d a=\oint \Lambda \cdot d s
$$

This equation is known as Stokes' theorem. It provides a very useful relation between an integration over a surface and an integra-
tion around the closed path bounding the surface. As was seen above it also provides a definition in the integral form for the curl of a vector.
4.02 Error in Simple Statemert of Ampere's Law for TimeVarying Fields. It was proved in chap. 1 that for any vector $\Lambda$

$$
\operatorname{div} \operatorname{curl} \Lambda=0
$$

Applying this to eq. (2) above necessitates that

$$
\begin{equation*}
\operatorname{div} i=0 \tag{4-5}
\end{equation*}
$$

Equation (5) states that there is no net outward flow of current from an elemental volume; that is, the current has no sources or sinks in the sense that it does not start or stop anywhere in a circuit. In other words, there must be a continuous flow of current throughout the entire circuit.
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This is true in the steady or direct-current case, and indeed, this is just a statement of Kirchoff's law for currents. However, eq. (5) is not necessarily true if the circuit contains condensers and the current is varying with time. Observe, for example the simple situation of Fig. 4-2.

In this case a voltage $V$, which is changing with time, will cause charges to flow onto the plates of the condenser. However, no charge will move across the recion between the two plates. Hence current must start and stop on thee condenser plates and $\mathbf{i}$ must have a divergence there. It will be necessary to modify eq. (5) to take care of this.

Equation of Continuity. Consider the diagram of Fig. 4-3, where an element of volume may have a different movement of charge through one face as compared with another. Let $\rho$ be the charge density as a function of the co-ordinates.
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The current density is $\rho \nabla$, where $\nabla$ is the velocity with which charges are moving.

Then in the elemental cube
$\begin{aligned} & \text { The current flowing } \\ & \text { in the left face }\end{aligned}=\rho v_{x} d y d z$
That flowing out $=\left(\rho v_{x}+\frac{\partial\left(\rho v_{x}\right)}{\partial x} d x\right) d y d z$
The increase in charge within the volume per unit time due to movement in the $x$ direction is therefore $-\frac{\partial\left(\rho v_{x}\right)}{\partial x} d x d y d z$.

The total increase due to movement in and out of all faces of the cube will be

$$
\begin{aligned}
& \text { Total increase } \\
& \text { in charge per } \\
& \text { unit time }
\end{aligned}=\left[-\frac{\partial\left(\rho v_{x}\right)}{\partial x}-\frac{\partial\left(\rho v_{y}\right)}{\partial y}-\frac{\partial\left(\rho v_{z}\right)}{\partial z}\right] d x d y d z
$$

Increase in
$\begin{aligned} & \text { Incraase in } \\ & \text { charge per unit } \\ & \text { time per unit } \\ & \text { volume }\end{aligned}=-\left[\frac{\partial\left(\rho v_{x}\right)}{\partial x}+\frac{\partial\left(\rho v_{y}\right)}{\partial y}+\frac{\partial\left(\rho v_{z}\right)}{\partial z}\right]$

$$
=-\operatorname{div} \rho v=-\operatorname{div} i
$$

> But increase in charge per unit volume per unit $=\frac{\partial \rho}{\partial t}$ time

Now, since increase in charge per unit time per unit volume equals increase in charge per unit volume per unit time

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\operatorname{div} i \tag{4-6}
\end{equation*}
$$

Equation (6) is called the equation of continuity.
Although the equation of continuity has been developed here in connection with the flow of charges, it has quite general application in many fields, being the fundamental law of fluid motion. Under such circumstances $\rho$ stands for the density of the fluid and the equation of continuity then states that the rate at which the quantity of fluid in a unit volume is increasing is equal to the rate at which the fluid is flowing into the volume from outside.
4.03 The Generalized Magnetomotive Force Equation. Ampere's work law stated in the vector point-relation form is

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}=i \tag{4-2}
\end{equation*}
$$

It has been seen that taking the divergence of both sides of this equation leads to the conclusion that

$$
\operatorname{div} i=0
$$

or that current must be continuous. Since this is evidently not true for the alternating current case shown in Fig. 4-2, where current flows (momentarily) into the dotted rectangular enclosure without any corresponding outward flow, it follows that Ampere's law (eq. 2) must be in error for this case. An application of the equation of continuity has shown that a correct statement regarding the divergence of current density would be

$$
\begin{equation*}
\operatorname{div} i=-\frac{\partial \rho}{\partial t} \tag{4-6}
\end{equation*}
$$

Using this relation it is easy to arrive at a more general statement of Ampere's law which will be true in all cases. Recall Gauss's law as a vector point relation

$$
\operatorname{div} \mathrm{D}=\rho
$$

Take the time derivative of both sides

$$
\begin{equation*}
\frac{\partial}{\partial t} \operatorname{div} \mathrm{D}=\frac{\partial \rho}{\partial t} \tag{4-7}
\end{equation*}
$$

Because space and time are iadependent variables, the rirder of differentiation may be reversed, that is,

$$
\frac{\partial}{\partial t} \operatorname{div} \mathrm{D}=\operatorname{div} \frac{\partial \mathrm{D}}{\partial t}
$$

so that eq. (7) becomes

$$
\operatorname{div} \frac{\partial \mathrm{D}}{\partial t}=\frac{\partial \rho}{\partial t}
$$

Then using eq. (6)
or

$$
\begin{align*}
& \operatorname{div} \frac{\partial \mathrm{D}}{\partial t}=-\operatorname{div} i \\
& \operatorname{div}\left(i+\frac{\partial \mathrm{D}}{\partial t}\right)=0 \tag{4-8}
\end{align*}
$$

Equation (8), rather than eq. (5), is the correct statement when time changing (alternating) currents and fields are considered. In the direct-current case, where there is no change with time, eq. (8) reduces to (5).

It is evident that the term $\partial \mathrm{D} / \partial t$ has the dimensions of a current density. Now if $\partial \mathrm{D} / \partial t$ is considered as being a kind of current density then it would be possible to write (8) as
where -

$$
\begin{gathered}
\operatorname{div} i_{T}=0 \\
i_{T}=\left(i+\frac{\partial \mathrm{D}}{\partial t}\right)
\end{gathered}
$$

is the total current density. Under these circumstances it would be true that the (total) current is continuous and Ampere's law would hold even for the alternating current case where there are condensers in the circuit. Maxwell first observed the error in the original statement of Ampere's law (eq. 2) and modified the statcment by replacing the conduction current density $i$ by the total current density $[i+(\partial \mathrm{D} / \partial t)]$. The term $\partial \mathrm{D} / i t$ is callod the displacement current density. The gencralized statement of $\Lambda$ mpere's law becomes

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}=\left(i+\frac{\partial \mathrm{D}}{\partial t}\right) \tag{4-9}
\end{equation*}
$$

Equation (9) is called the first of Maxwell's equations.
Maxwell's assumption that a changing displacement densi! $y$ (that is, a changing electric ficld) was equivalent to an electric
current density, and as such would produce a magnetic field, has had most far-reaching effects. Combined with Faraday's law which indicates that a changing magnetic field will produce an electric field it leads directly to the "wave equations." This result enabled Maxwell to predict electromagnetic wave propagation some thirty years before Hertz's brilliant researches gave experimental verification. It should be observed that the assumption was made as a result of recognition of an error that was pointed up by the mathematics. This is an interesting example of one of those rather rare cases where the mathematical reasoning has preceded and pointed the way for experiment.
4.04 Faraday's Law and Maxwell's Second Equation. Faraday's induction law is analogous to Ampere's law. It states that the electromotive force or voltage around a closed path is equal to the negative of the time rate of change of magnetic flux enclosed by the path. That is

But

$$
\oint E \cdot d \mathrm{~s}=-\frac{\partial \Phi}{\partial t}
$$

$$
\Phi=\int_{S} \mathrm{~B} \cdot d \mathrm{a}
$$

where the integration of the magnetic-flux density is over a surface bounded by the closed path.
Then* $\quad \oint \mathrm{E} \cdot d \mathrm{~s}=-\frac{\partial}{\partial t} \int_{S} \mathrm{~B} \cdot d \mathrm{a} \cdot=-\int_{S} \frac{\partial \mathrm{~B}}{\partial t} \cdot d \mathrm{a}$
But, by Stoke's theorem,

Therefore

$$
\begin{gather*}
\oint \mathrm{E} \cdot d \mathrm{~s}=\int_{S} \operatorname{curl} \mathrm{E} \cdot d \mathrm{a} \\
\int_{S} \operatorname{curl} \mathrm{E} \cdot d \mathrm{a}=-\int_{S} \frac{\partial \mathrm{~B}}{\partial t} \cdot d \mathrm{a} \tag{4-10}
\end{gather*}
$$

If the surface $S$ is now reduced to an elemental surface, eq. (10) becomes the point relation

$$
\begin{equation*}
\operatorname{curl} \mathrm{E}=-\frac{\partial \mathrm{B}}{\partial t} \tag{4-11}
\end{equation*}
$$

[^5]This is known as the second Maxwell equation.
Again recalling that the divergence of the curl of any vector is zero, it is evident from eq. (11) that div $\partial \mathrm{B} / \partial t=0$, and therefore (for time varying fields)

$$
\begin{equation*}
\operatorname{div} \mathbf{B}=0 \tag{4-12}
\end{equation*}
$$

Equation (12) states that there are no sources* of $B$ and that lines of magnetic flux are continuous. This is in agreement with the assumption that there are no isolated magnetic poles and, consequently, no (physical) magnetic conduction current.

An interpretation of the curl of $E$ is obtained from eq. (11) and the integral definition of curl. From the integral definition of curl the left-hand side of (11) is the line integral of E per unit area, and (11) states that this is equal to the negative time rate of change of magnetic flux per unit area. Now the line integral of $E$ around any path is simply the voltage around the path, and so (11) is just Faraday's law stated for the closed path about an element of area. The voltage around the small closed path could be measured by a loop of wire connected to a voltmeter. The voltmeter reading divided by the area of the loop is a direct measure of the curl of $\mathbf{E}$. As the loop is oriented in various directions, the direction of the axis of the loop that results in maximum voltage around the loop is the direction of the curl of E . In a region in which there is no time-changing magnetic flux, the voltage around the loop would be zero, and curl $\mathbf{E}=0$. The electric field is then said to have no curl, or to be irrotational in that region. Evidently in electrostatics the electric field is always irrotational or without curl.
4.05 The Field Equations in Vector Form. The two Maxwell equations together with the expressions relating $D$ and $B$ to their sources are generally known as the electromagnetic field equations or just the field equations. In the differential vector form the field equations are:

| $\operatorname{curl} \mathrm{H}$ | $=\dot{\mathrm{D}}+\boldsymbol{i}$ |  | I |
| ---: | :--- | ---: | :--- |
| $\operatorname{curl} \mathrm{E}$ | $=-\dot{\mathrm{B}}$ |  | II |
| $\operatorname{div} \mathrm{D}$ | $=\rho$ |  | III |
| $\operatorname{div} \mathrm{B}$ | $=0$ |  | IV |

* As used here source is a mathematical term. In the vector analysis of fluid fields a source is a point at which fluid is emitted or introduced into a region, and a $\sin k$ is a point at which the fluid is absorbed or removed. The term source also has a broader use as the "cause of a phenomenon." In this latter sense, the sources of magnetic fields are electric currents.

The dot over a quantity indicates the time derivative of that quantity. These relations will be referred to so often that they have been labeled with Roman numerals and will be indicated in that manner throughout the remainder of this text.

The Field Equations in Differential Scalar Form. The field equations I-IV appear above in the abbreviated vector form. Written in the expanded scalar form in rectangular co-ordinates they are

$$
\left.\begin{array}{l}
\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=\frac{\partial D_{x}}{\partial t}+i_{z} \\
\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}=\frac{\partial D_{y}}{\partial t}+i_{y} \\
\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}=\frac{\partial D_{z}}{\partial t}+i_{z}
\end{array}\right\}
$$

The Field Equations in Integral Form. The field equations are often written in the integral form. The differential vector or scalar furms above are more convenient in the actual solution of problems, but the integral form is easier to interpret and to state in words. In the integral form

$$
\begin{array}{rlrl}
\oint \mathrm{H} \cdot d \mathrm{~s} & =\int_{\mathrm{s}}(\dot{\mathrm{D}}+\boldsymbol{i}) \cdot d \mathrm{a} & & \mathrm{I} \\
\oint \mathrm{E} \cdot d \mathrm{~s} & =-\int_{\mathrm{s}} \dot{\mathrm{~B}} \cdot d \mathrm{a} & & \text { II } \\
\int_{\substack{\text { closed } \\
\text { surface }}} \mathrm{D} \cdot d \mathbf{a}=\int_{\text {vol }} \rho d V & & \text { III } \\
\int_{\substack{\text { closed } \\
\text { Burfacc }}} \mathrm{B} \cdot d \mathrm{a} & =0 & & \text { IV } \tag{IV}
\end{array}
$$

Word Statement of the Field Equations. A word statement of the significance of the field equations is readily obtained from their mathematical statement in the integral form. It would be somewhat as follows:
I. The magnetomotive force around a closed path is equal to the conduction current plus the time derivative of the electric displacement through any surface bounded by the path.
II. The electromotive force around a closed path is equal to the time derivative of the magnetic displacement through any surface bounded by the path.
III. The total electric displacement through the surface enclosing a volume is equal to the total charge within the volume.
IV. The net magnetic flux emerging through any closed surface is zero.

As indicated previously the time derivative of electric displacement is called displacement current. The term electric current is then generalized in meaning to include both conduction currents and displacement currents.* Furthermore, if the time derivative of electric displacement is called an electric current, the time derivative of magnetic displacement can be considered as being a magnetic current. Finally, electromotive force is called electric voltage, so that magnetomotive force may be called magnetic voltage.

The first two Maxwell equations can then be stated:
I. The magnetic voltage around a closed path is equal to the electric current through the path.
II. The electric voltage around a closed path is equal to the magnetic current through the path.
4.06 Conditions at a Boundary Surface. Maxwell's equations in the differential vector or scalar form express the relationship that must exist between the four field vectors $\mathbf{E}, \mathrm{D}, \mathrm{H}$, and $\mathbf{B}$ at any point within a continuous medium. In this form, because they involve space derivatives, they cannot be expected to yield information at points of discontinuity in the medium. However, the integral form of statement can always be used to determine what happens at the boundary surface between different media.

[^6]The following statements can be made regarding the electric and magnetic fields at any surface of discontinuity:
(a) The tangential component of $\mathbf{E}$ is continuous at the surface. That is, it is the same just outside the surface as it is just inside the surface.
(b) The tangential component of H is continuous across a surface except at the surface of a perfect conductor. At the surface


Fig. 4-4, A boundary surface between two media.
of a perfect conductor the tangential component of H is discontinuous by an amount equal to the surface current per unit width.
(c) The normal component of $\mathbf{B}$ is continuous at the surface of discontinuity.
(d) The normal component of D is continuous if there is no surface charge density. Otherwise $\mathbf{D}$ is discontinuous by an amount equal to the surface charge density.

The proof of these boundary conditions is obtained by a direct application of Maxwell's equations at the boundary between the
media. Suppose the surface of discontinuity to be parallel to the $y-z$ plane. Consider the sinall rectangle of width $\Delta x$ and length $\Delta y$ enclosing a smar portion of each of media (1) and (2).

The in eiegral form of the second Maxwell equation (II) is

$$
\oint \mathrm{E} \cdot d \mathrm{~s}=-\int_{S} \dot{\mathrm{~B}} \cdot d \mathrm{a}
$$

For the elemental rectangle of Fig. 4-4 this becomes

$$
\begin{align*}
E_{y_{2}} \Delta y-E_{x_{2}} \frac{\Delta x}{2}-E_{x_{1}} \frac{\Delta x}{2}-E_{y_{2}} \Delta y+E_{x_{3}} \frac{\Delta x}{2} & +E_{x_{4}} \frac{\Delta x}{2} \\
& =-\tilde{\tilde{B}}_{z} \Delta x \Delta y \tag{4-13}
\end{align*}
$$

where $\widetilde{B}_{z}$ is the average magnetic-flux density through the rectangle $\Delta x \Delta y$. Now consider conditions as the area of the rectangle is made to approach zero by reducing the width $\Delta x$ of the rectangle, always keeping the surface of discontinuity between the sides of the rectangle. If it is assumed that $B$ is always finite, then the right-hand side of eq. (13) will approach zero. If $E$ is also assumed to be everywhere finite, then the $\Delta: / 2$ terms of the left-hand side will reduce to zero, leaving

$$
E_{y_{2}} \Delta y-E_{\because, 2} \Delta y=0
$$

for $\Delta x=0$. Therefore

$$
E_{y_{1}}=E_{y_{2}}
$$

That is, the tangential component of $E$ is continuous.
Similarly the integral statement of eq. I is

$$
\oint \mathrm{H} \cdot d \mathrm{~s}=\int_{S}(\dot{\mathrm{D}}+i) \cdot d \mathrm{a}
$$

which becomes

$$
\begin{array}{r}
H_{y_{s}} \Delta y-H_{x_{3}} \frac{\Delta x}{2}-H_{x_{1}} \frac{\Delta x}{2}-H_{y_{1}} \Delta y+H_{x_{8}} \frac{\Delta x}{2}+H_{x_{4}} \frac{\Delta x}{2} \\
 \tag{4-14}\\
=\left(\dot{\bar{D}}_{z}+\bar{i}_{z}\right) \Delta x \Delta y
\end{array}
$$

If the rate of change of electric displacement $\dot{D}$ and current density $\imath$ are both considered to be finite, then as before (14) reduces to
or

$$
\begin{aligned}
H_{y_{\mathrm{z}}} \Delta y-H_{y_{1}} \Delta y & =0 \\
H_{y_{1}} & =H_{y_{2}}
\end{aligned}
$$

The tangential component of $H$ is continuous (for finite current densities; that is, for any actual case).

Note on a Perfect Conductor. A perfect conductor is one which has infinite conductivity. In such a conductor the electric intensity E is zero for any finite current density. All actual conductors have a finite value for conductivity. However, the actual conductivity may be very large and for many practical applications it is useful to assume it to be infinite. Such an assumption will lead to difficulties (because of indeterminacy) in formulating the boundary conditions unless care is taken in setting them up. As will be shown later, the depth of penetration into a conductor of an alternating electric field and of the current produced by the field decreases as the conductivity increases. Thus in a good conductor a highfrequency current will flow in a thin sheet near the surface, the depth of this sheet approaching zero as the conductivity approaches infinity. This gives rise to the useful concept of a current sheet. In a current sheet a finite current per unit width, $J$ amperes per meter, flows in a sheet of vanishingly small depth $\Delta x$, but with the required infinitely large current density $\bar{i}$, such that

$$
\lim _{\Delta x \rightarrow 0} i \Delta x=J \quad a \mathrm{am} / \mathrm{m}
$$

Consider again the above example of the magnetomotive force around the small rectangle. If the current density $i_{z}$ becomes infinite as $\Delta x$ approaches zero, the right-hand side of eq. (14) will not become zero. Let $J$ amperes per meter be the actual current per unit width flowing along the surface. Then as $\Delta x \rightarrow 0$ the eq. (14) for $H$ becomes

Hence

$$
\begin{gather*}
H_{y_{2}} \Delta y-H_{y_{1}} \Delta y=J_{z} \Delta y \\
H_{y_{1}}=H_{y_{2}}-J_{z} \tag{4-15}
\end{gather*}
$$

(Note that $\mathrm{D}=\epsilon \mathrm{E}$ remains finite and therefore $\bar{D}_{z} \Delta x$ is zero for $\Delta x=0$.)

Now, if the electric field is zero within a perfect conductor, the magnetic field must also be zero (for alternating fields) as the second Maxwell equation II shows. Then in eq. (15), $H_{y,}$ must be zero and so

$$
\begin{equation*}
H_{y_{1}}=-J_{z} \tag{4-16}
\end{equation*}
$$

Equation (16) states that the current per unit width along the surface of a perfect conductor is equal to the magnetic intensity
$H$ just outside the surface. The magnetic field and surface current will be parallel to the surface, but perpendicular to each other. In vector notation this is written

$$
\mathrm{J}=\mathrm{n} \times \mathrm{H}
$$

where $\mathbf{n}$ is the unit vector along the outward normal to the surface.
Conditions on the Normal Components of $\mathbf{B}$ and D . The remaining boundary conditions are concerned with the normal components of $B$ and $D$. The integral form of the third field equation is

$$
\oint_{S} \mathrm{D} \cdot d \mathrm{a}=\int_{\mathrm{voi}} \rho d V \quad \mathrm{III}
$$

When applied to the elementary "pill-box" volume of Fig. 4-5, eq. III becomes

$$
\begin{equation*}
D_{n_{2}} d a-D_{n_{z}} d a+\Psi_{\text {odeo }}=\bar{\rho} \Delta x d a \tag{4-17}
\end{equation*}
$$

In this expression $d a$ is the area of each of the flat surfaces of the pillbox, $\Delta x$ is their separation, and $\bar{\rho}$ is the average charge density
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within the volume $\Delta x d a$. $\Psi_{\text {odge }}$ is the outward electric flux through the curved-edge surface of the pillbox. As $\Delta x \rightarrow 0$, that is, as the flat surfaces of the box are squeezed together, always keeping the boundary surface between them, $\Psi_{\text {edse }} \rightarrow 0$, for finite values of displacement density. Also for finite values of average charge density $\bar{\rho}$, the right-hand side of (17) approaches zero, and (17) reduces to

$$
D_{n_{1}} d a-D_{n_{\mathbf{z}}} d a=0
$$

(for $\Delta x=0$ ). Then for the case of no surface charge the condition on the normal components of D is

$$
\begin{equation*}
D_{n_{1}}=D_{n_{1}} \tag{4-18}
\end{equation*}
$$

That is, if there is no surface charge the normal component of $D$ is continuous across the surface.

In the case of a metallic surface, the charge is considered to reside "on the surface." If this layer of surface charge has a surface charge density $\rho_{s}$ coulombs per square meter, the charge density $\rho$ of the surface layer is given by

$$
\rho=\frac{\rho_{\mathrm{s}}}{\Delta x} \quad \text { coulomb } / \mathrm{cu} \mathrm{~m}
$$

where $\Delta x$ is thickness of the surface layer. As $\Delta x$ approaches zero, the charge density approaches infinity in such a manner that

$$
\lim _{\Delta x \rightarrow 0} \rho \Delta x=\rho_{t}
$$

Then in Fig. 4-5, if the surface charge is always kept between the two flat surfaces as the separation between them is decreased, the right-hand side of eq. (17) approaches $\rho_{s} d a$ as $\Delta x$ approaches zero. Equation (17) then reduces to

$$
\begin{equation*}
D_{n_{1}}-D_{n_{3}}=\rho_{s} \tag{4-19}
\end{equation*}
$$

When there is a surface charge density $\rho_{s}$, the normal component of displacement density is discontinuous across the surface by the amount of the surface charge density.

For any metallic conductor the displacement density $\mathrm{D}=\epsilon \mathrm{E}$ within the conductor will be a very small quantity (it will be zero in the electrostatic case, or in the case of a perfect conductor). Then if medium 2 is a metallic conductor $D_{n_{2}}=0$ and eq. (19) becomes

$$
\begin{equation*}
D_{n_{1}}=\rho_{s} \tag{4-20}
\end{equation*}
$$

The normal component of displacement density in the dielectric is equal to the surface charge density on the conductor.

In the case of magnetic-flux density B, since there are no isolated "magnetic charges," a similar analysis leads at once to

$$
B_{n_{1}}=B_{m}
$$

The normal component of magnetic flux density is always continuous across a boundary surface.

## PROBLEMS

1. Show that the displacement current through the condenser is equal to the conduction current $I$ (Fig. 4-6).
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2. Within a perfect conductor $\mathbf{E}$ is always zero. Using Maxwell's equations, show that $H$ must also be zero for time varying fields. Can a steady (unchanging) magnetic field exist within a perfect conductor? Show that the normal component of $B$ (and therefore $H$ ) must be zero at the surface of a perfect conductor.
3. A "transmission line" consists of two parallel perfectly conducting planes of large extent, separated by a distance $d$ meters. The conducting


Fig. 4-7. Parallel-plane "transmission" line.
planes carry an alternating linear current density $J \mathrm{amp} / \mathrm{m}$ in the $y$ direction, that is,
or

$$
\begin{aligned}
& J=J_{0} e^{j \omega[t-(y / c)]} \\
& J=J_{0} \cos \omega\left(t-\frac{y}{c}\right)
\end{aligned}
$$

Applying Maxwell's first equation in the region between the conductors find the electric intensity, and hence the voltage between the planes, when $d=1$ meter and the effective linear current density is $J_{\text {eff }}=1 \mathrm{amp} / \mathrm{m}$.
4. A square loop of wire, 20 cm by 20 cm , has a voltmeter (of infinite impedance) connected in series with one side. Determine the voltage indicated by the meter when the loop is placed in an alternating magnetic field, the maximum intensity of which is 1 ampere per meter. The plane of the loop is perpendicular to the magnetic field; the frequency is 10 mc .
5. A No. 10 copper wire carries a conduction current of 1 amp at 60 cps. What is the displacement current in the wire? For copper assume $\epsilon=\epsilon_{v}, \mu=\mu_{v}, \sigma=5.8 \times 10^{7}$.
6. The electric vector $\mathbf{E}$ of an electromagnetic wave in free space is given by the expressions

$$
E_{z}=E_{z}=0 \quad E_{y}=A e^{j \omega_{[y}[-(z / v)]}
$$

Using Maxwell's equations for free space conditions determine expressions for the components of the magnetic vector H .
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## CHAPTER 5

## ELECTROMAGNETIC WAVES

## PART I-ELECTROMAGNETIC WAVES <br> IN A HOMOGENEOUS MEDIUM

In the solution of any electromagnetic problem the fundamental relations that must be satisfied are the four field equations

$$
\begin{aligned}
\operatorname{curl} \mathbf{H} & =\dot{\mathrm{D}}+\boldsymbol{i} & & \text { I } \\
\operatorname{curl} \mathrm{E} & =-\dot{B} & & \text { II } \\
\operatorname{div} \mathrm{D} & =\rho & & \text { III } \\
\operatorname{div} \mathbf{B} & =0 & & \text { IV }
\end{aligned}
$$

In addition there are three relations that concern the characteristics of the medium in which the fields exist. These are

$$
\begin{align*}
\mathrm{D} & =\epsilon \mathrm{E}  \tag{5-1}\\
\mathrm{~B} & =\mu \mathrm{H}  \tag{5-2}\\
i & =\sigma \mathrm{E} \tag{5-3}
\end{align*}
$$

where $\epsilon, \mu$, and $\sigma$ are the permittivity, permeability, and conductivity of the medium, which is assumed to be homogeneous, isotropic, and sourcefree. A homogeneous medium is one for which the quantities $\epsilon, \mu$, and $\sigma$ are constant throughout the medium. The medium is isotropic if $\epsilon$ is a scalar constant, so that $\mathbf{D}$ and $\mathbf{E}$ have everywhere the same direction. The form of Maxwell's equations, given by I and II, is for sourcefree regions, that is, regions in which there are no impressed voltages or currents (no generators). The relations of the fields to their sources will be considered in chap. 10 and subsequent chapters.

When the relations (1), (2), and (3) are inserted in I and II, Maxwell's equations become differential equations relating the electric and magnetic intensities E and H . If they are then solved as simultaneous equations, they will determine the laws which both E and H must obey.
5.01 Solution for Free-space Conditions. Before obtaining the solution for the general case it is instructive to consider the simple, but important, particular case of electromagnetic phenomena in free space-that is in a perfect dielectric containing no charges and no conduction currents. For this case the field equations become

$$
\begin{align*}
& \operatorname{curl} \mathrm{H}=\dot{\mathrm{D}}  \tag{5-4}\\
& \operatorname{curl} \mathrm{E}=-\dot{\mathrm{B}}  \tag{5-5}\\
& \operatorname{div} \mathrm{D}=0  \tag{5-6}\\
& \operatorname{div} \mathrm{~B}=0 \tag{5-7}
\end{align*}
$$

Differentiate (4) with respect to time. Since the curl operation is a differentiation with respect to space, the order of differentiation may be reversed, that is,

$$
\frac{\partial \operatorname{curl} \mathrm{H}}{\partial t}=\operatorname{curl} \dot{\mathrm{H}}
$$

Also since $\epsilon$ and $\mu$ are independent of time

$$
\begin{align*}
& \dot{\mathrm{D}}=\epsilon \dot{\mathrm{E}}  \tag{5-8}\\
& \dot{\mathrm{~B}}=\mu \dot{\mathrm{H}} \tag{5-9}
\end{align*}
$$

so that there results

$$
\begin{equation*}
\text { curl } \dot{\mathrm{H}}=\epsilon \ddot{\mathrm{E}} \tag{5-10}
\end{equation*}
$$

The symbol $\ddot{E}$ means $\frac{\partial^{2} \mathrm{E}}{\partial t^{2}}$.
Take the curl of both sides of (5) and using (9), obtain

$$
\begin{equation*}
\operatorname{curl} \operatorname{curl} \mathrm{E}=-\mu \operatorname{curl} \dot{\mathrm{H}} \tag{5-11}
\end{equation*}
$$

Substitute eq. (10) into (11)

$$
\begin{equation*}
\text { curl curl } \mathrm{E}=-\mu \notin \ddot{\mathrm{E}} \tag{5-12}
\end{equation*}
$$

It was shown in identity (1-28) that

$$
\text { curl curl } E=\operatorname{grad} \operatorname{div} E-\nabla^{2} E
$$

Combine this equation with (12) to obtain
but

$$
\begin{equation*}
\operatorname{grad} \operatorname{div} \mathrm{E}-\nabla^{2} \mathrm{E}=-\mu \mathrm{\epsilon} \ddot{\mathrm{E}} \tag{5-13}
\end{equation*}
$$

therefore eq. (13) becomes

$$
\begin{equation*}
\nabla^{2} \mathrm{E}=\mu \ddot{\mathrm{E}} \tag{5-14}
\end{equation*}
$$

This is the law that E must obey.
Differentiating (5) with respect to time and taking the curl of (4) it will be found on combining that $H$ obeys the same law, viz.

$$
\begin{equation*}
\nabla^{2} \mathrm{H}=\mu \ddot{\mathrm{H}} \tag{5-15}
\end{equation*}
$$

Equations (14) and (15) are known as the wave equations. Thus the first condition on either E or H is that it must satisfy the wave equation. (Note that although E and H obey the same law, E is not equal to H .)
5.02 Uniform Flane Wave Fropagation. The wave equation reduces to a very simple form in the special case where E and H are considered to be independent of two dimensions, say $y$ and $z$. Then

$$
\nabla^{2} \mathrm{E}=\frac{\partial^{2} \mathrm{E}}{\partial x^{2}}
$$

so that (14) becomes

$$
\begin{equation*}
\frac{\partial^{2} \mathrm{E}}{\partial x^{2}}=\mu \epsilon \frac{\partial^{2} \mathrm{E}}{\partial t^{2}} \tag{5-16}
\end{equation*}
$$

Vector eq. (16) is equivalent to three scalar equations, one for each of the scalar components of $\mathbf{E}$. In general, for uniform plane wave propagation in the $x$ direction, E may have components $E_{y}$ and $E_{z}$, but (as will be seen later) not $E_{x}$. Without loss of generality attention can be restricted to one of the components, say $E_{y}$, knowing that results for $E_{z}$ will be similar to those obtained for $E_{y}$. Then the equation to be solved has the form

$$
\begin{equation*}
\frac{\partial^{2} E_{\cdot}}{\partial x^{2}}=\mu \epsilon \frac{\partial^{2} E_{y}}{\partial t^{2}} \tag{5-16a}
\end{equation*}
$$

Equation (16a) is $\varepsilon$ second-order partial differential equation, which occurs frequently in mechanics and engineering. For example it is the differential equation for the displacement from equilibrium along a uniform string. Electrical engineers will recognize it as the differential equation for voltage or current along a lossless transmission line. Its general solution is of the form

$$
\begin{equation*}
E=f_{1}\left(x-v_{0} t\right)+f_{2}\left(x+v_{0} t\right) \tag{5-17}
\end{equation*}
$$

where $v_{0}=1 / \sqrt{\mu \epsilon}$ and $f_{1}$ and $f_{2}$ are any functions (not necessarily the same) of ( $x-v_{0} t$ ) and ( $x+v_{0} t$ ) respectively. The expression $f\left(x-v_{c} t\right)$ means a function $f$ of the variable ( $\left.x-v_{0} t\right)$. Examples are, $A \cos \beta\left(x-v_{c} t\right), C e^{k\left(x-v_{0} t\right)}, \sqrt{x-v_{c} t}$, etc. All of these expressions represent wave motion.

A wave* may be defined in the following way: If a physical phenomenon that occurs at one place at a given time is reproduced


Fia. 5-1. A wave traveling in the positive $x$ direction.
at other places at later times, the time delay being proportional to the space separation from the first location, then the group of phenomena constitute a wave. Note that a wave is not necessarily a repetitive phenomena in time. Those who survive a tidal wave are thankful for this.

The functions $f_{1}\left(x-v_{0} t\right)$ and $f_{2}\left(x+v_{0} t\right)$ describe such a wave mathematically, the variation of the wave being confined to one dimension in space. This is shown by Fig. 5-1.

If a fixed time is taken, say $t_{1}$, then the function $f_{1}\left(x-v_{0} t_{1}\right)$ becomes a function of $x$ since $v_{c} t_{1}$ is a constant. Such a function is represented by the first curve. If another time, say $t_{2}$, is taken,

[^7]another function of $x$ is obtained, exactly the same shape as the first except that the second curve is displaced to the right by a distance $v_{0}\left(t_{2}-t_{1}\right)$. This shows that the phenomenon has traveled in the positive $x$ direction with a velosity $v_{0}$.

On the other hand, the function $f_{2}\left(x+v_{0} t\right)$ corresponds to a wave traveling in the negative $x$ direction. Thus the general solution of the wave equation in this case is seen to consist of two waves, one traveling to the right (away from the source), and the other traveling to the left (back toward the source). If there is no reflecting surface present to reflect the wave back to the source, the second term of (17) is zero and the solution is given by

$$
\begin{equation*}
E=f_{1}\left(x-v_{0} t\right) \tag{5-18}
\end{equation*}
$$

Problem 1. Does the function $e^{k\left(x-v_{0}\right)}$ represent a wave if $k$ is a real number? Sketch it as a function of $x$ for several instants of time.
5.03 Sinusoidal Time Variations. In solving a one-dimensional wave equation, such as (16a), no restriction is put upon how $\mathbf{E}$ and $\mathbf{H}$ might vary with time, and the functions $f_{1}$ and $f_{2}$ of eq. (17) can be any functions of $\left(x-v_{0} t\right)$. In practice most generators produce voltages and currents, and hence electric and magnetic fields, which vary sinusoidally with time (at least approximately). Even where this is not the case any periodic variation can always be analysed in terms of sinusoidal variations with fundamental and harmonic frequencies, so it is customary in most problems to assume sinusoidal time variations. This can be expressed by writing, for example,

$$
\begin{align*}
& E=E_{0} \cos \omega t  \tag{5-19a}\\
& E=E_{0} \sin \omega t \tag{5-19b}
\end{align*}
$$

where $f=\omega / 2 \pi$ is the frequency of the variation. In electrical engineering it is more usual to express sinusoidal time variations in the exponential form

$$
\begin{equation*}
E=E_{0} e^{j \omega t} \tag{5-20}
\end{equation*}
$$

where $E_{0} e^{j \omega t}=E_{0}(\cos \omega t+j \sin \omega t)$.
It is seen that the real part of (20) is equal to (19a), and the imaginary part is equal to (19b).* In working a problem, the exponential form (that is, both real and imaginary parts) is carried through to the end, but only the real part or the imaginary part of the final answer is used, the other part being discarded. Use of the

[^8]real part corresponds to starting with $E_{0} \cos \omega t$, while use of the imaginary part corresponds to starting with (19b). The use of this exponential form will be treated more fully in the next chapter.*

It will be observed that if
then

$$
E=E_{0} e^{j u t}
$$

$$
\begin{align*}
\dot{E} & =\frac{\partial E}{\partial t}=j \omega E_{0} e^{j \omega t} \\
& =j \omega E  \tag{5-21}\\
\ddot{E} & =-\omega^{2} E \tag{5-22}
\end{align*}
$$

and
Also

$$
\begin{equation*}
\int E d t=\frac{E}{j \omega} \tag{5-23}
\end{equation*}
$$

Assuming that the variation with time of all fields and currents is represented by $e^{\text {just }}$, eqs. (4) and (5) can be written

$$
\begin{align*}
& \operatorname{curl} \mathrm{H}=j \omega \epsilon \mathrm{E}  \tag{5-24}\\
& \operatorname{curl} \mathrm{E}=-j \omega \mu \mathrm{H} \tag{5-25}
\end{align*}
$$

Differentiating (24) with respect to time and taking the curl of (25) and combining gives

$$
\text { curl curl } \mathrm{E}=\omega^{2} \mu \epsilon \mathrm{E}
$$

Making use of the identity (1-28) of chap. 1, and the fact that $\operatorname{div} \mathrm{E}=\mathbf{0}$ for this case

$$
\begin{equation*}
\nabla^{2} E=-\omega^{2} \mu \epsilon E \tag{5-26}
\end{equation*}
$$

For the case of no variation of E with respect to $y$ or $z$ this results

[^9]in an equation corresponding to (16)
\[

$$
\begin{equation*}
\frac{\partial^{2} \mathrm{E}}{\partial x^{2}}=-\omega^{2} \mu \in \mathrm{E} \tag{5-27}
\end{equation*}
$$

\]

Again considering onl $\bar{y}$ the $E_{y}$ component, a solution may be written in the form
where

$$
\begin{align*}
& E_{y}= E^{\prime} e^{-j \omega \sqrt{\mu \mu x}}+E^{\prime \prime} e^{+j \omega \sqrt{\mu \mu x}} \\
&= E^{\prime} e^{-j \beta x}+E^{\prime \prime} e^{+j \beta x}  \tag{5-28}\\
& \beta=\omega \sqrt{\mu \epsilon}
\end{align*}
$$

Showing the time variation explicitly by writing

$$
E^{\prime}=E_{0}^{\prime} e^{j \omega t} \quad E^{\prime \prime}=E_{0}^{\prime \prime} e^{j \omega t}
$$

eq. (28) becomes

$$
\begin{equation*}
E_{\nu}=E_{0}^{\prime} e^{j(\omega t-\beta x)}+E_{0}^{\prime \prime} e^{j(\omega t+\beta x)} \tag{5-29}
\end{equation*}
$$

This equation represents the sum of two waves traveling in opposite directions. If only the real part of the expression is used, the solution has the form

$$
\begin{equation*}
E_{y}=E_{0}^{\prime} \cos (\omega t-\beta x)+E_{0}^{\prime \prime} \cos (\omega t+\beta x) \tag{5-30}
\end{equation*}
$$

whereas, if only the imaginary part is used, there results

$$
\begin{equation*}
E_{y}=E_{0}^{\prime} \sin (\omega t-\beta x)+E_{0}^{\prime \prime} \sin (\omega t+\beta x) \tag{5-31}
\end{equation*}
$$

Equation (30) or (31) is a special case of eq. (17), which is obtained when a sinusoidal time variation is assumed. It is seen that in a homogeneous lossless medium the assumption of sinusoidal time variations results in space variations that are also sinusoidal.

The wave represented by the first term of eq. (30) is sketched in Fig. 5-2 for successive instants of time.


Fig. 5-2. A sinusoidal traveling wave.

It progresses in the positive $x$ direction with a velocity $\omega / \beta$. This becomes apparent by noting that a wave crest or maximum value of $E_{y}$ occurs when

$$
\begin{equation*}
\omega t-\beta x=0 \quad \text { (or any even multiple of } \pi \text { ) } \tag{5-32}
\end{equation*}
$$

In order to always remain with a crest, it is necessary to move in the positive $x$ direction with a velocity

$$
\begin{equation*}
v=\frac{x}{t}=\frac{\omega}{\beta} \tag{5-33}
\end{equation*}
$$

so that (32) is always satisfied. The wave, represented by the first term of eq. (30) and sketched in Fig. 5-2, is called a traveling wave (in this case it is an unattenuated traveling wave) to distinguish it from a standing wave, which does not progress.

The distance between adjacent crests or any two corresponding points on adjacent waves is the wavelength $\lambda$, and the frequency with which the crests appear at a given point is the frequency $f$. It is evident that the velocity with which the wave is propagating in the $x$ direction is also given by

$$
\begin{equation*}
v=\lambda f \tag{5-34}
\end{equation*}
$$

Combining (33) and (34)

$$
\frac{\omega}{\beta}=\lambda f
$$

showing that

$$
\begin{equation*}
\beta=\frac{2 \pi}{\lambda} \tag{5-35}
\end{equation*}
$$

$\beta$ is the phase shift constant and is a measure of the phase shift (in radians) per unit length. Expression (35) is a statement of the fact that the phase shifts $2 \pi$ radians, or one complete cycle, in a distance of one wavelength.
5.04 Uniform Plane Waves. Equation (18) is a solution of the wave equation for the particular case where the electric intensity is independent of $y$ and $z$ and is a function of $x$ and $t$ only. Such a wave is called a uniform plane wave. A plane wave is one for which the phase is the same for all points on a plane surface. If the amplitude is also constant over this plane surface, it is a uniform plane wave. Although this is a special case of electromagnetic wave propagation, it is a very important one practically and will be considered further.

The plane-wave equation

$$
\frac{\partial^{2} E}{\partial x^{2}}=\mu \epsilon \frac{\partial^{2} E}{\partial t^{2}}
$$

may be written in terms of the components of E as

$$
\begin{align*}
& \frac{\partial^{2} E_{x}}{\partial x^{2}}=\mu \epsilon \frac{\partial^{2} E_{x}}{\partial t^{2}}  \tag{5-36a}\\
& \frac{\partial^{2} E_{y}}{\partial x^{2}}=\mu \epsilon \frac{\partial^{2} E_{y}}{\partial t^{2}}  \tag{5-36b}\\
& \frac{\partial^{2} E_{z}}{\partial x^{2}}=\mu \epsilon \frac{\partial^{2} E_{z}}{\partial t^{2}} \tag{5-36c}
\end{align*}
$$

In a region in which there is no charge density

$$
\operatorname{div} \mathrm{E}=\frac{1}{\epsilon} \operatorname{div} \mathrm{D}=0
$$

That is

$$
\frac{\partial E_{x}}{\partial x}+\frac{\partial E_{y}}{\partial y}+\frac{\partial E_{z}}{\partial z}=0
$$

For a uniform plane wave in which $\mathbf{E}$ is independent of $y$ and $z$, the last two terms of this relation are equal to zero so that it reduces to

$$
\frac{\partial E_{x}}{\partial x}=0
$$

Therefore there is no variation of $E_{x}$ in the $x$ direction. From eq. (36a) it is seen that the second derivative with respect to time of $E_{x}$ must then be zero. This requires that $E_{x}$ be either zero, constant in time, or increasing uniformly with time. A field satisfying either of the last two of these conditions would not be a part of the wave motion, and so $E_{x}$ can be put equal to zero. Therefore a uniform plane wave progressing in the $x$ direction has no $x$ component of E. A similar analysis would show that there is no $x$ component of H. It follows, therefore, that uniform plane electromagnetic waves are transverse and have components of E and H only in directions perpendicular to the direction of propagation.

Relation between E and H in a Uniform Plane Wave. For a uniform plane wave traveling in the $x$ direction E and H are both independent of $y$ and $z$, and E and H have no $x$ component. In this case

$$
\begin{aligned}
\operatorname{curl} \mathbf{E} & =-\frac{\partial E_{z}}{\partial x} \mathbf{j}+\frac{\partial E_{y}}{\partial x} \mathbf{k} \\
\operatorname{curl} \mathbf{H} & =-\frac{\partial H_{z}}{\partial x} \mathbf{j}+\frac{\partial H_{y}}{\partial x} \mathbf{k}
\end{aligned}
$$

Then the first Maxwell Equation (I) can be written

$$
-\frac{\partial H_{z}}{\partial x} \mathbf{j}+\frac{\partial H_{y}}{\partial x} \mathbf{k}=\epsilon\left(\frac{\partial E_{y}}{\partial t} \mathbf{j}+\frac{\partial E_{z}}{\partial t} \mathbf{k}\right)
$$

and the second equation (II) becomes

$$
-\frac{\partial E_{z}}{\partial x} \mathbf{j}+\frac{\partial E_{y}}{\partial x} \mathbf{k}=-\mu\left(\frac{\partial H_{y}}{\partial t} \mathbf{j}+\frac{\partial H_{z}}{\partial t} \mathbf{k}\right)
$$

Equating $\mathbf{j}$ terms and then the k terms yields the four relations

$$
\begin{align*}
-\frac{\partial H_{z}}{\partial x} & =\epsilon \frac{\partial E_{y}}{\partial t}  \tag{5-37a}\\
\frac{\partial H_{y}}{\partial x} & =\epsilon \frac{\partial E_{z}}{\partial t}  \tag{5-37b}\\
\frac{\partial E_{z}}{\partial x} & =\mu \frac{\partial H_{y}}{\partial t}  \tag{5-37c}\\
\frac{\partial E_{y}}{\partial x} & =-\mu \frac{\partial H_{z}}{\partial t} \tag{5-37d}
\end{align*}
$$

Now if $E_{y}=f_{1}\left(x-v_{0} t\right)$, where $v_{0}=1 / \sqrt{\mu \epsilon}$, then

$$
\frac{\partial E_{y}}{\partial t}=\frac{\partial f_{1}}{\partial\left(x-v_{0} t\right)} \frac{\partial\left(x-v_{0} t\right)}{\partial t}=-v_{0} \frac{\partial f_{1}}{\partial\left(x-v_{0} t\right)}
$$

This is generally written as

$$
\frac{\partial E_{v}}{\partial t}=f_{1}^{\prime}\left(x-v_{0} t\right) \frac{\partial\left(x-v_{0} t\right)}{\partial t}=-v_{0} f_{1}^{\prime}\left(x-v_{0} t\right)
$$

where $f_{1}{ }^{\prime}\left(x-v_{0} t\right)$ means

$$
\frac{\partial f_{1}\left(x-v_{0} t\right)}{\partial\left(x-v_{0} t\right)}
$$

Substituting for $\frac{\partial E_{y}}{\partial t}$ in (37a) above gives

$$
\frac{\partial H_{z}}{\partial x}=v_{0} \in f_{1}^{\prime}\left(x-v_{0} t\right)
$$

Then

$$
H_{z}=\sqrt{\frac{\epsilon}{\mu}} \int f_{1}^{\prime}\left(x-v_{0} t\right) d x+C
$$

Now

$$
\frac{\partial f_{1}\left(x-v_{0} t\right)}{\partial x}=f_{1}^{\prime}\left(x-v_{0} t\right) \frac{\partial\left(x-v_{0} t\right)}{\partial x}=f_{1}^{\prime}\left(x-v_{0} t\right)
$$

Hence

$$
\begin{align*}
H_{z} & =\sqrt{\frac{\epsilon}{\mu}} \int \frac{\partial f_{1}\left(x-v_{0} t\right)}{\partial x} d x+C \\
& =\sqrt{\frac{\epsilon}{\mu}} f_{1}\left(x-v_{0} t\right)+C \\
& =\sqrt{\frac{\epsilon}{\mu}} E_{y}+C \tag{5-38}
\end{align*}
$$

The constant of integration $C$ that appears indicates that a field independent of $x$ could be present. Inasmuch as this field would not be a part of the wave motion, it will be neglected and the relation between $H_{z}$ and $E_{y}$ becomes
or

$$
\begin{align*}
H_{z} & =\sqrt{\frac{\epsilon}{\mu}} E_{y} \\
\frac{E_{y}}{H_{z}} & =\sqrt{\frac{\mu}{\epsilon}} \tag{5-39}
\end{align*}
$$

Similarly it can be shown that

$$
\begin{equation*}
\frac{E_{z}}{H_{y}}=-\sqrt{\frac{\mu}{\epsilon}} \tag{5-40}
\end{equation*}
$$

Since

$$
E=\sqrt{E_{y}{ }^{2}+E_{z}{ }^{2}} \quad \text { and } \quad H=\sqrt{H_{z}{ }^{2}+H_{y}{ }^{2}}
$$

where $E$ and $H$ are the total electric and magnetic intensities, there also results

$$
\begin{equation*}
\frac{E}{\bar{H}}=\sqrt{\frac{\mu}{\epsilon}} \tag{5-41}
\end{equation*}
$$

Equation (41) states that in a traveling* plane electromagnetic wave there is a definite ratio between the amplitudes of $E$ and $H$ and that this ratio is equal to the square root of the ratio of permeability to the dielectric constant of the medium. Since the units of $E$ are volts per meter and the units of $H$ are amperes per meter, the ratio

$$
\frac{E}{H}=\sqrt{\frac{\mu}{\epsilon}}
$$

*The term traveling wave is used to indicate that the wave is progressing in one direction and there is no standing wave (see section on reflection). When there is a reflected wave resulting in a standing-wave distribution, the ratio $E / H$ can have any value between zero and infinity.
will have the dimensions of impedance or ohms. For this reason it is customary to refer to the ratio $\sqrt{\frac{u}{\epsilon}}$ as the characteristic impedance or intrinsic impedance of the (nonconducting) medium. For free space

$$
\begin{array}{rlr}
\mu & =\mu_{v}=4 \pi \times 10^{-7} & \text { henrys } / \mathrm{m} \\
\epsilon=\epsilon_{v} \approx \frac{1}{36 \pi \times 10^{9}} & \mathrm{f} / \mathrm{m}
\end{array}
$$

so that

$$
\sqrt{\frac{\mu}{\epsilon}}=\sqrt{\frac{\mu_{v}}{\epsilon_{v}}} \approx 120 \pi=377 \mathrm{ohms}
$$

For any medium, whether conducting or not, the intrinsic impedance is designated by the symbol $\eta$. When the medium is free space or a vacuum, the subscript $v$ is used. That is, the intrinsic impedance of free space is

$$
\eta_{v}=\sqrt{\frac{\mu_{v}}{\epsilon_{v}}}=377 \mathrm{ohms}
$$

Polarization. The plane wave just considered has no $x$ component of electric field (that is, no component of $\mathbf{E}$ in the direction of propagation), but in general would have components $E_{y}$ and $E_{z}$. If $E_{z}=0$ and only $E_{y}$ has value the wave is said to be polarized in the $y$ direction. If $E_{y}=0$ but $E_{z}$ has value the wave would be polarized in the $z$ direction. If both $E_{y}$ and $E_{z}$ components are present and are in time phase, the resultant electric field has a direction dependent on the relative magaitude of $E_{y}$ and $E_{x}$. The angle which this direction makes with the $y$ axis is $\tan ^{-1} E_{z} / E_{y}$ and this angle will be constant with time. In all of the above cases in which the direction of the resultant vector is constant with time the wave is said to be linearly polarized, and the direction of polarization is just the direction of the electric vector.*

If the $E_{y}$ and $E_{z}$ components are not in time phase, that is, if at a given point they reach their maximum values at different instants of time, then the direction of the resultant electric vector will vary with time. In this case the locus of the end point of the resultant $\mathbf{E}$ will be an ellipse and the wave is said to be elliptically polarized.

[^10]

Fra. 5-3. Linear, elliptical, and circular polarization.
In the particular case where $E_{y}$ and $E_{z}$ have equal magnitudes and a $90^{\circ}$ time phase difference, the locus of the resultant $\mathbf{E}$ is a circle and the wave is circularly polarized.
5.05 The Wave Equations for a Conducting Medium. In the foregoing sections Maxwell's equations were solved for the particular case of a perfect dielectric, such as free space, in which there were neither charges nor conduction currents. For regions in which the conductivity is not zero and conduction currents may
exist, the more general solution must be obtained. It follows in a manner similar to the simpler case already considered.

Recall Maxwell's equations:

$$
\begin{align*}
\operatorname{curl} \mathrm{H} & =\epsilon \dot{\mathrm{E}}+\boldsymbol{i} & \text { I }  \tag{l}\\
\operatorname{curl} \mathrm{E} & =-\mu \dot{\mathrm{H}} & \text { II }
\end{align*}
$$

If the medium has a conductivity $\sigma$ ( $\mathrm{mhos} / \mathrm{m}$ ), the conduction current density will be given by Ohm's law:*

$$
\begin{equation*}
i=\sigma \mathrm{E} \tag{5-42}
\end{equation*}
$$

so that eq. I becomes

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}=\epsilon \mathrm{E}+\sigma \mathrm{E} \tag{5-43}
\end{equation*}
$$

Again assuming that all fields and currents vary with time as $e^{j u t}$ so that, for example,

$$
\dot{E}=j \omega \mathrm{E}
$$

eq. (43) becomes

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}=(\sigma+j \omega \epsilon) \mathrm{E} \tag{5-44}
\end{equation*}
$$

Differentiating with respect to time gives

$$
\begin{equation*}
\operatorname{curl} \dot{\mathrm{H}}=j \omega(\sigma+j \omega \epsilon) \mathbf{E} \tag{5-45}
\end{equation*}
$$

Take the curl of both sides of equation II and then substitute into it eq. (45)

$$
\begin{aligned}
\operatorname{curl} \operatorname{curl} \mathbf{E} & =-\mu \operatorname{curl} \mathbf{H} \\
& =-j \omega \mu(\sigma+j \omega \epsilon) \mathbf{E}
\end{aligned}
$$

Recall that

$$
\operatorname{curl} \operatorname{curl} E=\operatorname{grad} \operatorname{div} E-\nabla^{2} E
$$

Combining these last two equations, there results

$$
\begin{equation*}
\nabla^{2} E-j \omega \mu(\sigma+j \omega \epsilon) E=\operatorname{grad} \operatorname{div} \mathrm{E} \tag{5-46}
\end{equation*}
$$

Now for any homogeneous medium in which $\epsilon$ is constant

$$
\operatorname{div} E=\frac{1}{\epsilon} \operatorname{div} D
$$

But div $\mathrm{D}=\rho$, and since there is no net charge within a conductor

* Equation (42) is the vector statement (applicable to an elemental volume) of the more familiar relation $I=V / R$ (see problem 7, chap. 3).
(although there may be a charge on the surface), the charge density $\rho$ equals zero* and thercfore

$$
\operatorname{div} \mathrm{D}=0
$$

Equation (46) then becomes

$$
\begin{equation*}
\nabla^{2} \mathbf{E}-j \omega \mu(\sigma+j \omega \epsilon) \mathbf{E}=0 \tag{5-47}
\end{equation*}
$$

This is the wave equation for E . The wave equation for H is obtained in a similar manner.

$$
\begin{aligned}
\text { curl curl } \mathrm{H} & =(\sigma+j \omega \epsilon) \operatorname{curl} \mathrm{E} \\
\operatorname{curl} \mathrm{E} & =-j \omega \mu \mathrm{H}
\end{aligned}
$$

$$
\operatorname{grad} \operatorname{div} \mathrm{H}-\nabla^{2} \mathrm{H}=(-j \omega \mu)(\sigma+j \omega \epsilon) \mathrm{H}
$$

But

$$
\operatorname{div} \mathrm{H}=\frac{1}{\mu} \operatorname{div} \mathrm{~B}=0
$$

Therefore

$$
\begin{equation*}
\nabla^{2} \mathrm{H}-(j \omega \mu)(\sigma+j \omega \epsilon) \mathrm{H}=0 \tag{5-48}
\end{equation*}
$$

This is the wave equation for H .
Equations (47) and (48) are the general wave equations for a homogeneous conducting medium and sinusoidal time variations.

Wave Propajation in a Conducting Medium. The solutions of general wave eqs. (47) and (48) in a conducting medium will as before yield expressions for a wave. In this case, however, on account of the finite conductivity, there will be loss in the medium and the wave will be attenuated as it progresses. It is desirable to know the value of the attenuation constant in terms of the constants of the medium.

Equation (47) may be written in the form

$$
\begin{equation*}
\nabla^{2} E-\gamma^{2} E=0 \tag{5-49}
\end{equation*}
$$

where

$$
\gamma^{2}=(j \omega \mu)(\sigma+j \omega \epsilon)
$$

*The statement of no net charge within a conductor is consistent with our notion of current flow as a drift of free negative electrons through the positive atomic lattice of the conductor. Within any macroscopic element of volume the positive and negative charges are equal in number (on the average), and the net charge is zero. It is easily shown for steady-state sinusoidal time variations that div $D=0$ (and therefore $\rho=0$ ) in conductors is a direct consequence of Maxwell's equations and Ohm's law (see problem 3). It can also be shown that if a chaice ever were placed within a conductor (in some manner not explained) the "transient time" or "relaxation time" required for this charge to appear on the surface would be exceedingly small for any materials considered to be conductors (see problem 4).

In general, the constant $\gamma$ is complex and has real and imaginary parts designated by $\alpha$ and $\beta$ respectively. That is, $\gamma=\alpha+j \beta$.

Again consider a uniform plane wave traveling in the $x$ direction. For this case, (49) becomes

$$
\begin{equation*}
\frac{\partial^{2} \mathrm{E}}{\partial x^{2}}=\gamma^{2} \mathrm{E} \tag{5-50}
\end{equation*}
$$

A possible solution for (50) would be

$$
\mathbf{E}=\mathbf{E}^{\prime} e^{ \pm \gamma x}
$$

For reasons, which will become apparent, use the minus sign and consider the solution

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}^{\prime} e^{-\gamma x} \tag{5-51}
\end{equation*}
$$

When $\mathbf{E}^{\prime}$ is expressed explicitly as a function of time as for example

$$
\mathbf{E}^{\prime}=E_{0} e^{j \omega t}
$$

eq. (51) can be written

$$
\begin{align*}
\mathbf{E} & =\mathbf{E}_{0} e^{j \omega t} e^{-\gamma x} \\
& =\mathbf{E}_{0} e^{j \omega t} e^{-\alpha x} e^{-j \beta x} \\
& =\mathbf{E}_{0} e^{-\alpha x} e^{j(\omega t-\beta x)} \tag{5-52}
\end{align*}
$$

Equation (52) is the equation of a wave moving in the $x$ direction with a velocity $\omega / \beta$. The wave is attenuated by the factor $e^{-\alpha x}$. $\alpha$ and $\beta$ are the real and imaginary parts respectively of

$$
\gamma=\sqrt{(j\lrcorner \mu)(\sigma+j \nu \epsilon)}
$$

The constant $\gamma$ is known as the propagation constant for the wave. As is seen from eq. (52), $\alpha$, the real part of $\gamma$, is a measure of the rate at which the wave is attenuated as it progresses through the medium. $\beta$, the imaginary part of $\gamma$, is the phase shift per unit length for the wave. Since the phase shifts through a complete cycle, or $2 \pi$ radians, for each wave length,

$$
\beta=\frac{2 \pi}{\lambda}
$$

The velocity of propagation of the wave, or the phase velocity is given by

$$
v=\lambda f=\frac{\omega}{\beta}
$$

In terms of the "primary" constants of the medium, that is $\sigma, \mu$, and $\epsilon$, the values of $\alpha$ and $\beta$ are

$$
\begin{align*}
\alpha & =\text { real part of } \sqrt{(j \omega \mu)(\sigma+j \omega \epsilon)} \\
& =\omega \sqrt{\frac{\mu \epsilon}{2}\left(\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}-1\right)}  \tag{5-53}\\
\beta & =\omega \sqrt{\frac{\mu \epsilon}{2}\left(\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}+1\right)} \tag{5-54}
\end{align*}
$$

Problem 2. From the expression $\gamma=\sqrt{j \omega \mu(\sigma+j \omega \epsilon)}$ derive expressions (53) and (54).

Problem 3. Using Maxwell's equation I show that

$$
\operatorname{div} \mathrm{D}=0 \text { in a conductor, }
$$

if Ohm's law and sinusoidal time variations (i.e., as e ${ }^{i \omega t}$ ) are assumed.
Problem 4. Using div $\mathrm{D}=\rho$, Ohm's law, and the equation of continuity show that if at any instant a charge density $\rho$ existed within a conductor, it would decrease to $1 / e$ times this value in a time $\epsilon / \sigma$ seconds. Calculate this time for a copper conductor.
5.06 Conductors and Dielectrics. In electromagnetics, materials are divided roughly into two classes; conductors and dielectrics or insulators. The dividing line between the two classes is not sharp and some media (for example the earth) are considered as conductors in one part of the radio frequency range, but as dielectrics (with loss) in another part of the range.

In Maxwell's first equation:

$$
\operatorname{Curl} \mathbf{H}=\sigma \mathbf{E}+j \omega \epsilon \mathbf{E}
$$

the first term on the right is conduction current density and the second term is displacement current density. The ratio $\sigma / \omega \in$ is therefore just the ratio of conduction current density to displacement current density in the medium. Hence, $\sigma / \omega \epsilon=1$ can be considered to mark the dividing line between conductors and dielectrics. For good conductors such as metals $\sigma / \omega \in$ is very much greater than unity over the entire radio frequency spectrum. For example for copper, even at the relatively high frequency of $30,000 \mathrm{mc}$, $\sigma / \omega \epsilon$ is about $3.5 \times 10^{8}$. For good dielectrics or insulators $\sigma / \omega \epsilon$ is very much less than unity in the radio frequency range. For example, for mica at audio or radio frequencies $\sigma / \omega \epsilon$ is of the order
of 0.0002 . For good conductors $\sigma$ and $\epsilon$ are nearly independent of frequency, but for most materials classed as dielectrics the "constants" $\sigma$ and $\epsilon$ are functions of frequency. It has been found for these materials that the ratio $\sigma / \omega \epsilon$ is often relatively constant over the frequency range of interest. For this and other reasons the properties of dielectrics are usually given in terms of the dielectric "constant" $\epsilon$ and the ratio $\sigma / \omega \epsilon$. Under these circumstances the ratio $\sigma / \omega \epsilon$ is known as the dissipation factor $D$ of the dielectric. For reasonably good dielectrics, that is those having small values of $D$, the dissipation factor is practically the same as the power factor of the dielectric. Actually, power factor is given by
where

$$
\begin{aligned}
\text { P.F. } & =\sin \phi \\
\phi & =\tan ^{-1} D
\end{aligned}
$$

Dissipation factor and power factor differ by less than 1 per cent when their values are less than 0.15 .

Most materials used in radio are required either to pass conduction currents readily or to prevent the flow of conduction current as completely as possible. For this reason most materials met with in practice will fall into either the good conductor or the good insulator class. The important practical exception is the earth, which occupies an in-between position throughout most of the radio frequency spectrum. This case will be treated in detail in the chapter on propagation. For both good conductors and good dielectrics certain approximations are valid which simplify considerably the expressions for $\alpha$ and $\beta$.

Wave Propagation in Good Dielectrics. For this case $\sigma / \omega \epsilon \ll 1$ so that it is possible to write to a very good approximation

$$
\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}} \cong\left(1+\frac{\sigma^{2}}{2 \omega^{2} \epsilon^{2}}\right)
$$

where only the first two terms of the binomial expansion have been used. Then expression (53) for $\alpha$ becomes

$$
\begin{equation*}
\alpha \cong \omega \sqrt{\frac{\mu \epsilon}{2}\left[\left(1+\frac{\sigma^{2}}{2 \omega^{2} \epsilon^{2}}\right)-1\right]}=\frac{\sigma}{2} \sqrt{\frac{\mu}{\epsilon}} \tag{5-55}
\end{equation*}
$$

This expression may be compared with the expression for the attenuation factor of a low-loss transmission line having zero series
resistance. In that case the expression for $\alpha$ is

$$
\alpha=\frac{G}{2} \sqrt{\frac{L}{C}}=\frac{G}{2} Z_{0}
$$

The expression for $\beta$ reduces in a similar manner

$$
\begin{equation*}
\beta \cong \omega \sqrt{\frac{\mu \epsilon}{2}\left[\left(1+\frac{\sigma^{2}}{2 \omega^{2} \epsilon^{2}}\right)+1\right]}=\omega \sqrt{\mu \epsilon}\left(1+\frac{\sigma^{2}}{8 \omega^{2} \epsilon^{2}}\right) \tag{5-56}
\end{equation*}
$$

$\omega \sqrt{\mu \epsilon}$ is the phase shift factor for a perfect dielectric. The effect of a small amount of loss is to add the second term of (56) as a small correction factor. The velocity of the wave in the dielectric is given by

$$
\begin{align*}
v & =\frac{\omega}{\beta}=\frac{1}{\sqrt{\mu \epsilon}\left(1+\frac{\sigma^{2}}{8 \omega^{2} \epsilon^{2}}\right)} \\
& \cong v_{0}\left(1-\frac{\sigma^{2}}{8 \dot{\omega}^{2} \epsilon^{2}}\right) \tag{5-57}
\end{align*}
$$

Where $v_{0}=1 / \sqrt{\mu \epsilon}$ is the velocity of the wave in the dielectric when the conductivity is zero. The effect of a small amount of loss is to reduce slightly the velocity of proparation of the wave. It will be shown later that the general expression for the intrinsic or characteristic impedance of a medium which has a finite conductivity is

$$
\eta=\sqrt{\frac{j \nu \mu}{\sigma+j \omega \epsilon}}
$$

Using the same approximations as above, this becomes for a good dielectric

$$
\begin{aligned}
\eta & =\sqrt{\frac{\mu}{\epsilon}\left(\frac{1}{1+\frac{\sigma}{j \omega c}}\right)} \\
& \cong \sqrt{\frac{\mu}{\epsilon}}\left(1+j \frac{\sigma}{2 \omega \epsilon}\right)
\end{aligned}
$$

Since $\sqrt{\mu / \epsilon}$ is the intrinsic impedance of the dielectric when $\sigma=0$, it is seen that the chief effect of a small amount of loss is to add a small reactive component to the intrinsic impedance.

Wave Propagation in a Good Conductor. For this case $\frac{\sigma}{\omega \epsilon} \gg 1$ so that the expression for $\gamma$ may be written

$$
\begin{aligned}
\gamma & =\sqrt{(j \omega \mu \sigma)\left(1+j \frac{\omega \epsilon}{\sigma}\right)} \\
& \cong \sqrt{j \omega \mu \sigma}=\sqrt{\omega \mu \sigma} / 45^{\circ}
\end{aligned}
$$

Therefore

$$
\alpha=\beta=\sqrt{\frac{\omega \mu \sigma}{2}}
$$

The velocity of the wave in the conductor will be

$$
v=\frac{\omega}{\beta}=\sqrt{\frac{2 \omega}{\mu \sigma}}
$$

and the intrinsic impedance of the conductor is

$$
\eta \cong \sqrt{\frac{\overline{j \omega \mu}}{\sigma}}=\sqrt{\frac{\omega \mu}{\sigma}} / 45^{\circ}
$$

It is seen that in good conductors where $\sigma$ is very large, both $\alpha$ and $\beta$ are also large. This means that the wave is attenuated greatly as it progresses through the conductor and the phase shift per unit length is also great. The velocity of the wave, being inversely proportional to $\beta$, is very small in a good conductor, and is of the same order of magnitude as that of a sound wave in air. The characteristic impedance is also very small and has a reactive component. The angle of this impedance is always 45 degrees for good conductors.

Dcpth of Penetration. In a medium which has conductivity the wave is attenuated as it progresses owing to the losses which occur. In a good conductor at radio frequencies the rate of attenuation is very great and the wave may penetrate only a very short distance before being reduced to a negligibly small percentage of its original strength. A term that has significance under such circumstances is the depth of penetration. The depth of penetration, $\delta$, is defined as that depth in which the wave has been attenuated to $1 / e$ or approximately 37 per cent of its oricinal value. Since the amplitude decreases by the factor $e^{-\alpha x}$ it is apparent that at that distance $x$, which makes $\alpha x=1$, the amplitude is only $1 / c$ times its value at $x=0$. By definition this distance is equal to $\delta$, the depth of pene-
tration; so

$$
\alpha \delta=1 \quad \text { or } \quad \delta=\frac{1}{\alpha}
$$

The general expression for depth of penetration is

$$
\delta=\frac{1}{\alpha}=\frac{1}{\omega \sqrt{\frac{\mu \epsilon}{2}\left(\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}-1\right)}}
$$

For a good conductor the depth of penetration is

$$
\delta=\frac{1}{\alpha} \cong \sqrt{\frac{2}{\omega \mu \sigma}}
$$

As an example of the order of magnitude of $\delta$ in metals, the depth of penetration of a megacycle wave into copper which has a conductivity $\sigma=5.8 \times 10^{7}$ mhos per meter and a permeability approximately equal to that of free space is

$$
\delta=\sqrt{\frac{2 \times 10^{7}}{2 \pi \times 10^{6} \times 4 \pi \times 5.8 \times 10^{7}}}=0.0667 \mathrm{~mm}
$$

At 100 mc it is 0.00667 mm , whereas at 60 cps , it is 8.67 mm .
Problem 5. Earth is considered to be a good conductor when $\omega \epsilon / \sigma \ll 1$. Determine the highest frequencies for which earth can be considered a good conductor if $\ll 1$ means less than 0.1 . Assume the following constants:

$$
\sigma=5 \times 10^{-3} \mathrm{mho} / \text { meter } \quad \epsilon=10 \epsilon_{\nu}
$$

Problem 6. A copper wire carries a conduction current of 1 amp. Determine the displacement current in the wire at 100 mc . (Assume that copper has about the same permittivity as free space, that is $\epsilon=\epsilon_{v}$. For copper $\sigma=5.8 \times 10^{7} \mathrm{mhos} / \mathrm{m}$.)

## PART II-REFLECTION AND REFRACTION OF PLANE WAVES

5.07 Reflection by a Perfect Conductor-Normal Incidence. When an electromagnetic wave traveling in one medium impinges upon a second medium having a different dielectric constant, permeability, or conductivity, the wave in general will be partially transmitted and partially reflected. In the case of a plane wave in air incident normally upon the surface of a perfect conductor, the wave is entirely reflected. For fields that vary with time
neither $\mathbf{E}$ nor $\mathbf{H}$ can exist within a perfect conductor so that none of the energy of the incident wave can be transmitted. Since there can be no loss within a perfect conductor, none of the energy is absorbed. As a result the amplitudes of $\mathbf{E}$ and $\mathbf{H}$ in the reflected wave are the same as in the incident wave, and the only difference is in the direction of power flow. If the expression for the electric field of the incident wave is

$$
E_{i} e^{j(\omega t-\beta x)}
$$

and the surface of the perfect conductor is taken to be the $x=0$ plane, the expression for the reflected wave will be

$$
E_{r} e^{j(\omega t+\beta x)}
$$

where $E_{\mathrm{r}}$ must be determined from the boundary conditions. Inasmuch as the tangential cumponent of $\mathbf{E}$ must be continuous across the boundary and $\mathbf{E}$ is zero within the conductor, the tangential component of $\mathbf{E}$ just outside the conductor must also be zero. This requires that the sum of the electric intensities in the initial and reflected waves add to give zero resultant intensity in the plane $x=0$. Therefore

$$
E_{r}=-E_{i}
$$

The amplitude of the reflected electric intensity is equal to that of the initial electric intensity, but its phase has been reversed on reflection.

The resultant electric field at any point a distance $-x$ from the $x=0$ plane will be the sum of the intensities of the incident and reflected waves at that point and will be given by

$$
\begin{align*}
E_{T} & =E_{i} e^{j(\omega t-\beta x)}+E_{r} e^{j(\omega t+\beta x)} \\
& =E_{i}\left[e^{i(\omega t-\beta x)}-e^{j(\omega t+\beta x)}\right] \\
& =E_{i} e^{j \omega t}\left(e^{-j \beta x}-e^{+j \beta x}\right) \\
& =-2 j E_{i} \sin \beta x e^{j \omega t} \tag{5-58}
\end{align*}
$$

Equation (58) shows that the incident and reflected waves combine to produce a standing wave, which does not progress. The magnitude of the electric field varies sinusoidally with distance from the reflecting plane. It is zero at the surface and at multiples of half wavelength from the surface. It has a maximum value of twice the electric intensity of the incident wave at distances from the surface that are odd multiples of a quarter wavelength.

Inasmuch as the boundary conditions require that the electric intensity be reversed in phase on reflection in order to produce zero resultant field at the surface, it follows that the magnetic intensity must be reflected without reversal of phase. If both magnetic and electric intensities were reversed, there would be no reversal of direction of energy propagation, which is required in
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this case. Therefore, the phase of the reflected magnetic intensity $H_{\mathrm{r}}$ is the same* as that of the incident magnetic intensity $I I_{i}$ at the surface of reflection $x=0$. The expression for the resultant mag-
*An alternative way of arriving at this same result is from a consideration of current flow in the conductor. If it is assumed for the incident wave, which is traveling to the right in the positive $x$ direction, that $E_{i}$ is in the positive $y$ direction and $H_{i}$ is in the positive $z$ direction (it will be seen later that the direction of energy propagation is always the direction of the vector $\mathbf{E} \times \mathrm{H}$ ), the current flow in the conductor will be in the same direction as the incident clectric field, that is, in the positive $y$ direction. This current flow produces an electric field $-E_{\nu}$ to oppose the incident field (Lenz's law) and produces a magnetic field, which is shown by application of the right hand rule to be in the positive $z$ direction. Therefore the magnctic field of the reflected wave has the same direction as in the incident wave.
netic field will be

$$
\begin{align*}
I I_{T} & =H_{i} i^{j(\omega t-\beta x)}+I I_{r} c^{j\left(\omega t+\beta_{x}\right)} \\
& =H_{i}\left[c^{(i \omega t-\beta x)}+c^{j(\omega t+\beta x)}\right] \\
& =2 I I_{i} \cos \rho x e^{j \omega t} \tag{5-59}
\end{align*}
$$

The resultant magnetic intensity $I I$ also has a standing wave distribution. In this case, however, it has maximum value at the surface of the conductor and at multiples of a half wavelength from the surface, whereas the zero points occur at odd multiples of a quarter wavelength from the surface. From the boundary conditions for $H$ it follows that there must be a surface current of $J$ amperes per meter, such that $J=H_{T}$ (at $x=0$ ).

Since $E_{i}$ and $H_{i}$ were in time phase in the incident plane wave, a comparison of (58) and (59) shows that $E_{T}$ and $H_{T}$ are 90 degrees out of time phase because of the factor $j$ in (58). This is as it should be, for it indicates no average flow of power. This is the case when the energy transmitted in the forward direction is equalled by that reflected back.

That $E_{T}$ and $H_{T}$ are 90 degrees apart in time phase can be seen more clearly by rewriting (58) and (59). Replacing $-j$ by its equivalent $e^{-i(\pi / \varepsilon)}$ and combining this with the $e^{j \omega t}$ term to give $e^{\left.e^{j \omega t}-(\pi / 2)\right]}$ eq. (58) becomes

$$
\begin{equation*}
E_{T}=2 E_{i} \sin \beta x c^{j \omega t-(\pi /))} \tag{5-58a}
\end{equation*}
$$

Recalling that only the real (or only the imaginary) part of the $e^{j[\omega t-(\pi / 2)]}$ term is to be used finally, (58a) means

$$
\begin{equation*}
E_{T}=2 E_{i} \sin \beta x \cos \left(\omega t-\frac{\pi}{2}\right) \tag{5-58b}
\end{equation*}
$$

Likewise rewriting (50),

$$
\begin{equation*}
I I_{T}=2 I I_{i} \cos \beta x \cos (\omega t) \tag{5-59a}
\end{equation*}
$$

Comparison of (58b) and (59a) shows that $E_{T}$ and $I_{T}$ differ in time phase by $\pi / 2$ radians or 90 degrees.
5.08 Reflection ky a Perfect Dielectric-Normal Incidence. When a plane electromagnetic wave is incident normally on the surface of a perfect dielectric, part of the energy is transmitted and part of it is reflected. A perfect dielectric is one with zero conductivity, so that there is no loss or absorption of power in propagation through the dielectric.

As before, consider the case of a plane wave traveling in the $x$ direction incident on a boundary that is parallel to the $x=0$ plane. Let $E_{i}$ be the electric intensity of the incident wave striking the boundary, $E_{r}$ be the electric intensity of the reflected wave leaving the boundary in the first medium, and $E_{t}$ be the electric intensity of the transmitted wave propagated into the second medium. Similar subscripts will be applied to the magnetic intensity $H$. Let $\epsilon_{1}$ and $\mu_{1}$ be the constants of the first medium and $\epsilon_{2}$ and $\mu_{2}$ be the constants of the second medium. Designating by $\eta_{1}$ and $\eta_{2}$, the ratios $\sqrt{\mu_{1} / \epsilon_{1}}$ and $\sqrt{\mu_{2} / \epsilon_{2}}$ the following relations will hold

$$
\begin{aligned}
& E_{i}=\eta_{1} H_{i} \\
& E_{r}=-\eta_{1} H_{r} \\
& E_{t}=\eta_{2} H_{t}
\end{aligned}
$$

The continuity of the tangential components of E and H require that

$$
\begin{aligned}
H_{i}+H_{r} & =H_{t} \\
E_{i}+E_{r} & =E_{t}
\end{aligned}
$$

Combining these

$$
\begin{gather*}
H_{i}+H_{r}=\frac{1}{\eta_{1}}\left(E_{i}-E_{r}\right)=H_{t}=\frac{1}{\eta_{2}}\left(E_{i}+E_{r}\right) \\
\eta_{2}\left(E_{i}-E_{r}\right)=\eta_{1}\left(E_{i}+E_{r}\right) \\
E_{i}\left(\eta_{2}-\eta_{1}\right)=E_{r}\left(\eta_{2}+\eta_{1}\right) \\
\frac{E_{r}}{E_{i}}=\frac{\eta_{2}-\eta_{1}}{\eta_{2}+\eta_{1}} \tag{5-60}
\end{gather*}
$$

Also

$$
\frac{E_{t}}{E_{i}}=\frac{E_{i}+E_{r}}{E_{i}}=1+\frac{E_{r}}{E_{i}}
$$

$$
\begin{equation*}
=\frac{2 \eta_{2}}{\eta_{2}+\eta_{1}} \tag{5-61}
\end{equation*}
$$

$$
\begin{align*}
& \frac{H_{r}}{H_{i}}=-\frac{E_{r}}{E_{i}}=\frac{\eta_{1}-\eta_{2}}{\eta_{1}+\eta_{2}}  \tag{5-62}\\
& \frac{H_{i}}{H_{i}}=\frac{\eta_{1}}{\eta_{2}} \frac{E_{t}}{E_{i}}=\frac{2 \eta_{1}}{\eta_{1}+\eta_{2}} \tag{5-63}
\end{align*}
$$

The permeabilities of all known insulators do not differ appreciably from that of free space, so that $\mu_{1}=\mu_{2}=\mu_{0}$. Inserting this relation the above expressions can be written in terms of the dielectrie
constants as follows:

Similarly

$$
\begin{align*}
& \frac{E_{r}}{E_{i}}=\frac{\sqrt{\mu_{v} / \epsilon_{2}}-\sqrt{\mu_{v} / \epsilon_{1}}}{\sqrt{\mu_{v} / \epsilon_{2}}+\sqrt{\mu_{v} / \epsilon_{1}}} \\
& \frac{E_{r}}{E_{i}}=\frac{\sqrt{\epsilon_{1}}-\sqrt{\epsilon_{2}}}{\sqrt{\epsilon_{1}}+\sqrt{\epsilon_{2}}} \tag{5-64}
\end{align*}
$$

$$
\begin{align*}
& \frac{E_{t}}{E_{i}}=\frac{2 \sqrt{\epsilon_{1}}}{\sqrt{\epsilon_{1}}+\sqrt{\epsilon_{2}}}  \tag{5-65}\\
& \frac{H_{r}}{H_{\imath}}=\frac{\sqrt{\epsilon_{2}}-\sqrt{\epsilon_{1}}}{\sqrt{\epsilon_{1}}+\sqrt{\epsilon_{2}}}  \tag{5-66}\\
& \frac{H_{t}}{H_{i}}=\frac{2 \sqrt{\epsilon_{2}}}{\sqrt{\epsilon_{1}}+\sqrt{\epsilon_{2}}} \tag{5-67}
\end{align*}
$$

5.09 Reflection by a Perfect Insulator-Oblique Incidence. If a plane wave is incident upon a boundary surface that is not parallel


Fig. 5-5. Reflection and refraction.
to the plane containing $\mathbf{E}$ and $\mathbf{H}$, the boundary conditions are more complex. Again part of the wave will be transmitted and part of it reflected, but in this case the transmitted wave will be refracted; that is the direction of propagation will be altered. Consider Fig. 5-5, which shows a ray of the wave. (A ray is a line drawe normal to the equiphase surfaces.)

In the diagram the one side of the incident ray travels the distance $C B$, whereas the other side of the transmitted ray travels the distance $A D$ and the left side of the reflected ray travels from $A$ to $E$. If $v_{1}$ is the velocity of the wave in medium (1) and $v_{2}$ is the velocity in medium (2), then

$$
\frac{C B}{A D}=\frac{v_{1}}{v_{2}}
$$

Now $C B=A B \sin \theta_{1}$ and $A D=A B \sin \theta_{2}$, so that

$$
\frac{\sin \theta_{1}}{\sin \theta_{2}}=\frac{v_{1}}{v_{2}}
$$

In terms of the constants of the media, $v_{1}$ and $v_{2}$ are given by

$$
\begin{aligned}
& v_{1}=\frac{1}{\sqrt{\mu_{1} \epsilon_{1}}}=\frac{1}{\sqrt{\mu_{v} \epsilon_{1}}} \\
& v_{2}=\frac{1}{\sqrt{\mu_{2} \epsilon_{2}}}=\frac{1}{\sqrt{\mu_{v} \epsilon_{2}}}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
\frac{\sin \theta_{1}}{\sin \theta_{2}}=\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}} \tag{5-08}
\end{equation*}
$$

Furthermore

$$
A E=C B
$$

and as a resu.t, $\sin \theta_{1}=\sin \theta_{3}$, or

$$
\begin{equation*}
\theta_{1}=\theta_{3} \tag{5-69}
\end{equation*}
$$

The angle of incidence is equal to the angle of reflection; the angle of incidence is related to the angle of refraction by eq. (68), which in optics is known as the law of sines, or Snell's law.

In a later section it will be shown that the power transmitted per square meter in a wave is the vector product of E and H . Since E and II are at right angles to each other, in this case the power transmitted per square meter is equal to $E^{2} / \eta$. The power in the incident wave striking $A B$ will be proportional to $\left(1 / \eta_{1}\right) E_{i}{ }^{2} \cos \theta_{1}$, that reflected will be $\left(1 / \eta_{1}\right) E_{r}^{2} \cos \theta_{1}$ and that transmitted through the boundary will be $\left(1 / \eta_{2}\right) E_{t}{ }^{2} \cos \theta_{2}$. By the
conservation of energy

$$
\begin{align*}
\frac{1}{\eta_{1}} E_{i}{ }^{2} \cos \theta_{1} & =\frac{1}{\eta_{1}} E_{r}^{2} \cos \theta_{1}+\frac{1}{\eta_{2}} E_{t}{ }^{2} \cos \theta_{2} \\
\frac{E_{r}{ }^{2}}{E_{i}{ }^{2}} & =1-\frac{\eta_{1} E_{t}{ }^{2} \cos \theta_{2}}{\eta_{2} E_{i}^{2} \cos \theta_{1}} \\
\frac{E_{r}^{2}}{E_{i}^{2}} & =1-\frac{\sqrt{\epsilon_{2}} E_{t}{ }^{2} \cos \theta_{2}}{\sqrt{\epsilon_{1}} E_{i}^{2} \cos \theta_{1}} \tag{5-70}
\end{align*}
$$

It is necessary to consider separately two cases. The first of these is the case in which the electric vector is parallel to the


Fig. 5-6. Reflection and refraction waves that have (a) perpendicular (horizontal) polarization, and (b) parallal (vertical) polarization.
boundary surface or perpendicular to the plane of incidence. (The plane of incidence is the plane containing the incident ray and the normal to the surface.) This case is often termed horizontal polarization. In the second case the magnetic vector is parallei to the boundary surface, and the electric vector is parallel to the plane of incidence. This case is often termed vertical polarization. The two cases are shown in Fir. 5-6. The terms "horizontally and vertically polarized waves" refer to the fact that waves from horizontal and vertical antennas, respectively, would produce these particular orientations of electric and magnetic vectors in waves striking the surface of the earth. However, it is seen that, whereas
the electric vector of a "horizontally" polarized wave is horizontal, the electric vector of a "vertically" polarized wave is not wholly vertical but has some horizontal component. More significant designations are the terms "perpendicular" and "parallel" polarization to indicate that the electric vector is perpendicular or parallel to the plane of incidence. In wave guide work the terms transverse electric ( $T E$ ) and transverse magnetic ( $T M$ ) are used to indicate that the electric or magnetic vector respectively is parallel to the boundary plane. The reason for this will be discussed later.

Case I: Perpendicular (Horizontal) Polarization. In this case the electric vector $\mathbf{E}$ is perpendicular to the plane of incidence and parallel to the reflecting surface. Let the electric intensity $E_{i}$ of the incident wave be in the positive $x$ direction (outward in Fig. 5-6a), and let the assumed positive directions for $E_{r}$ and $E_{t}$ in the reflected and transmitted waves also be in the positive $x$ direction. Then, applying the boundary condition that the tangential component of $\mathbf{E}$ is continuous across the boundary,

$$
\begin{align*}
& E_{i}+E_{r}=E_{t} \\
& \frac{E_{t}}{E_{i}}=1+\frac{E_{r}}{E_{i}} \tag{5-71}
\end{align*}
$$

Insert this in eq. (70)

$$
\begin{aligned}
\frac{E_{r^{2}}}{E_{i}^{2}} & =1-\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}}\left(1+\frac{E_{r}}{E_{i}}\right)^{2} \frac{\cos \theta_{2}}{\cos \theta_{1}} \\
1-\left(\frac{E_{r}}{E_{i}}\right)^{2} & =\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}}\left(1+\frac{E_{r}}{E_{i}}\right)^{2} \frac{\cos \theta_{2}}{\cos \theta_{1}} \\
1-\frac{E_{r}}{E_{i}} & =\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}}\left(1+\frac{E_{r}}{E_{i}}\right) \frac{\cos \theta_{2}}{\cos \theta_{1}} \\
\frac{E_{r}}{E_{i}} & =\frac{\sqrt{\epsilon_{1}} \cos \theta_{1}-\sqrt{\epsilon_{2}} \cos \theta_{2}}{\sqrt{\epsilon_{1}} \cos \theta_{1}+\sqrt{\epsilon_{2}} \cos \theta_{2}}
\end{aligned}
$$

Now from eq. (68)

$$
\sqrt{\epsilon_{2} \cos \theta_{2}}=\sqrt{\epsilon_{2}\left(1-\sin ^{2} \theta_{2}\right)}=\sqrt{\epsilon_{2}-\epsilon_{1} \sin ^{2} \theta_{1}}
$$

therefore

$$
\begin{align*}
\frac{E_{r}}{E_{i}} & =\frac{\sqrt{\epsilon_{1}} \cos \theta_{1}-\sqrt{\epsilon_{2}-\epsilon_{1} \sin ^{2} \theta_{1}}}{\sqrt{\epsilon_{1}} \cos \theta_{1}+\sqrt{\epsilon_{2}-\epsilon_{1} \sin ^{2} \theta_{1}}}  \tag{5-72}\\
& =\frac{\cos \theta_{1}-\sqrt{\left(\epsilon_{2} / \epsilon_{1}\right)-\sin ^{2} \theta_{1}}}{\cos \theta_{1}+\sqrt{\left(\epsilon_{2} / \epsilon_{1}\right)-\sin ^{2} \theta_{1}}} \tag{5-72a}
\end{align*}
$$

Equation (72) gives the ratio of reflected to incident electric intensity for the case of a perpendicularly polarized wave.

Case II: Parallel (Vertical) Polarization. In this case E is parallel to the plane of incidence and $\mathbf{H}$ is parallel to the reflecting surface. Again applying the boundary condition that the tangential component of $\mathbf{E}$ is continuous across the boundary in this case gives (Fig. 5-6b),

$$
\begin{gathered}
\left(E_{i}-E_{r}\right) \cos \theta_{1}=E_{1} \cos \theta_{2} \\
\frac{E_{t}}{E_{i}}=\left(1-\frac{E_{r}}{E_{i}}\right) \frac{\cos \theta_{1}}{\cos \theta_{2}}
\end{gathered}
$$

Insert this in eq. (70)

$$
\begin{aligned}
& \left(\frac{E_{r}}{E_{i}}\right)^{2}=1-\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}}\left(1-\frac{E_{r}}{E_{i}}\right)^{2} \frac{\cos \theta_{1}}{\cos \theta_{2}} \\
& 1-\frac{E_{r}^{2}}{E_{i}^{2}}
\end{aligned}=\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}\left(1-\frac{E_{r}}{E_{i}}\right)^{2} \frac{\cos \theta_{1}}{\cos \theta_{2}}} \begin{aligned}
& 1+\frac{E_{r}}{E_{i}}=\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}}\left(1-\frac{E_{r}}{E_{i}}\right) \frac{\cos \theta_{1}}{\cos \theta_{2}} \\
& \begin{aligned}
\frac{E_{r}}{E_{i}}(1 & \left.+\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}} \frac{\cos \theta_{1}}{\cos \theta_{2}}\right)=\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}} \frac{\cos \theta_{1}}{\cos \theta_{2}}-1} \\
\frac{E_{r}}{E_{i}} & =\frac{\sqrt{\epsilon_{2}} \cos \theta_{1}-\sqrt{\epsilon_{1}} \cos \theta_{2}}{\sqrt{\epsilon_{2}} \cos \theta_{1}+\sqrt{\epsilon_{1}} \cos \theta_{2}} \\
& =\frac{\sqrt{\epsilon_{2}} \cos \theta_{1}-\sqrt{\epsilon_{1}\left(1-\sin ^{2} \theta_{2}\right)}}{\sqrt{\epsilon_{2}} \cos \theta_{1}+\sqrt{\epsilon_{1}\left(1-\sin ^{2} \theta_{2}\right)}}
\end{aligned}
\end{aligned}
$$

Recall that $\sin ^{2} \theta_{2}=\frac{\epsilon_{1}}{\epsilon_{2}} \sin ^{2} \theta_{1}$

$$
\begin{equation*}
\frac{E_{r}}{E_{i}}=\frac{\left(\epsilon_{2} / \epsilon_{1}\right) \cos \theta_{1}-\sqrt{\left(\epsilon_{2} / \epsilon_{1}\right)-\sin ^{2} \theta_{1}}}{\left(\epsilon_{2} / \epsilon_{1}\right) \cos \theta_{1}+\sqrt{\left(\epsilon_{2} / \epsilon_{1}\right)-\sin ^{2} \theta_{1}}} \tag{5-73}
\end{equation*}
$$

Equation (73) gives the reflection coefficient for parallel or vertical polarie zation, that is, the ratio of reflected to incident electric intensity when E is parallel to the plane of incidence.

Brewster Angle. Of particular interest is the possibility in eq. (73) of obtaining no reflection at a particular angle. This
occurs when the numerator is zero. For this case

$$
\begin{align*}
\sqrt{\frac{\epsilon_{2}}{\epsilon_{1}}-\sin ^{2} \theta_{1}} & =\frac{\epsilon_{2}}{\epsilon_{1}} \cos 0_{1} \\
\frac{\epsilon_{2}}{\epsilon_{1}}-\sin ^{2} \theta_{1} & =\frac{\epsilon_{2}^{2}}{\epsilon_{1}^{2}}-\frac{\epsilon_{2}^{2}}{\epsilon_{1}^{2}} \sin ^{2} \theta_{1} \\
\left(\epsilon_{1}^{2}-\epsilon_{2}^{2}\right) \sin ^{2} \theta_{1} & =\epsilon_{2}\left(\epsilon_{1}-\epsilon_{2}\right) \\
\sin ^{2} \theta_{1} & =\frac{\epsilon_{2}}{\epsilon_{1}+\epsilon_{2}} \\
\cos ^{2} \theta_{1} & =\frac{\epsilon_{1}}{\epsilon_{1}+c_{2}} \\
\tan \theta_{1} & =\sqrt{\frac{\epsilon_{2}}{c_{1}}} \tag{5-74}
\end{align*}
$$

At this angle, which is called the Crewstcr angle, there is no reflected wave when the incident wave is parallel (or vertically) polarized. If the incident wave is not entirely parallel polarized, there will be some reflection, but the reflected wave will be entirely of perpendicular (or horizontal) polarization.

Examination of eq. (72), which is for perpendicular polarization, shows that there is no corresponding Brewster angle for this polarization.
5.10 Direction Cosines. Sometimes it is necessary to write the expression for a plane wave that is traveling in some arbitrary direction with respect to a fixed set of axes. This is most conveniently done in terms of the direction cosines of the normal to the plane of the wave. By definition of a uniform plane wave the equiphase surfaces are planes. Thus in the expression

$$
E=E_{1} e^{j \omega[t-(x / 0)]}
$$

for a wave traveling in the $x$ direction, the planes of constant phase are given by the equation

$$
x=\mathrm{a} \text { constant }
$$

For a plane wave traveling in some arbitrary direction, say the $s$ direction, it is necessary to replace $x$ with an expression that, when put equal to a constant, gives the equiphase surfaces.

The equation of a plane is given by

$$
\mathrm{N} \cdot \mathrm{r}=\mathrm{a} \text { constant }
$$

where r is the radius vector from the origin to any point $P$ on the plane and $\mathbf{N}$ is the unit vector normal to the plane.* That this is so can be seen from Fig. 5-7, in which a plane perpendicular to the unit vector $\mathbf{N}$ intersects the $y-z$ plane along the line $A-A$. The dot product $\mathbf{N} \cdot \mathbf{r}$ is the projection of the radius vector $\mathbf{r}$ along the normal to the plane, and it is apparent that this will have the constant value $O M$ for all points on the plane. Now the dot product of two vectors is a scalar equal to the sum of the products of the components of the vectors along the axes of the coordinate system. Therefore $\mathrm{N} \cdot \mathrm{r}=l x+m y+n z \quad(5-75)$ where $x, y, z$ are the components of the vector r and $l, m$, $n$ are the components of the unit vector $\mathbf{N}$ alung the $x, y$, and $z$ axes. The components $l, m$, and $n$ are the cosines of the angles that the unit vector $\mathbf{N}$ makes with the positive $x, y$, and $z$ axes, respectively, and are termed the direction cosines or direction components of the vector.


Fig. 5-7

The equation of a plane wave traveling in the direction $\mathbf{N}$, normal to the planes of constant phase, can now be written as

$$
\begin{align*}
E & =E_{1} e^{j \omega\left(t-\frac{\mathrm{N} \cdot \mathrm{r}}{v}\right)} \\
& =E_{1} e^{j \omega\left(t-\frac{l x+m y+n z}{v}\right)} \tag{5-76}
\end{align*}
$$

As an example of the use of such expressions for plane wave propagation, the reflection of a plane wave obliquely incident upon a perfect conductor will be considered.
5.11 Reflection by a Perfect Conductor-Oblique Incidence. When a plane wave is incident upon a perfect conductor at an oblique angle, the wave is totally reflected with the angle of inci-

[^11]dence equal to the angle of reflection. As in the case of reflection from a dielectric, there will be two cases to consider, viz., E perpendicular to the plane of incidence and $\mathbf{E}$ parallel to the plane of incidence.

Case I: E Perpendicular to the Plane of Incidence. Let the incident and reflected waves make angles $\theta_{i}=\theta_{r}=\theta$ with the $z$ axes as in Fig. 5-8. Because the directions of these two waves have oppositely directed components along the $z$ axis, there must be a standing wave distribution along this axis. In the $y$ direction the incident and reflected waves both progress


Fic. 5-8. Field pattern above a reflecting plane when the wave is incident at an oblique angle. (Perpendicular or horizontal polarization.)
to the right with the same velocity so there will be a traveling wave in the positive $y$ direction. That these conclusions are correct can be seen by adding the expressions representing the two waves.

With the co-ordinate system chosen as shown in Fig. 5-8, the expression for the reflected wave is

$$
\begin{align*}
E(\text { reflected }) & =E_{r} e^{j \omega\left(\iota-\frac{\mathbb{N}^{\prime} \cdot \mathrm{r}}{v}\right)} \\
& =E_{r} e^{j \omega\left(\iota-\frac{l^{\prime} x+m^{\prime} y+n^{\prime} z}{v}\right)} \tag{5-77}
\end{align*}
$$

where $E_{r}$ is the amplitude of the electric intensity of the reflected wave at the plane of reflection and $l^{\prime}, m^{\prime}, n^{\prime}$ are the direction cosines of the normal $\left(N^{\prime}\right)$ to the wave front of the reflected wave. For the wave normal of the reflected wave

$$
l^{\prime}=0, \quad m^{\prime}=\cos \left(\frac{\pi}{2}-\theta\right)=\sin \theta, \quad n^{\prime}=\cos \theta
$$

so that (77) becomes

$$
\begin{equation*}
E=E, e^{j \omega\left(t-\frac{y \sin \theta+z \cos \theta}{v}\right)} \tag{5-78}
\end{equation*}
$$

For the incident wave

$$
l=0, \quad m=\cos \left(\frac{\pi}{2}-\theta\right)=\sin \theta, \quad n=\cos (\pi-\theta)=-\cos \theta
$$

and

$$
\begin{equation*}
E_{\text {incident }}=E_{i} e^{j \omega\left(t-\frac{y \sin \theta-z \cos \theta}{y}\right)} \tag{5-79}
\end{equation*}
$$

From the boundary conditions

$$
E_{r}=-E_{i}
$$

Therefore the total electric intensity (sum of incident and reflected intensities) will be

$$
\begin{align*}
E & =E_{i}\left[e^{j \omega\left(t-\frac{v \sin \theta-z \cos \theta}{v}\right)}-e^{j \omega\left(t-\frac{y \sin \theta+z \cos \theta}{v}\right)}\right] \\
& =E_{i}\left(e^{j \frac{j z \cos \theta}{v}}-e^{\left.-j \frac{j z \cos \theta}{v}\right)}\right) e^{j \omega\left(t-\frac{y \sin \theta}{v}\right)} \\
& =2 j E_{i} \sin (\beta z \cos \theta) e^{j\left(\omega t-\beta_{y} \sin \theta\right)} \\
& =2 j E_{i} \sin \beta_{z} z e^{j\left(\omega t-\beta_{y} \nu\right)} \tag{5-80}
\end{align*}
$$

where $\beta=\omega / v=2 \pi / \lambda$ is the phase shift constant of the incident wave, $\beta_{s}=\beta \cos \theta$ is the phase shift constant in the $z$ direction, and $\beta_{y}=\beta \sin \theta$ is the phase shift constant in the $y$ direction. Equation (80) shows a standing-wave distribution of electric intensity along the $z$ axis. The wavelength $\lambda_{2}$ (twice the distance between nodal points), measured along this axis, is greater than the wavelength $\lambda$ of the incident wave. The relation between the wavelengths is

$$
\lambda_{z}=\frac{2 \pi}{\beta_{z}}=\frac{2 \pi}{\beta \cos \theta}=\frac{\lambda}{\cos \theta}
$$

The planes of zero electric intensity occur at multiples of $\lambda_{z} / 2$ from the reflecting surface. The planes of maximum electric intensity occur at odd multiples of $\lambda_{z} / 4$ from the surface.

The whole standing wave distribution of electric intensity is seen from eq. (80) to be traveling in the $y$ direction with a velocity

$$
v_{y}=\frac{\omega}{\beta_{y}}=\frac{\omega}{\beta \sin \theta}=\frac{v}{\sin \theta}
$$

This is the velocity with which a crest of the incident wave moves along the $y$ axis. The wavelength in this direction is

$$
i_{y}=\frac{\lambda}{\sin \theta}
$$

These relations between the velocities and wavelengths in the various directions are shown more clearly in Fig. 5-9, which shows successive crests of an incident wave intersecting with the $y$ and $z$ axes. For small


Fig. 5-9. Relations between wavelengths and velocities in different directions.
angles of $\theta$ it is seen that the velocity $v_{y}$, with which a crest moves along the $y$ axis, becomes very great, approaching infinity as $\theta$ approaches zero.

Case II: E Parallel to the Plane of Incidence. In this case $E_{i}$ and $E_{\mathrm{r}}$ will have the instantaneous directions


Fig. 5-10. Reflection of a parallel-or vertically-polarized wave. shown because the components parallel to the perfectly conducting boundary must be equal and opposite. The magnetic intensity vector $H$ will be reflected without phase reversal as an examination of the direction of current flow will show. The magnitudes of $E$ and H will be related by

$$
\left|\frac{E_{i}}{\bar{H}_{i}}\right|=\left|\frac{E_{r}}{H_{r}}\right|=\eta
$$

For the incident wave the expression for magnetic intensity would be

$$
H=I I_{i} e^{j \omega\left(t-\frac{y \sin \theta-z \cos \theta}{v}\right)}
$$

and for the reflected wave

$$
H=H_{\mathrm{r}} e^{j \omega\left(i-\frac{y \sin \theta+z \cos \theta}{v}\right)}
$$

and, since $H_{i}=H_{r}$, the total magnetic intensity is

$$
\begin{equation*}
H=2 H_{i} \cos \beta_{z} z e^{j\left(\omega t-\beta_{y} y\right)} \tag{5-81}
\end{equation*}
$$

where, as before

$$
\begin{aligned}
& \beta_{z}=\frac{\omega}{v} \cos \theta \\
& \beta_{y}=\frac{\omega}{v} \sin \theta
\end{aligned}
$$

The magnetic intensity has a standing-wave distribution in the $z$ direction with the planes of maximum $H$ located at the conducting surface and at multiples of one-half $\lambda_{x}$ from the surface. The planes of zero magnetic intensity occur at odd multiples of $\lambda_{2} / 4$ from the surface.

In adding together the electric intensities of the incident and reflected waves it is necessary to consider separately the components in the $y$ and $z$ directions. For the initial wave

$$
E_{i}=\eta H_{i}, \quad E_{z}=\eta \sin \theta I_{i}, \quad E_{y}=\eta \cos \theta H_{i}
$$

For the reflected wave

$$
H_{r}=H_{i}, \quad E_{z}=\eta \sin \theta H_{r}, \quad E_{y}=-\eta \cos \theta H_{r}
$$

The total $z$ componerat of electric intensity is

$$
\begin{equation*}
E_{z}=2 \eta \sin \theta H_{i} \cos \beta_{z} z e^{j\left(\omega t-\beta_{y} y\right)} \tag{5-82}
\end{equation*}
$$

The total $y$ component of electric intensity is
where

$$
\begin{gather*}
E_{y}=2 j \eta \cos \theta H_{i} \sin \beta_{y} z e^{j\left(\omega t-\beta_{y} y\right)}  \tag{5-83}\\
\beta_{z}=\frac{\omega}{v} \cos \theta \quad \text { and } \quad \beta_{y}=\frac{\omega}{v} \sin \theta
\end{gather*}
$$

Both components of the electric intensity have a standing-wave distribution above the reflecting plane. However, for the normal or $z$ component of $E$ the maxima occur at the plane and multiples of $\lambda_{z} / 2$ from the plane, whereas for the component of $\mathbf{E}$ parallel to the reflecting plane the minima occur at the plane and at multiples of $\lambda_{z} / 2$ from the plane.

Problem 7. Sketeh the planes of zero magnetic intensity, zero $E_{z}$, and zero $E_{y}$ for the case of oblique reflection with $E$ parallel to plane of incidence (Fig. 5-1C).
5.12 The Transmission Line Analogy. The student familiar with ordinary transmission line theory cannot have failed to notice the similarity between the equations of wave propagation developed
in this chapter and those giving voltage and current distributions along uniform transmission lines. The similarity is especially marked in the expressions for the reflection coefficients in the two cases. This similarity is more than a coincidence. There exists a close analogy between the propagation of plane waves in a homogeneous medium and the propagation of voltage and current along a uniform transmission line. This analogy is so close that it can be used not only as an aid in obtaining an understanding of a new subject, but also to obtain the solutions to actual problems. Because of his background in transmission-line theory the engineer often finds himself able to write directly the solutions to electromagnetic wave problems, or at any rate to set them up in terms of familiar circuit concepts. For these reasons the analogy will be considered step-by-step in some detail in order that the similarities, and the differences, may be fully understood.
For a uniform transmission line For a homogeneous medium Maxhaving the constants $R, L, C$ and $G$ per unit length, the voltage and current equations may be written in the differential form as

$$
\left.\begin{array}{l}
\frac{\partial e}{\partial x}+L \frac{\partial i}{\partial t}+R i=0  \tag{5-84a}\\
\frac{\partial i}{\partial x}+C \frac{\partial e}{\partial t}+G e=0
\end{array}\right\}
$$

well's equations are

$$
\begin{aligned}
& \operatorname{curl} \mathbf{E}=-\mu \frac{\partial \mathrm{H}}{\partial t} \\
& \operatorname{curl} \mathrm{H}=\epsilon \frac{\partial \mathrm{E}}{\partial t}+\sigma \mathrm{E}
\end{aligned}
$$

For a uniform plane wave propagating in the $x$ direction and having only components $E_{y}$ and $H_{z}$ these become

$$
\left.\begin{array}{r}
\frac{\partial E_{y}}{\partial x}+\mu \frac{\partial I_{z}}{\partial t}=0 \\
\frac{\partial H_{z}}{\partial x}+\epsilon \frac{\partial E_{y}}{\partial t}+\sigma E_{y}=0 \\
(5-84 \mathrm{~b})
\end{array}\right\}
$$

Inspection of these equations shows that the following quantities are analogous:

$$
\begin{aligned}
& e \text { (volt)............... } E \text { (volt/m) } \\
& i(\mathrm{amp}) \ldots \ldots \ldots \ldots .{ }^{(\mathrm{amp} / \mathrm{m})} \\
& C(\mathrm{f} / \mathrm{m}) \ldots \ldots \ldots \ldots \in(\mathrm{f} / \mathrm{m}) \\
& L \text { (henry/m)......... } \mu \text { (henry/m) } \\
& G(\mathrm{mho} / \mathrm{m}) \ldots \ldots \ldots . \sigma(\mathrm{mho} / \mathrm{m}) \\
& R(\mathrm{ohm} / \mathrm{m})
\end{aligned}
$$

In this analogy there appears to be nothing corresponding to $R$. The reason for this will be seen later. If the voltages and currents, and electric and magnetic intensities are assumed to vary sinusoidally with time, so that

$$
e=V e^{i \omega t}, \quad i=I e^{j \omega t}, \quad E_{y}=E e^{i \omega t} \cdot H_{z}=H e^{j \omega t}
$$

eqs. (84) become*

$$
\left.\left.\begin{array}{l}
-\frac{\partial V}{\partial x}+(R+j \omega L) I=0  \tag{5-85b}\\
\frac{\partial I}{\partial x}+(G+j \omega C) V=0
\end{array}\right\} \text { (5-85a) } \left\lvert\, \begin{array}{l}
\frac{\partial E}{\partial x}+(0+j \omega \mu) H=0 \\
\frac{\partial H}{\partial x}+(\sigma+j \omega \epsilon) E=0
\end{array}\right.\right\}
$$

Differentiating with respect to $x$, these equations combine to give the following secoud-order differential equations:

$$
\left.\left.\begin{array}{r}
\frac{\partial^{2} V}{\partial x^{2}}-(R+j \omega L)(G+j \omega C) V=0 \\
\frac{\partial^{2} I}{\partial x^{2}}-(R+j \omega L)(G+j \omega C) I=0 \\
(5-86 \mathrm{a})
\end{array}\right\} \begin{array}{l}
\frac{\partial^{2} E}{\partial x^{2}}-(j \omega \mu)(\sigma+j \omega \epsilon) E=0 \\
\frac{\partial^{2} H}{\partial x^{2}}-(j \omega \mu)(\sigma+j \omega \epsilon) H=0
\end{array}\right\}
$$

A possible solution for any of these equations would be of the form
where

$$
\begin{equation*}
V, I, E, \text { or } H=A \epsilon^{-r \Sigma}+B \epsilon^{\gamma \tau} \tag{i-87}
\end{equation*}
$$

$$
\gamma^{2}=(R+j \omega L)(G+j \omega C)
$$

[^12]for the eqs. (86a), and
$$
\gamma^{2}=(j \omega \mu)(\sigma+j \omega \epsilon)
$$
for the eqs. (86b). When the variation with time is expressed by reinserting the factor $e^{j \omega t}$, the first term of expression (87) represents a wave traveling to the right and the second expression represents a wave traveling to the left.

An alternative solution to eqs. (86) is often used in transmission line theory. In this solution the exponentials are combined differently and the solution appears in terms of hyperbolic functions, and can be written

$$
\left.\left.\begin{array}{c}
V=A_{1} \cosh \gamma x+B_{1} \sinh \gamma x \\
I=A_{2} \cosh \gamma x+B_{2} \sinh \gamma x  \tag{5-88b}\\
(5-88 \mathrm{a})
\end{array}\right\} \left\lvert\, \begin{array}{l}
E=A_{1} \cosh \gamma x+B_{1} \sinh \gamma x \\
H=A_{2} \cosh \gamma x+B_{2} \sinh \gamma x
\end{array}\right.\right\}
$$

Let $V=V_{R}, I=I_{R}$ at $x=0$ Let $E=E_{R}, H=H_{R}$ at $x=0$ and $V=V_{s}, I=I_{s}$ at $x=x_{1} \quad$ and $E=E_{s}, H=H_{s}$ at $x=x_{1}$ Substitute these in (88a) and find Substitute these in (88b) and for the coefficients the values

$$
\begin{aligned}
& A_{1}=V_{R}, B_{1}=-\sqrt{\frac{R+j \nu L}{G+j \omega C}} I_{R} \\
& A_{2}=I_{R}, B_{2}=-\sqrt{\frac{G+j \omega C}{R+j \omega L}} V_{R}
\end{aligned} \left\lvert\, \begin{aligned}
& A_{1}=E_{R}, B_{1}=-\sqrt{\frac{j \omega \mu}{\sigma+j \omega \epsilon}} H_{R} \\
& \Lambda_{R}, B_{2}=-\sqrt{\frac{\sigma+j \omega \epsilon}{j \omega \mu}} E_{R}
\end{aligned}\right.
$$

In transmission line theory it is customary to write

$$
\begin{gathered}
Z=R+j \omega L \quad Y=G+j \omega C \\
Z_{0}=\sqrt{\frac{Z}{Y}}=\sqrt{\frac{R}{G}+j \omega L}+j \omega C
\end{gathered}
$$

where $Z_{0}$ is called the charccteristic impedance of the transmission line.

Similarly in wave theory it is customary to write

$$
\eta=\sqrt{\frac{j \omega \mu}{\sigma+j \omega \epsilon}}
$$

where $\eta$ is called the characteristic impedance or intrinsic impedance of the medium.

In terms of these quantities, and writing $L=-x_{1}$ eqs. (88)
become*

$$
\left.\left.\begin{array}{r|}
V_{s}=  \tag{5-89b}\\
V_{R} \cosh \gamma L \\
\\
I_{s}=I_{R} I_{R} \sinh \gamma L \\
\\
+\frac{V_{R}}{Z_{0}} \sinh \gamma L
\end{array}\right\} \quad \text { (5-89a) } \left\lvert\, \begin{array}{c}
E_{s}=E_{R} \cosh \gamma L \\
+\eta H_{R} \sinh \gamma L \\
H_{s}=H_{R} \cosh \gamma L \\
+\frac{E_{R}}{\eta} \sinh \gamma L
\end{array}\right.\right\}
$$

When the line is very long (or the homogeneous medium very thick) so that $\gamma l$ is a large quantity,

$$
\cosh \gamma l \approx \frac{e^{\gamma l}}{2} \approx \sinh \gamma l
$$

and the ratios of voltage to current and $E$ to $H$ are seen from eqs. (89) to be

$$
\frac{V_{s}}{I_{s}}=Z_{0} \quad \frac{E_{s}}{H_{s}}=\eta
$$

The characteristic impedance $Z_{0}$, and intrinsic impedance $\eta$ are, respectively, the ratios of $V$ to $I$ on a transmission line and $E$ to $H$ in a uniform plane wave under conditions where there is no reflected wave from the termination, or, in other words, when the wave along the line or in the medium is a traveling wave. Equations (89) are the general equations for the propagation of waves along uniform transmission lines or plane waves in homogeneous media. For the special cases of a "lossless" line or a "lossless" (nonconducting) medium the following simplifications occur

$$
\begin{aligned}
R & =G=0 \\
Z_{0} & =\sqrt{L / C} \\
\gamma & =\sqrt{(j \omega L)(j \omega C)} \\
& =j \omega \sqrt{L C} \\
\gamma & =\alpha+j \beta \\
\alpha & =0 \\
\beta & =\omega \sqrt{L C}
\end{aligned} \quad \begin{aligned}
\sigma & =0 \\
& \\
\eta & =\sqrt{\mu / \epsilon} \\
& \\
\gamma & =\sqrt{(j \omega \mu)(j \omega \epsilon)} \\
& =j \omega \sqrt{\mu \epsilon} \\
\text { but } & \\
\text { Therefore } & =\alpha+j \beta \\
& \\
& \\
\beta & =\omega \sqrt{\mu \epsilon}
\end{aligned}
$$

but $\quad \gamma=\alpha+j \beta$
Therefore $\alpha=0$

Under these circumstances, since $\cosh j \beta=\cos \beta$, and $\sinh j \beta$ $=j \sin \beta$, the general eqs. (89) roduce to

$$
\left.\left.\begin{array}{c}
V_{s}=V_{R} \cos \beta L+j Z_{0} I_{B} \sin \beta L \\
I_{s}=I_{R} \cos \beta L+j \frac{V_{R}}{Z_{0}} \sin \beta L  \tag{5-90b}\\
(5-90 \mathrm{a})
\end{array}\right\} \left\lvert\, \begin{array}{l}
E_{s}=E_{R} \cos \beta L+j \eta H_{R} \sin \beta L \\
H_{s}=H_{R} \cos \beta L+j \frac{E_{B}}{\eta} \sin \beta L
\end{array}\right.\right\}
$$

## *The details are given in section 8.06.

The quantities $1 / \sqrt{L C}$ and $1 / \sqrt{\mu \epsilon}$ have the dimensions of velocity and are in fact the velocities of wave propagation along the lossless line and in the lossless medium respectively. In either case, when the dielectric is air, so that $\mu=\mu_{v}$ and $\epsilon=\epsilon_{v}$,

$$
\begin{array}{ll}
\frac{1}{\sqrt{L C}}=c \approx 3 \times 10^{8} & \text { meter } / \mathrm{sec} \\
\frac{1}{\sqrt{\mu_{v} \epsilon_{v}}}=c \approx 3 \times 10^{8} & \text { meter } / \mathrm{sec}
\end{array}
$$

It has been seen that propagation of a uniform plane wave in a homogeneous medium is analogous to propagation along a uniform

(b)

Fig. 5-11. Reflection and transmission (a) at a boundary surface between two media and (b) at a junction between two transmission lines.
transmission line. If the uniform plane wave passes abruptly from one medium to another, the surface of discontinuity being a plane perpendicular to the direction of propagation, the analogy will continue to hold. This is so because the boundary conditions at
the surface of discontinuity are the same as those existing at the junction between two transmission lines having different constants. For the latter the continuity requirements are that (1) the voltage be continuous across the junction and (2) the current be continuous across the junction. These are the same requirements that hold for the analogous quantities $E$ and $H$ across a boundary surface. The usefulness of the above analogy may be shown best by means of examples.

Example 1: Reffection at the Surface of a Medium Having Arbitrary Constants. A uniform plane electromagnetic wave, propagating in a medium which has constants $\mu, \epsilon$, and $\sigma$, impinges normally upon a second medium of infinite depth having the constants $\mu_{2}, \epsilon_{2}$, and $\sigma_{2}$ (Fig. 5-11a). Determine
(a) The amplitudes and phases of the reflected electric and magnetic intensities relative to the intensities of the incident wave.
(b) The amplitudes of the electric and magnetic intensities transmitted into the second medium.

For the transmission lines of Fig. 5 -11 h let $V^{\prime}{ }_{R_{1}}, V^{\prime \prime}{ }_{R_{1}}$ be the initial and reflected voltages on line (1) at the juriction, and let $I^{\prime}{ }_{R_{1}}, I^{\prime \prime}{ }_{R_{1}}$ be the initial and reflected currents. It will be recalled that these voltages and currents are related by $V^{\prime} R_{1} / I^{\prime} R_{1}=Z_{0}, V^{\prime \prime}{ }_{R_{1}} / I^{\prime \prime}{ }_{R_{1}}=-Z_{0}$. Then, as in eqs. (60) and (62),

$$
\begin{align*}
& \frac{V^{\prime \prime}{ }_{R_{1}}}{V^{\prime}{ }_{R_{1}}}=\frac{Z_{R}-Z_{0_{1}}}{Z_{R}+Z_{0_{1}}}=\frac{Z_{0_{2}}-Z_{0_{1}}}{Z_{0_{2}}+Z_{0_{1}}}  \tag{5-91}\\
& \frac{I^{\prime \prime}{ }_{R_{1}}}{I^{\prime}{ }_{R_{1}}}=\frac{Z_{0_{1}}-Z_{R}}{Z_{0_{1}}+Z_{R}}=\frac{Z_{0_{1}}-Z_{0_{2}}}{Z_{0_{1}}+Z_{0_{2}}} \tag{5-92}
\end{align*}
$$

In the above equations $Z_{R}$ is the terminating impedance for line (1). In this case line (1) is terminated by the input impedance to line (2), which is just the characteristic impedance $Z_{0_{2}}$ of line (2) since it has been assumed that this serond line is infinitely long. By analogy for Fig. 5-11a
where

$$
\begin{align*}
& \frac{E^{\prime \prime} R_{1}}{E_{R_{1}}^{\prime}}=\frac{\eta_{2}-\eta_{1}}{\eta_{2}+\eta_{1}}  \tag{5-60}\\
& \frac{H^{\prime \prime}{ }_{R_{1}}}{{H^{\prime}}_{R_{1}}}=\frac{\eta_{1}-\eta_{2}}{\eta_{1}+\eta_{2}}  \tag{5-62}\\
& \eta_{1}=\sqrt{\frac{j \omega \mu_{1}}{\sigma_{1}+j \omega \epsilon_{1}}} \\
& \eta_{2}=\sqrt{\frac{j \omega \mu_{2}}{\sigma_{2}+j \omega \epsilon_{2}}}
\end{align*}
$$

and where, as in the transmission line case,

$$
\frac{E^{\prime}}{H_{R_{1}}^{\prime}}=-\frac{E^{\prime \prime} R_{R_{1}}}{H^{\prime \prime}{ }_{R_{1}}}=\eta_{1}
$$

Equations (60) and (62) give the reflected electric and magnetic field intensities in terms of the field intensities of the incident wave.

In Fig. 5-11b the voltage and current entering line (2) (the transmitted waves) are given by

$$
\begin{gathered}
V_{s_{3}}=V_{R_{1}}=V^{\prime}{ }_{R_{1}}+V^{\prime \prime}{ }_{R_{1}} \\
I_{s_{1}}=I_{R_{1}}=I_{R_{1}}^{\prime}+I^{\prime \prime}{ }_{R_{1}}
\end{gathered}
$$

In terms of the voltage and current of the initial or incident wave,

$$
\begin{align*}
& \frac{V_{s_{2}}}{V_{R_{1}}^{\prime}}=1+\frac{V^{\prime \prime} R_{R_{1}}}{V_{R_{1}}^{\prime}}=\frac{2 Z_{0_{3}}}{Z_{0_{2}}+Z_{0_{1}}}  \tag{5-93}\\
& \frac{I_{S_{2}}}{I_{R}^{\prime}}=1+\frac{I^{\prime \prime} R_{1}}{I_{R_{1}}^{\prime}}=\frac{2 Z_{0_{1}}}{Z_{0_{2}}+Z_{0_{1}}} \tag{5-94}
\end{align*}
$$

Similarly in Fig. 5-11a, the electric and magnetic intensities transmitted into the second medium are related to the $E$ and $H$ of the incident wave, by

$$
\begin{align*}
& \frac{E_{s_{2}}}{E_{R_{1}}^{\prime}}=\frac{2 \eta_{2}}{\eta_{2}+\eta_{1}}  \tag{5-61}\\
& \frac{H_{s_{2}}}{\overline{H_{R_{1}}^{\prime}}}=\frac{2 \eta_{1}}{\eta_{2}+}+\eta_{1} \tag{5-63}
\end{align*}
$$

It is interesting to evaluate expressions (60), (62), (61), and (63) for the case of an electromagnetic wave in air incident normally upon a copper sheet. A frequency of 1 mc will be assumed. For this example

$$
\begin{aligned}
\mu_{1}=\mu_{v} & \mu_{2}=\mu_{v} \\
\epsilon_{1}=\epsilon_{v} & \epsilon_{2}=\epsilon_{v} \\
\sigma_{1}=0 & \sigma_{2}=5.8 \times 10^{7} \mathrm{mhos} / \mathrm{m}
\end{aligned}
$$

so that
$\eta_{\mathrm{t}}=\sqrt{\frac{\mu_{v}}{\epsilon_{\mathrm{v}}}}=377$ ohms
$\eta_{2}=\sqrt{\frac{j 2 \pi \times 10^{6} \times 4 \pi \times 10^{-7}}{5.8 \times 10^{7}+j 2 \pi \times 10^{6} \times 8.854 \times 10^{-12}}}=0.000369 / 45^{\circ} \mathrm{ohms}$
Then the ratio of reflected to incident electric intensities, as given by eq. (60), is

$$
\begin{aligned}
\frac{E^{\prime \prime} R_{1}}{E_{R_{1}}^{\prime}} & =\frac{3.69 \times 10^{-4} \angle 45^{\circ}-377}{3.69 \times 10^{-4} / 45^{\circ}+377} \\
& =-0.9999986 \angle-0.000079^{\circ}
\end{aligned}
$$

Similarly

$$
\frac{H^{\prime \prime}{R_{1}}_{1}}{H_{R_{1}}^{\prime}}=+0.9999980 \angle-0.000079^{\circ}
$$

It is seen that differences between these reflection coefficients for copper and the coefficients of minus and plus unity, which would be obtained for a perfect reflector, are indeed negligible. For most practical purposes, copper can be considered a perfect reflector of radio waves.

The relative strengths of the transmitted intensities for this case are

$$
\begin{aligned}
& \frac{E_{S_{2}}}{E_{R_{1}}^{\prime}}=\frac{7.38 \times 10^{-4} \angle 45^{\circ}}{3.69 \times 10^{-4} \angle 45^{\circ}+377}=0.00000196 \angle 45^{\circ} \\
& \frac{H_{s_{2}}}{H_{R_{1}}^{\prime}}=\frac{2 \times 377}{377+3.69 \times 10^{-4} \angle 45^{\circ}}=1.9999986 \underline{1-0.00004^{\circ}}
\end{aligned}
$$

The electric intensity just inside the metal is approximately $2 \times 10^{-8}$ times that of the initial wave; the magnetic intensity just inside the metal is approximately twice the magnetic intensity of the initial wave. This last result could be inferred from the fact that, since the magnetic intensity is reflected without phase reversal, the total magnetic intensity just outside the surface of the copper is approximately double that of the initial wave and therefore, because of continuity requirements, $I I$ just inside the copper is also approximately twice the magnetic intensity of the incident wave. The ratio of $E$ to $H$ just inside the metal is equal to $\eta_{2}$, the characteristic impedance of the copper. That is

$$
\frac{E_{S_{z}}}{\widetilde{H_{s_{2}}}}=\eta_{2}=0.000369 \angle 45^{\circ} \mathrm{ohms}
$$

For many practical purposes this is sufficiently close to zero to consider the copper sheet to be a zero-impedance surface.
5.13 Surface Impedance. It has been seen that at high frequencies the current is confined almost entirely to a very thin sheet at the surface of the conductor. In many applications it is convenient to make use of a surface impedance defined by

$$
\begin{equation*}
Z_{s}=\frac{E_{\text {tan }}}{J} \tag{5-95}
\end{equation*}
$$

where $E_{\text {tan }}$ is the electric intensity parallel to, and at the surface of, the conductor and $J$ is the linear current density that flows as a result of this $E_{\text {tan }}$. The linear current density $J$ represents the total conduction current per meter width flowing in the thin sheet. If it is assumed that the conductor is a flat plate with its
surface at the $y=0$ plane (Fig. $5-12$ ), the current distribution in the $y$ direction will be given by

$$
i=i_{0} e^{-r y}
$$

where $i_{0}$ is the current density at the surface.
It is assumed that the thickness of the conductor is very much greater than the depth of penetration, so that there is no reflection



Fig. 5-12. Current distribution in a thick flat-plate conductor.
from the back surface of the conductor. The total conduction current per meter width, that is, the linear current density is

$$
\begin{align*}
J & =\int_{0}^{\infty} i d y=i_{0} \int_{0}^{\infty} e^{-\gamma y} d y \\
& =-\frac{i_{0}}{\gamma}\left[e^{-\gamma y}\right]_{0}^{\infty}=\frac{i_{0}}{\gamma} \tag{5-96}
\end{align*}
$$

But $i_{0}$, the current density at the surface, is

Therefore

$$
\begin{gathered}
i_{0}=\sigma E \\
Z_{s}=\frac{E}{J}=\frac{\gamma}{\sigma}
\end{gathered}
$$

The constant $\gamma$ for propagation in a conducting medium was found to be

$$
\gamma=\sqrt{j \omega \mu(\sigma+j \omega \epsilon}) \approx \sqrt{j \omega \mu \sigma}
$$

This gives for a thick conductor

$$
\begin{equation*}
Z_{s}=\sqrt{\frac{j \omega \mu}{\sigma}}=\eta_{i}(\text { for the conducting medium }) \tag{5-97}
\end{equation*}
$$

It is seen that the surface impedance of a plane conductor that is very much thicker than the skin depth is just equal to the characteristic impedance of the conductor. This is also the input impedance of the conductor when viewed as a transmission line conducting energy into the interior of the metal. When the thickness of the plane conductor is not great compared with the depth of penetration, reflection of the wave occurs at the back surface of the conductor. Under these conditions, the input impedance is approximately equal to the input impedance of a lossy line terminated in an open circuit, viz.,

$$
\begin{equation*}
Z_{\text {in }}=\eta \operatorname{coth} \gamma l \tag{5-98}
\end{equation*}
$$

where $l$ is the thickness of the conductor, and $\eta$ and $\gamma$ are its intrinsic impedance and propagation constant respectively. The approximation is ordinarily valid because the actual termination $\eta_{v}=377$ ohms is very much greater than $\eta$ of the conductor.

Surface Impedance of Good Conductors. For any material normally classed as a good conductor $\sigma \gg \omega \epsilon$, and if the conductor thickness is very much greater than the depth of penetration, the surface impedance of such a conductor is

The surface resistance is

$$
\begin{equation*}
Z_{t} \approx \sqrt{\frac{j \omega \mu}{\sigma}}=\sqrt{\frac{\omega \mu}{\sigma}} / 45^{\circ} \tag{5-97}
\end{equation*}
$$

$$
\begin{equation*}
R_{s} \approx \sqrt{\frac{\omega \mu}{2 \sigma}} \tag{5-97a}
\end{equation*}
$$

and the surface reactance has the same magnitude as $R_{s}$ at all frequencies

$$
\begin{equation*}
X_{s} \approx \sqrt{\frac{\omega \mu}{2 \sigma}} \tag{5-97b}
\end{equation*}
$$

The surface resistance defined by (97a) as the real part of the surface impedance is the high-frequency or skin-effect resistance per unit length of a flat conductor of unit width. (It has the dimension of ohms and its value does not depend upon the units used to measure length and width as long as they are the same.) Recalling that the expression for depth of penetration in a conductor is
it is seen that

$$
\begin{gather*}
\delta=\sqrt{\frac{2}{\omega \mu \sigma}}  \tag{5-99}\\
R_{\mathrm{t}}=\frac{1}{\sigma \delta} \tag{5-100}
\end{gather*}
$$

The surface resistance of a flat conductor at any frequency is equal to the d-c resistance of a thickness $\delta$ of the same conductor, where $\delta$ is the depth of penetration or skin depth. This means that the conductor, having a thickness very much greater than $\delta$ and having the exponential current distribution throughout its depth, has the same resistance as would a thickness $\delta$ of the conductor with the current distributed uniformly throughout this thickness. From this it follows that the power loss per unit area of the plane conductor will be given by $J_{\text {off }}{ }^{2} R_{s}$, where $R_{s}$ is its surface resistance and $J_{\text {eff }}$ is the linear current density or current per meter width (effective value) flowing in the conductor. This same conclusion can be obtained from consideration of power flow, a subject that will be taken up in the next chapter.

## ADDITIONAL PROBLEMS

8. From the boundary conditions that $E_{\text {tan }}$ and $H_{\text {tan }}$ are continuous, derive the reflection and transmission coefficients for a uniform plane wave incident normally on the boundary surface between any two media; i.e., .

$$
\begin{array}{ll}
\frac{E^{\prime \prime}}{E^{\prime}}=\frac{\eta_{2}-\eta_{1}}{\eta_{2}+\eta_{1}} & \frac{H^{\prime \prime}}{H^{\prime}}=\frac{\eta_{1}-\eta_{2}}{\eta_{1}+\eta_{2}} \\
\frac{E_{2}}{E^{\prime}}=\frac{2 \eta_{2}}{\eta_{1}+\eta_{2}} & \frac{H_{2}}{H^{\prime}}=\frac{2 \eta_{1}}{\eta_{1}+\eta_{2}}
\end{array}
$$

$E^{\prime}, E^{\prime \prime}$, and $E_{2}$ represent the electric intensity of the incident, reflected and transmitted waves respectively, with a similar notation for the magnetic intensity.
9. The electric intensity of a uniform plane electromagnetic wave in free space is 1 volt per meter, and the frequency is 300 mc . If a very large thick flat copper plate is placed normal to the direction of wave propagation, determine (a) the electric intensity at the surface of the plate; (b) the magnetic intensity at the surface of the plate; (c) the depth of penetration; (d) the conduction current density at the surface; (e) the conduction current density at a distance of 0.01 mm below the surface; ( f ) the linear current density $J$; ( g ) the surface impedance; (h) the power loss per square meter of surface area. For copper use $\sigma=5.8 \times 10^{7}, \epsilon \approx \epsilon_{\nabla}, \mu \approx \mu_{\nabla}$.
10. A uniform plane electromagnetic wave is incident normally upon a sheet of dielectric material, which has the following constants: $\epsilon=4 \epsilon_{v}$, $\mu=\mu_{v}, \sigma=10^{-6}$ mhos per meter. If the sheet is 2 cm thick and the amplitude of the electric intensity of the incident wave is $100 \mathrm{mv} / \mathrm{m}$, determine the electric intensity of the wave after passing through the sheet (a) if the frequency is 3000 mc ; (b) if the frequency is 30 mc . (NOTE:

It is assumed that $\sigma$ and $\epsilon$ are independent of frequency. In general, for the so-called dielectric materials, this is not true.)
11. Determine the reflection coefficients for an electromagnetic wave incident normally on (a) a sheet of copper; (b) a sheet of iron. Use $f=1 \mathrm{mc}$. Assume $\sigma=1 \times 10^{6} \mathrm{mhos} / \mathrm{m}, \mu=1000 \mu_{v}$ for the iron.
12. In the analogy between plane wave propagation in a homogeneous conducting medium and wave propagation along transmission lines, there appears to be nothing corresponding to $R$. Discuss. [Suggestion: Compare eqs. (5.85b).]
13. A thick brass plate is plated with a 0.0005 inch thickness of silver. What is the surface impedance at (a) 10 kc , (b) 1 mc , (c) 100 mc ? Compare the surface impedance of the plated brass with that of a solid silver plate and a solid brass plate. (For silver $\sigma=6.2 \times 10^{7}$; for brass $\sigma=1 \times 10^{7}$; for both assume that $\mu=\mu_{v}, \epsilon=\epsilon_{v}$.)
14. A sheet of glass, having a relative dielectric constant of 8 and negligible conductivity, is coated with a silver plate. Show that at a frequency of 100 mc the surface impedance will be less for a 0.001 cm coating than it is for a 0.002 cm coating, and explain why.
15. Determine the voltmeter reading by two different methods. Assume that all the conductors are perfect and that the coaxial cable is lossless.


Fig. 5-13. Coaxial cable for Problem 15.
16. "Free-space cloth" consists of a cloth coated with conducting material that has a surface impedance of 377 ohms per square. Show that if the thickness of the coating is much greater than the depth of penetration, the surface impedance will be complex, with a reactance equal to the resistance (assuming $\sigma / \omega \epsilon \gg 1$ for the conducting material). However, if the coating is made sufficiently thin, show that the surface impedance will be almost a pure resistanoe. Determine appropriate values for $\sigma$ and $l$, where $l$ is the thickness of the coating.
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## CHAPTER 6

## POYNTING VECTOR AND THE FLOW OF POWER

6.01 Poynting's Theorem. As electromagnetic waves propagate through space from their source to distant receiving points, there is a transfer of energy from the source to the receivers. There exists a simple and direct relation between the rate of this energy transfer and the amplitudes of electric and magnetic intensities of the electromagnetic wave. This relation can be obtained from Maxwell's equations as follows.

The magnetomotive force equation I can be written

$$
i=\operatorname{curl} \mathrm{H}-\epsilon \mathrm{E} \quad \mathrm{I}
$$

This expresses a relation between quantities which have the dimensions of current density. If it is multiplied through by E , there will result a relation between quantities which will have the dimensions of power per unit volume. That is

$$
\begin{equation*}
\mathrm{E} \cdot i=\mathrm{E} \cdot \operatorname{curl} \mathrm{H},-\mathrm{E} \cdot \dot{\mathrm{E}} \tag{6-1}
\end{equation*}
$$

Recall that for any vectors the following identity holds

$$
\operatorname{div} \mathrm{E} \times \mathrm{H}^{\prime}=\mathrm{H} \cdot \operatorname{curl} \mathrm{E}-\mathrm{E} \cdot \operatorname{curl} \mathrm{H}
$$

Therefore

$$
\begin{equation*}
\mathrm{E} \cdot i=\mathrm{H} \cdot \operatorname{curl} \mathrm{E}-\operatorname{div} \mathrm{E} \times \mathrm{H}-\epsilon \mathrm{E} \cdot \mathrm{E} \tag{6-2}
\end{equation*}
$$

Introducing the second field equation,

$$
\begin{equation*}
\operatorname{curl} \mathrm{E}=-\mu \dot{\mathrm{H}} \tag{II}
\end{equation*}
$$

obtain

$$
\begin{equation*}
\mathrm{E} \cdot i=-\mu \mathrm{H} \cdot \dot{\mathrm{H}}-\epsilon \mathrm{E} \cdot \dot{\mathrm{E}}-\operatorname{div} \mathrm{E} \times \mathrm{H} \tag{6-3}
\end{equation*}
$$

Now

$$
\mathrm{H} \cdot \dot{\mathrm{H}}=\frac{1}{2} \frac{\partial}{\partial t} H^{2} \quad \text { and } \quad \mathrm{E} \cdot \dot{\mathrm{E}}=\frac{1}{2} \frac{\partial}{\partial t} E^{2}
$$

so that

$$
\mathrm{E} \cdot i=-\frac{\mu}{2} \frac{\partial}{\partial t} H^{2}-\frac{\epsilon}{2} \frac{\partial}{\partial t} E^{2}-\operatorname{div} \mathrm{E} \times \mathrm{H}
$$

Integrating over a volume $V$,

$$
\begin{equation*}
\int_{\mathrm{vol}} \mathrm{E} \cdot i d V=-\frac{\partial}{\partial t} \int_{\mathrm{vol}}\left(\frac{\mu}{2} H^{2}+\frac{\epsilon}{2} E^{2}\right) d V-\int_{\mathrm{vol}} \operatorname{div} \mathrm{E} \times \mathrm{H} d V \tag{6-4}
\end{equation*}
$$

Using the divergence theorem the last term can be changed from a volume integral to a surface integral, that is,

$$
\int_{\mathrm{vol}} \operatorname{div} \mathrm{E} \times \mathrm{H} d V=\oint_{S} \mathrm{E} \times \mathrm{I} \cdot d \mathrm{a}
$$

Then eq. (4) can be written
$\int_{\text {vol }} \mathrm{E} \cdot \ddot{i} d V=-\frac{\partial}{\dot{i} t} \int_{\text {vol }}\left(\frac{\mu}{2} H^{2}+\frac{\epsilon}{2} E^{2}\right) \ddot{c} V-\oint_{S} \mathrm{E} \times \mathrm{II} \cdot d \mathrm{a}$
A physical interprotation of eq. (5) leads to some interesting conclusions. It will be considered term by term.

The term on the left-hand side represents (instantaneous) power dissipated in the volume $V$. This result is obtained as a generalization of Joule's law. A conductor of cross-sectional area $A$, carrying a current $I$ and having a voltage drop $E$ per unit length will have a power loss of $E I$ watts per unit length. The power dissipated per unit volume would be

$$
\frac{E I}{A}=E i \text { watts per unit volume }
$$

In this case E and $\boldsymbol{i}$ are in the same direction. In general, where this may not be true, the power dissipated per unit volume would still be given by the product of $i$ and the component of $E$ having the same direction as $i$. That is, the power dissipated per unit volume would always be given by

$$
\mathrm{E} \cdot \boldsymbol{i}
$$

and the total power dissipated in a volume $V$ would be

$$
\begin{equation*}
\cdot \int_{\mathrm{vol}} \mathrm{E} \cdot i d V \tag{6-6}
\end{equation*}
$$

When the E in this expression represents the electric intensity required to produce the current density $i$ in the conducting medium, the expression (6) represents power dissipated as ohmic ( $I^{2} R$ ) loss. However, if the $\mathbf{E}$ is an electric intensity due to a source of power, for example due to a battery, then the power represented by the integral expression (6) would be used up in driving the current against the battery voltage and hence charging the battery. If the direction of $\mathbf{E}$ were opposite to that of $i$, the "dissipated" power represented by (6) would be negative. In this case, the battery would be generating electric power.

Consider next the first term on the right-hand side of eq. (5). In the electrostatic field it was found that the quantity $1 / 2 \in E^{2}$ could be considered to represent the energy density or the stored electric energy per unit volume of the electric field. Also for the steady magnetic field the quantity $1 / 2 \mu H^{2}$ represented the stored energy density of the magnetic field. If it is assumed that these quantities continue to represent stored energy densities when the fields are changing with time (and there seems to be no real reason for considering otherwise), the integral represents the total stored energy in the volume $V$. The negative time derivative of this quantity then represents the rate at which the stored energy in the volume is decreasing.

The interpretation of the remaining term follows from the application of the law of conservation of energy. The rate of energy dissipation in the volume $V$ must equal the rate at which the stored energy in $V$ is decreasing, plus the rate at which energy is entering the volume $V$ from outside. The term

$$
-\oint_{S} \mathbf{E} \times \mathbf{H} \cdot d \mathbf{a}
$$

therefore must represent the rate of flow of energy inward through the surface of the volume. Then this expression without the negative sign,

$$
\begin{equation*}
\oint_{s} \mathrm{E} \times \mathrm{H} \cdot d \mathbf{a} \tag{6-7}
\end{equation*}
$$

represents rate of flow of energy outward through the surface enclosing the volume.

The interpretation of eq. (5) leads to the conclusion that the integral of $\mathbf{E} \times \mathrm{H}$ over any closed surface gives the rate of energy
flow through that surface. It is seen that the vector

$$
\begin{equation*}
\mathbf{P}=\mathbf{E} \times \mathbf{H} \tag{6-8}
\end{equation*}
$$

has the dimensions of watts per square meter. It is Poynting's theorem that the vector product $\mathbf{P}=\mathbf{E} \times \mathbf{H}$ at any point is a measure of the rate of energy flow per unit area at that point. The direction of flow is perpendicular to $\mathbf{E}$ and $\mathbf{H}$ in the direction of the vector $\mathrm{E} \times \mathrm{H}$.

Example 1: Power Flow for a Plane Wave. The expression for rate of energy flow per unit area is checked very easily in the case of a uniform plane wave traveling with a velocity

$$
v_{0}=\frac{1}{\sqrt{\mu \epsilon}}
$$

The total energy density due to electric and magnetic fields is given by

$$
1 / 2\left(\epsilon E^{2}+\mu H^{2}\right)
$$

For a wave moving with a velocity $\mathrm{v}_{0}$ the rate of flow of energy per unit area would be

$$
\begin{equation*}
\mathbf{P}=1 / 2\left(\epsilon E^{2}+\mu H^{2}\right) \mathbf{v}_{0} \tag{6-9}
\end{equation*}
$$

Recalling that for a plane wave the magnitudes of $E$ and $H$ are related by

$$
\begin{aligned}
& \frac{E}{H}=\sqrt{\frac{\mu}{\epsilon}}-E=\sqrt{\frac{\mu}{\varepsilon}} \nrightarrow \\
& \mathrm{P}=\frac{1}{2}\left(\epsilon \sqrt{\left.\frac{\mu}{\epsilon} E H+\mu \sqrt{\frac{\epsilon}{\mu} E H}\right)^{\nabla_{0}}=\frac{1}{2}}\right. \\
&=\left(\frac{E H}{v_{0}}\right)^{\sigma} V_{0} \frac{\mu}{\varepsilon} \quad \mu \sqrt{\frac{\varepsilon}{\mu}} \\
&= \mathrm{E} \times \mathrm{H}
\end{aligned}
$$

eq. (9) becomes

Example 2: Power Flow in a Concentric Cable. Consider the transfer of power to a load resistance $R$ along a concentric cable which has a dec voltage $V$ between conductors and a steady current $I$ flowing in the inner and outer conductors. The conductors are assumed to have negligible resistance. The radius of the inner conductor is $a$ and the (inside) radius of the outer conductor is $b$. The magnetic intensity $H$ will be directed in circles about the axis. By Ampere's law the magnetomotive force
around any of these circles will be equal to the current enclosed, that is,

$$
\oint \mathrm{H} \cdot d \mathrm{~s}=\mathrm{I}
$$

in the region between the conductors.


Fig. 6-1
For this case $H$ is constant along any of the circular paths so

$$
\oint \mathbf{H} \cdot d \mathbf{s}=2 \pi r H
$$

where $r$ is the radius of the circle being considered. Hence

$$
H=\frac{I}{2 \pi r}
$$

The electric intensity $\mathbf{E}$ will be directed radially. In the example on page 55 it was shown that

$$
V=\frac{q}{2 \pi \epsilon} \log \frac{b}{a}
$$

where $q$ was the charge per unit length. Also it was shown that

$$
E=\frac{q}{2 \pi \epsilon r}
$$

Therefore the magnitude of $E$ will be given by

$$
E=\frac{V}{r \log \frac{b}{a}}
$$

The Poynting vector is

$$
\mathbf{P}=\mathbf{E} \times \mathbf{H}
$$

It is directed parallel to the axis of the cable. Since $\mathbf{E}$ and $\mathbf{H}$ are everywhere at right angles, the magnitude of $\mathbf{P}$ is simply

$$
P=E H
$$

The total power flow along the cable will be given by the integration of the Poynting vector over any cross-sectional surface. If the conductors are considered to be perfect, $E$ will have value only in the region between them and the Poynting vector will have value only in the same region. Let the element of area be $2 \pi r d r$. Then

$$
\begin{aligned}
W & =\int_{S} \mathrm{E} \times \mathrm{II} \cdot d \mathbf{a} \\
& =\int_{a}^{b} \frac{V}{r \log b / a}\left(\frac{I}{2 \pi r}\right)-\pi r d r \\
& =\frac{V I}{\log b / a} \int_{a}^{b} \frac{d r}{r} \\
& =V I
\end{aligned}
$$

This is the well-known result that the power flow along the cable is the product of the voltage and current. It is interesting to observe that this result was obtained by an integration over an area that did not include the conductors. According to this picture, for the perfect conductor case the flow of power is entirely external to the conductors. Even when the conductors have resistance, there is no contribution within the conductors to the Poynting vector in the direction parallel to the axis, for there is no value of $E$ within a conductor at right angles to the direction of current flow. In the case of the open-wire transmission line, the fields extend throughout all space and there is a value of Poynting vector everywhere in space, except within conducting bodies. Therefore the rather remarkable conclusion is reached that when a transmission line is used to deliver power from a generator to a load, the power transmission takes place through all the nonconducting regions of space and none of the power flows through the conductors that make up the transmission line.

Example 3: Conductor IIcving Resistance. When a conductor having resistance carries a direct current $I$, there will be a value of $E$ within the conductor. It will be parallel to the direction of the current ( $\mathrm{E}=\mathrm{i} / \sigma$ ), so there will still be no radial component of E . Hence there will still be no value of Poynting vector within the wire parallel to the axis, but there will now be a radial component of $P$. Consider a wire of length $L$ having a voltage drop $V_{L}$ along the wire. Let the wire be parallel to the $z$ axis. Then in the wire and at its surface

$$
E_{z}=\frac{V_{L}}{L}
$$

The magnetic intensity HI will be in the $\varphi$ direction and at the surface of the wire it will have a value

$$
I I_{\varphi}=\frac{I}{2 \pi a}
$$

where $a$ is the radius of the wire. $E_{z}$ and $H_{\varphi}$ are at right angles, so the Poynting vector will have a magnitude

$$
P=E_{s} H_{\varphi}
$$

and will be directed radially into the wire. The total power flowing into the wire through the surface will be

$$
\begin{aligned}
W & =\int_{0}^{L} E_{x} H_{\varphi} 2 \pi a d z \\
& =\frac{V_{L} I}{L} \int_{0}^{L} d z \\
& =V_{L} I
\end{aligned}
$$

which is the usual expression for loss due to ohmic resistance. This derivation shows that the power required to supply this loss may be considered as coming from the field outside the wire, entering it through the surface of the wire.

It is interesting to observe how the power flow continues inward. Inside the wire the value of $H$ does not vary with the radius in the same way as outside, because the current enclosed varies with $r$ in this case. If $i$ is the current density, the current enclosed at a radius $r$ will be

$$
I_{\mathrm{ovo}}=\pi r^{2} i
$$

For a wire of radius $a$ having a total current $I$

$$
I_{\text {exc }}=\frac{\pi r^{2} I}{\pi a^{2}}=\frac{r^{2}}{a^{2}} I
$$

Therefore inside the wire ( $r<a$ )

$$
H=\frac{r^{2} I}{2 \pi r a^{2}}
$$

The power flowing inward through an imaginary cylindrical shell of radius $r<a$ will be

$$
\begin{align*}
W & =\frac{V_{L}}{L} 2 \pi r L H \\
& =V_{L} I \frac{r^{2}}{a^{2}} \tag{6-10}
\end{align*}
$$

Equation (10) shows that the power dissipated within any shell is proportional to the volume enclosed by the shell through which the power is flowing. Hence the power dissipated per unit volume is uniform throughout the wire.

The configuration of the electric field about a two-wire line will appear somewhat as illustrated in Fig. 6-2 when there is a resistance drop in the conductors. The curvature near the surface of the wire is due to the voltage drop along the wire.

Example 4: Poynting Vector about A-C Lines. When a transmission line delivers a-c power, the voltage, and therefore the electric and magnetic fields, vary with time. Also, if it is a long line, the phases of voltage and current (and $E$ and $H$ ) will vary along the length of the line. For the simple case of a lossless line terminated in its characteristic impedance


Fig. 6-2. Electric-field configuration about a two-wire transmission line which has resistance.
which is a pure resistance, the variation in time and along the line of both voltage and current will be given by the expression for a traveling wave, that is, they are proportional to

$$
\cos \omega\left(t-\frac{z}{v}\right)
$$

For any value of $z$ and $t$ there will be a certain distribution of the Poynting vector over a plane parallel to the $x$ and $y$ axes. At every point in this plane, P will be parallel to the $z$ axis. The Poynting vector will be given by an expression of the form

$$
\mathbf{P}=\mathbf{E} \times \mathbf{H}=A \cos ^{2} \omega\left(t-\frac{z}{v}\right) f(x, y)
$$

The function $f(x, y)$ will not vary with $z$ or $t$. For a fixed value of time, the total power passing through a plane will vary with the position of the plane, that is with $z$, whereas for a fixed value of $z$ the power through the plane will vary with time. It will be noted that the power flow past a given plane is in pulses of double frequency, a fact readily appreciated when observing the flicker of a 25 -cycle electric light bulb.

In a polyphase line a study of the Poynting vector shows that the power passing through a plane of fixed $z$ will not vary as a function of time. In this case the Poynting vector distribution spirals about the line as it is propagated forward. The value of $P$ integrated over a plane
of constant $z$ will be found to be independert of time. In such a plane where $z=$ constant, the distribution of the Poynting vector would appear to be revolving about the line.
6.02 Note on the Interpretation of $\mathrm{E} \times \mathrm{H}$. The interpretation of $\mathrm{E} \times \mathrm{H}$ as the powver flow per unit area is an extremely useful concept, especially in radiation problems. For example, an integration of $\mathrm{E} \times \mathrm{H}$ over a surface enclosing a transmitting antenna gives the power radiated by the antenna. Although this interpretation of $\mathrm{E} \times \mathrm{H}$ never gives an answer which is known to be erroneous, it sometimes leads to a picture which the engineer is loathe to accept. Most engineers find acceptable the concept of energy transmission through space, either with or without guiding conductors, when wave motion is present. However for many engineers this picture becomes disturbing for transmission line propagation in the dc case. When E and H are static fields produced by unrelated sources, the picture becomes even less credible. The classic illustration of a bar magnet on which is placed an electric charge is one which is often cited. In this example a static electric field is crossed with a steady magnetic field and a strict interpretation of Poynting's theorem seems to require a continuous circulation of energy around the magnet. This is a picture that the engineer generally is not willing to accept (although he usually does not question the theory of permanent magnetism, which requires a continuous circulation of electric currents within the magnet). Fortunately, there exists an easy way out of the dilemma posed by this last example.

First, it is observed that the surface integral in eq. (5) is over the closed surface surrounding the volume. If any closed surface is taken about the bar magnet, it is found that $\mathrm{E} \times \mathrm{H}$ integrated over this closed surface is always zero. In other words, the net power flow away from the magnet is zero as it should be. Secondly, it is noted that, even though the power flow through any closed surface is correctly given by eq. (7), it does not necessarily follow that $\mathrm{P}=\mathrm{E} \times \mathrm{H}$ represents correctly the power flow at each point. For, to the vector $\mathrm{E} \times \mathrm{H}$, could be added any other vector having zero divergence (that is, any vector that is the curl of another vector) without changing the value of the integral in (7). This can be shown by applying the divergence theorem. Suppose the correct value for power flow at any point is not $\mathrm{E} \times \mathrm{H}$, but rather $\mathrm{P}=\mathrm{E}$
$\times H+F$, where $F$ is the curl of some other vector, say $G$. Then the net power flow through any closed surface would be

$$
\begin{aligned}
\oint_{S}(\mathbf{E} \times \mathbf{H}+\mathbf{F}) \cdot d \mathbf{a} & =\oint_{S}(\mathbf{E} \times \mathrm{H}) \cdot d \mathbf{a}+\int_{\mathrm{vol}} \operatorname{div} \mathrm{~F} d v \\
& =\oint_{S}(\mathbf{E} \times \mathrm{H}) \cdot d \mathbf{a}
\end{aligned}
$$

because div curl $G \equiv 0$.
It is seen that even though it may be possible to write an expression that gives correctly the net flow of power through a closed surface, it is still not possible to state just where the energy is. This problem is by no means peculiar to the electromagnetic field. The total potential energy of a raised weight is a readily calculable quantity but the "distribution" of this energy is not known. Just where the potential energy of a raised weight or a charged body "resides" is a question for philosophic speculation only. It cannot be answered on the basis of any measurements that the engineer can make.
6.03 Instantaneous, Average, and Complex Poynting Vector. In an ac circuit, the instantaneous power is always given by the product of the instantaneous voltage and the instantaneous current.

$$
W_{\mathrm{inat}}=V_{\mathrm{inat}} I_{\mathrm{inst}}
$$

The real power or average over a cycle is

$$
\begin{equation*}
W_{\mathrm{av}}=V I \cos \theta \tag{6-11}
\end{equation*}
$$

where $\theta$ is the time-phase angle between voltage and current, and $V$ and $I$ are effective values. The reactive power, or reactive voltamperes, is

$$
\begin{equation*}
W_{\text {react }}=V I \sin \theta \tag{6-12}
\end{equation*}
$$

When the voltage and current are written in the complex form, $\dagger$ that is,

$$
\begin{aligned}
V & =V_{\mathrm{ro}}+j V_{\mathrm{im}} \\
I & =I_{\mathrm{ro}}+j I_{\mathrm{im}}
\end{aligned}
$$

[^13]it is easily shown, using Fig. 6-3, eqs. (11) and (12), and a little trigonometry, that the real or average power is given by
\[

$$
\begin{equation*}
W_{\mathrm{av}}=V_{\mathrm{rv}} I_{\mathrm{ro}}+V_{\mathrm{tm}} I_{\mathrm{tam}} \tag{6-13}
\end{equation*}
$$

\]

while the reactive power is

$$
\begin{equation*}
W_{\text {reost }}=V_{\mathrm{im}} I_{\mathrm{ro}}-V_{\mathrm{ro}} I_{\mathrm{im}} \tag{6-14}
\end{equation*}
$$

This is a result well known to all electrical engineers. By multi-


Fig. 6-3. Phasor diagram for voltage and current.
plying out it is seen that the real power of eq. (13) is given by the real part of the product.

$$
V I^{*},
$$

where $I^{*}$ is the complex conjugate of $I$. That is,

$$
I^{*}=I_{\mathrm{re}}-j I_{\mathrm{im}}
$$

Also the reactive power is given by the imaginary part of VI*. Therefore it is possible to write $\dagger$

$$
\begin{align*}
W_{\text {real }} & =\operatorname{ReV} I^{*}  \tag{6-15}\\
W_{\text {react }} & =\operatorname{Im} V I^{*}  \tag{6-16}\\
W_{\text {complex }} & =W_{\text {rest }}+j W_{\text {react }}=V I^{*}
\end{align*}
$$

where $R e$ and $I m$ indicate that only the real or only the imaginary part is to be used.
$\dagger$ The student is reminded that the real and imaginary parts of the product $V I$ (where $V$ and $I$ are in the complex form) do not represent real and reactive power.

In expressions (15) and (16), $V$ and $I$ represent effective values of (complex) voltage and current. In terms of peak values (maximum in time), which for sinusoidal variations are $\sqrt{2}$ times the effective values, eqs. (15) and (16) would be

$$
\begin{align*}
W_{\text {real }} & =1 / 2 \operatorname{Re} V_{0} I_{0} *  \tag{6-17}\\
W_{\text {react }} & =1 / 2 \operatorname{Im} V_{0} I_{0} * \tag{6-18}
\end{align*}
$$

In electromagnetic field theory there are relations similar to the above between the Poynting vector $P$ (watts/sq m) and $E$ (volts $/ \mathrm{m}$ ) and $\mathrm{H}(\mathrm{amp} / \mathrm{m})$. The instantaneous power flow per square meter is

$$
P_{i n a t}=E_{i n a t} \times H_{i n o t}
$$

The real and reactive power per square meter is $\dagger$

$$
\begin{aligned}
\mathrm{P}_{\text {real }} & =\operatorname{Re}\left(\mathrm{E}_{\text {eff }} \times \mathrm{H}_{\text {eft }} *\right) \\
\mathrm{P}_{\text {renet }} & =\operatorname{Im}\left(\mathrm{E}_{\text {eff }} \times \mathrm{H}_{\text {eft }} *\right) \\
\mathrm{P}_{\text {complex }} & =\mathrm{E}_{\text {eff }} \times \mathrm{H}_{\text {efft }} *
\end{aligned}
$$

where $\mathbf{E}$ and H are expressed in the complex form and are effective values. In field theory peak values, rather than effective values, are used most, so it is usual to let the symbols E and H (without subscripts) represent peak or maximum values in time. Then

$$
\begin{align*}
\mathbf{P}_{\text {roal }} & =1 / 2 \operatorname{Re}\left(\mathrm{E} \times \mathrm{H}^{*}\right)  \tag{6-19}\\
\mathbf{P}_{\text {react }} & =1 / 2 \operatorname{Im}\left(\mathrm{E} \times \mathrm{H}^{*}\right)  \tag{6-20}\\
\mathbf{P}_{\text {complox }} & =1 / 2 \mathrm{E} \times \mathrm{H}^{*}
\end{align*}
$$

where $E$ and $H$ are now peak values in the complex form. The first of these expressions represents the average or real power flow per unit area. The second represents a flow of reactive power, a surging back and forth of the energy in the field.

The product of $E$ and $H$ in equations (19) and (20) is a vector product. Only mutually perpendicular components of E and H contribute anything to power flow, and the direction of the flow is normal to the plane containing E and H . Thus in rectangular co-ordinates, the complex flow of power per unit area normal to the $y-z$ plane is

$$
\begin{equation*}
P_{x}=1 / 2\left(E_{y} H_{z}{ }^{*}-E_{z} H_{y}{ }^{*}\right) \tag{6-21}
\end{equation*}
$$

$\dagger$ For vectors the form corresponding to expression (11), i.e., $\mathrm{P}_{\text {real }}=$ $\mathrm{E} \times \mathrm{H} \cos \theta$, would require special interpretation, because the time phase angles between the scalar components may be different for the different components.
with corresponding expressions for the other directions. In spherical co-ordinates, the outward (radial) flow of complex power per unit area is

$$
\begin{equation*}
P_{r}=1 / 2\left(E_{\theta} H_{\phi}^{*}-E_{\phi} H_{\theta}^{*}\right) \tag{6-22}
\end{equation*}
$$

Problem 1. Verify that
and

$$
\begin{aligned}
& V I \cos \theta=V_{\mathrm{r}} I_{\mathrm{ro}}+V_{\mathrm{im}} I_{\mathrm{im}}=R e V I^{*} \\
& V I \sin \theta=V_{\mathrm{im}} I_{\mathrm{ro}}-V_{\mathrm{re}} I_{\mathrm{im}}=I m V I^{*}
\end{aligned}
$$

where the symbols represent effective values of voltage and current.
Problem 2. A concentric cable (assumed perfectly conducting) is one wavelength long and is terminated in its characteristic impedance, a pure resistance.
(a) Indicate the magnitude and direction of the Poynting vector along the line at successive one-eighth period intervals of time throughout a cycle.
(b) Repeat part (a) for the case where the line is terminated by a short circuit.

Problem 3. A short vertical transmitting antenna erected on the surface of $\mathrm{a}_{j}$ perfectly conducting earth produces an effective field intensity

$$
E_{\text {eff }}=E_{\theta_{\text {eff }}}=100 \sin \theta \quad \mathrm{mv} / \mathrm{m}
$$

at points a distance of 1 mile from the antenna ( $\theta$ is the polar angle). Compate the Poynting vector and the total power radiated. (For the distant field, $H=H_{\phi}=\frac{E_{\theta}}{\eta_{v}}$ )
6.04 Power Loss in e. Plane Conductor. An evaluation of the normal component of Poynting vector at the surface of a conductor will give the power flow per unit area through the surface and hence the power loss in the conductor.

Let there be a tangential component of magnetic intensity $H_{\text {tan }}$ at the surface of a metallic conductor (assumed for the present to be an infinitely large flat plate having a thickness very much greater than the skin depth $\delta$ ). From the continuity requirements across the boundary surface the tangential component of H just inside the conductor will have this same value $H_{\text {tan }}$. Inside the conductor $\mathrm{E}_{\text {tan }}$, the tangential component of $\mathbf{E}$ is related to $\mathrm{H}_{\text {ten }}$ by

$$
\frac{E_{\mathrm{tan}}}{H_{\mathrm{tan}}}=n_{m}
$$

and

$$
n_{m}=\sqrt{\frac{j \omega \mu_{m}}{\sigma_{m}+j \omega \epsilon_{m}}} \approx \sqrt{\frac{j \omega \mu_{m}}{\sigma_{m}}}=\sqrt{\frac{\omega \mu_{m}}{\sigma_{m}}}
$$

where $n_{m}$ is the intrinsic impedance of the conductor. (The subscript $m$ has been used to indicate that the quantities inside the metallic conductor are meant.) Just inside the surface of the conductor $E_{\text {tan }}=n_{m} H_{\text {tan }}$ and, from the continuity requirements across the boundary, the tangential component of electric intensity just outside the surface will also be $E_{\text {tan }}$. Then the average (or real) power flow per unit area normal to the surface will be

$$
\begin{equation*}
\mathbf{P}_{n}(\text { real })=1 / 2 R e\left(\mathbf{E}_{\tan } \times \mathbf{H}_{\tan }{ }^{*}\right) \tag{6-23}
\end{equation*}
$$

When $\mathrm{E}_{\text {tan }}$ and $\mathrm{H}_{\text {tan }}$ are at right angles, and since for any good conductor $E_{\text {tan }}$ leads $H_{\text {tan }}$ by 45 degrees in time phase, (23) becomes

$$
\begin{align*}
P_{n} & =1 / 2\left|E_{\text {ta }}\right|\left|H_{\text {tan }}\right| \cos 45^{\circ} \\
& =\left(\frac{1}{2 \sqrt{\overline{2}}}\right)\left|n_{m}\right|\left|H_{\text {tan }}\right|^{2} \\
& =\left(\frac{1}{2 \sqrt{\overline{2}}}\right) \frac{\left|E_{\text {ta }}\right|^{2}}{\left|n_{m}\right|} \tag{6-24}
\end{align*}
$$

where the bars | | indicate the absolute magnitude of the complex quantity. For a conductor which has a thickness very much greater than the skin depth $\delta$, the surface impedance $Z_{s}$ is equal to the intrinsic impedance $n_{m}$ of the conductor, so that

$$
\begin{equation*}
P_{n}=\frac{1}{2 \sqrt{2}}\left|Z_{s} \| H_{\tan }\right|^{2}=\frac{1}{2 \sqrt{2}} \frac{\left|E_{\tan }{ }^{2}\right|}{\left|Z_{s}\right|} \quad \mathrm{watt} / \mathrm{sq} \mathrm{~m} \tag{6-25}
\end{equation*}
$$

In a conductor the linear current density J is equal in magnitude to the tangential magnetic intensity at the surface, so

$$
\begin{equation*}
P_{n}=\left(\frac{1}{2 \sqrt{\overline{2}}}\right)\left|Z_{s} \| J\right|^{2} \quad \text { watt } / \mathrm{sq} \mathrm{~m} \tag{6-26}
\end{equation*}
$$

In expressions (25) and (26), $E_{\text {tan }}, H_{\text {tan }}$, and $J$ are peak values. In terms of effective values

$$
\begin{align*}
P_{n} & =\frac{1}{\sqrt{2}} \frac{\left|E_{t \text { (eftr })}\right|^{2}}{\left|Z_{s}\right|}=\frac{1}{\sqrt{2}}\left|Z_{s}\right|\left|H_{i(\text { (fit) }}\right|^{2} \\
& =\frac{1}{\sqrt{2}}\left|Z_{s}\right|\left|J_{\text {ett }}\right|^{2} \\
& =R_{s} J_{\text {off }}{ }^{2} \quad \quad \text { watt } / \mathrm{sq} \mathrm{~m}
\end{align*}
$$

This result agrees with that previously obtained in chap. 5.
[NOTE: In this chapter, where the notions of complex power and complex Poynting vector were introduced, special type (bold italic) was used to distinguish complex scalars from real scalars. After the student or engineer has become familiar with the use of complex quantities, the need for making a distinction between the two hardly ever exists, and so most engineering texts use the same type (lightface italic) for complex scalars as for real scalars. This practice will be followed in the remainder of the text, except in special cases where it is desired to emphasize that the quantities are complex rather than real.]

Problem 4. A uniform plane wave having field components $E_{x}$ and $H_{v}$ is guided in the $z$ direction between a pair of parallel copper planes. If the frequency is 100 mc and the field intensity of the transmitted wave is $E_{x}=1$ volt $/ \mathrm{m}$, determine by two methods the power loss per square meter in each of the conducting planes.
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## CHAPTER 7

## GUIDED WAVES

In the wave propagation so far discussed, only uniform plane waves, remote from any guiding surfaces, have been considered. In many actual cases, propagation is by means of guided waves, that is, waves that are guided along or over conducting or dielectric surfaces. Common examples of guided electromagnetic waves are the waves along ordinary parallel-wire and coaxial transmission


Fig. 7-1. Parallel conducting planes.
lines, waves in wave guides, and waves that are guided along the earth's surface from a radio transmitter to the receiving point. The study of such guided waves will now be undertaken.
7.01 Waves between Parallel Planes. For purposes of study a simple illustrative example is that of an electromagnetic wave, propagating between a pair of parallel perfectly conducting planes of infinite extent in the $y$ and $z$ directions (Fig. 7-1). In order to determine the electromagnetic field configurations in the region
between the planes, Maxwell's equations will be solved subject to the appropriate boundary conditions. Because perfectly conducting planes have been assumed, these boundary conditions are very simple, being

$$
E_{\text {tangental }}=0, \quad H_{\text {normal }}=0
$$

at the surfaces of the conductors.*
In general, and assuming that all time variations are as $e^{j \omega t}$, Maxwell's equations and the wave equations are

$$
\begin{array}{rlr}
\operatorname{curl} \mathrm{H}= & (\sigma+j \omega \epsilon) \mathrm{E} & \operatorname{curl} \mathrm{E}=-j \omega \mu \mathrm{H} \\
\nabla^{2} \mathrm{E}= & \gamma^{2} \mathrm{E} & \nabla^{2} \mathrm{H}=\gamma^{2} \mathrm{H} \\
& \gamma=\sqrt{(\sigma+j \omega \epsilon)(j \omega \mu)} \tag{7-3}
\end{array}
$$

'where
In rectengular co-ordinates, and for the nonconducting region between the planes, these equations become

$$
\left.\begin{array}{cc}
\frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=j \omega \epsilon E_{x} & \frac{\partial E_{z}}{\partial y}-\frac{\partial E_{y}}{\partial z}=-j \omega \mu H_{x} \\
\frac{\partial H_{x}}{\partial z}-\frac{\partial H_{z}}{\partial x}=j \omega \epsilon E_{y} & \frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}=-j \omega \mu H_{y}  \tag{7-5}\\
\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}=j \omega \epsilon E_{z} & \frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}=-j \omega \mu H_{z}
\end{array}\right\}
$$

It will be assumed that propagation is in the $z$ direction, and that the variation of all field components in this direction may be expressed in the form $e^{-\hat{\gamma}_{z}}$, where in general

$$
\begin{equation*}
\bar{\gamma}=\bar{\alpha}+j \bar{\beta} \tag{7-6}
\end{equation*}
$$

is a complex propagation constant, $\dagger$ whose value is to be determined.

[^14]This is a quite reasonable assumption because (as will be shown later) for any uniform transmission line or guide the fields must obey an exponential law along the line. When the time variation factor is combined with the $z$-variation factor, it is seen that the combination

$$
\begin{equation*}
e^{j \omega t} \cdot e^{-j z}=e^{(j \omega t-\gamma z)}=e^{-\bar{\alpha} z} \cdot c^{j(\omega t-\bar{\beta} z)} \tag{7-7}
\end{equation*}
$$

represents a wave propagating in the $z$ direction. If $\bar{\gamma}$ happens to be an imaginary number, that is if $\bar{\alpha}=0$, expression (5) represents a wave without attenuation. On the other hand, if $\bar{\gamma}$ is real so that $\bar{\beta}=0$, there is no wave motion but only an exponential decrease in amplitude.

Since the space between the planes is infinite in extent in the $y$ direction, there are no boundary conditions to be met in this direction, and it can be assumed that the field is uniform or constant in the $y$ direction. This means that the derivatives with respect to $y$ in (4) can be put equal to zero. In the $x$ direction however, there are certain boundary conditions which must be met. Therefore it is not possible to specify arbitrarily what the distribution of fields in this direction will be. This answer must come out of the solution of the differential equations when the boundary conditions are applied.

When the variation in the $z$ direction of each of the field components is shown explicitly by writing, for example,

$$
I I_{y}=H_{\nu}{ }^{0} e^{-\tilde{\gamma}_{z}}
$$

it is seen immediately that

$$
\frac{\partial I_{y}}{\partial z}=-\bar{\gamma} H_{y}{ }^{0} e^{-\hat{\gamma} z}=-\bar{\gamma} H_{y}
$$

with similar results for the $z$ derivatives of the other components. Making use of this result and remembering that the $y$ derivative of any component is zero, eqs. (4) and (5) become

$$
\left.\begin{array}{rlrl}
+\bar{\gamma} I I_{y} & =j \omega \in E_{x} & \bar{\gamma} E_{y} & =-j \omega \mu H_{x}  \tag{7-8}\\
-\bar{\gamma} I_{x}-\frac{\partial I I_{z}}{\partial x} & =j \omega \in E_{y} & -\bar{\gamma} E_{x}-\frac{\partial E_{z}}{\partial x} & =-j \omega \mu I I_{y} \\
\frac{\partial H_{y}}{\partial x} & =j \omega \epsilon E_{z} & \frac{\partial E_{y}}{\partial x} & =-j \omega \mu H_{z}
\end{array}\right\}
$$

$$
\left.\begin{array}{c}
\frac{\partial^{2} \mathrm{E}}{\partial x^{2}}+\bar{\gamma}^{2} \mathrm{E}=-\omega^{2} \mu \mathrm{E} \mathrm{E}  \tag{7-9}\\
\frac{\partial^{2} \mathrm{H}}{\partial x^{2}}+\bar{\gamma}^{2} \mathrm{H}=-\omega^{2} \mu \mathrm{H} \mathrm{H}
\end{array}\right\}
$$

In eqs. (9) it should be remembered that cach of these equations is really three equations, one for each of the components of $\mathbf{E}$ or $\mathbf{H}$. Equations (8) can be solved simultaneously to yield the following equations

$$
\left.\begin{array}{ll}
H_{x}=-\frac{\bar{\gamma}}{h^{2}} \frac{\partial H_{z}}{\partial x} & E_{x}=-\frac{\bar{\gamma}}{h^{2}} \frac{\partial E_{z}}{\partial x}  \tag{7-10}\\
H_{y}=-\frac{j \omega \epsilon}{h^{2}} \frac{\partial E_{z}}{\partial x} & E_{y}=+\frac{j \omega \mu}{h^{2}} \frac{\partial H_{z}}{\partial x}
\end{array}\right\}
$$

where

$$
\begin{equation*}
h^{2}=\bar{\gamma}^{2}+\omega^{2} \mu \epsilon \tag{7-11}
\end{equation*}
$$

In eqs. (10) the various components of electric and magnetic intensities are expressed in terms of $E_{z}$ and $H_{z}$. With the exception of one possibility, to be discussed later, it will be observed that there must be a $z$ component of either $E$ or $I I$; otherwise all the components would be zero and there would be no fields at all in the region considered. Although in the general case both $E_{z}$ and $H_{z}$ could be present at the same time, it is convenient and desirable to divide the solutions into two sets. In the first of these, there is a component of $\mathbf{E}$ in the direction of propagation ( $E_{z}$ ), but no component of H in this direction. Such waves are called $E$ waves, or more commonly, transverse magnetic (TM) waves, because the magnetic intensity $H$ is entirely transverse. The second set of solutions has a component of $\mathbf{H}$ in the direction of propagation, but no $E_{z}$ component. Such waves are called $H$ waves or transverse electric (TE) waves. The solutions to eqs. (8) and (9) for these two cases will now be obtained. Since the differential equations are linear, the sum of these two sets of solutions yields the most general solution.
7.02 Transverse Electric Waves ( $E_{z}=0$ ). Inspection of eqs. (10) shows that when $E_{z} \equiv 0$, but $I I_{z}$ does not equal zero, the field components $I I_{y}$ and $E_{x}$ will also cqual zero, whereas, in gencral, there will be nonzero values for the components $H_{x}$ and $E_{y}$. Since each of the field components obeys the wave equation as given by eqs. (9),
the wave equation can be written for the component $E_{\nu}$

$$
\frac{\partial^{2} E_{y}}{\partial x^{2}}+\bar{\gamma}^{2} E_{y}=-\omega^{2} \mu \epsilon E_{y}
$$

This can be written as

$$
\begin{equation*}
\frac{\partial^{2} E_{y}}{\partial x^{2}}=-h^{2} E_{y} \tag{7-12}
\end{equation*}
$$

Recalling that $E_{y}=E_{\nu}{ }^{0}(x) e^{\left(j \omega t-\gamma_{z}\right)}$, eq. (12) reduces to

$$
\begin{equation*}
\frac{d^{2} E_{y}{ }^{0}}{d x^{2}}=-h^{2} E_{y}{ }^{0} \tag{7-12a}
\end{equation*}
$$

where as before

$$
h^{2}=\bar{\gamma}^{2}+\omega^{2} \mu \epsilon
$$

Equation (12a) is the differential equation of simple harmonic motion. Its solution can be written in the form

$$
\begin{equation*}
E_{\nu}{ }^{0}=C_{1} \sin h x+C_{2} \cos h x \tag{7-13}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are arbitrary constants.
Showing the variation with time and in the $z$ direction the expression for $E_{\nu}$ is

$$
\begin{equation*}
E_{y}=\left(C_{1} \sin h x+C_{2} \cos h x\right) e^{(j \omega t-\hat{\gamma} z)} \tag{7-13a}
\end{equation*}
$$

The arbitrary constants $C_{1}$ and $C_{2}$ can be determined from the boundary conditions. For the parallel-plane wave guide of Fig. (7-1) the boundary conditions are quite simple. They require that the tangential component of $E$ be zero at the surface of the (perfect) conductors for all values of $z$ and time. This requires that

$$
\left.\begin{array}{ll}
E_{y}=0 & \text { at } x=0 \\
E_{y}=0 & \text { at } x=a
\end{array}\right\} \begin{aligned}
& \text { for all values } \\
& \text { of } z \text { and } t
\end{aligned} \quad \text { (boundary conditions) }
$$

In order for the first of these conditions to be true, it is evident that $C_{2}$ must be zero. Then the expression for $E_{y}$ is

$$
E_{y}=C_{1} \sin h x e^{\left(j \omega t-\xi_{z}\right)}
$$

Application of the second boundary condition imposes a restriction on $h$. In order for $E_{y}$ to be zero at $x=a$ for all values of $z$ and $t$ it is necessary that
where $m=1,2,3, \ldots$

$$
\begin{equation*}
h=\frac{m \pi}{a} \tag{7-14}
\end{equation*}
$$

(The special case of $m=0$ will be discussed later.) Therefore

$$
\begin{equation*}
E_{y}=C_{1} \sin \left(\frac{m \pi}{a} x\right) e^{\left(j \omega t-\hat{\gamma}_{z}\right)} \tag{7-15}
\end{equation*}
$$

The other components of $E$ and $H$ can be obtained by inserting eq. (15) in eqs. (10). When this is done, it is seen that the expressions for the field intensities for transverse electric waves between parallel planes are

$$
\begin{align*}
& E_{y}=C_{1} \sin \left(\frac{m \pi}{a} x\right) e^{\left(j \omega t-\tilde{y}_{z}\right)} \\
& H_{z}=-\frac{m \pi}{j \omega \mu a} C_{1} \cos \left(\frac{m \pi}{a} x\right) e^{\left(j \omega t-i_{z}\right)}  \tag{7-16}\\
& H_{x}=-\frac{\bar{\gamma}}{j \omega \mu} C_{1} \sin \left(\frac{m \pi}{a} x\right) e^{\left(j \omega t-\bar{\gamma}_{z}\right)}
\end{align*}
$$

Each value of $m$ specifies a particular field configuration or mode, and the wave associated with the integer $m$ is designated as the $\mathrm{TE}_{m, 0}$ wave or $\mathrm{TE}_{m, 0}$ mode. The second subscript (equal to zero in this case) refers to another factor which varies with $y$, which is found in the general case of rectangular guides. It will be noticed that the smallest value of $m$ that can be used in eqs. (16) is $m=1$, because $m=0$ makes all the fields identically zero. That is, the lowest order mode that can exist in this case is the $\mathrm{TE}_{1,0}$ mode.

In writing expressions for the field components as in eq. (16), the variation of all the fields with time and in the $z$ direction is the same for any particular value of $m$ and is shown by the factor $e^{j \omega t-\bar{z} z}$. Rather than carry this factor through the entire analysis, it is customary to drop it, putting it back in for the final result. Thus eqs. (16) can be written

$$
\begin{align*}
& E_{y}=C_{1} \sin \frac{m \pi}{a} x \\
& H_{x}=-\frac{\bar{\gamma}}{j \omega \mu} C_{1} \sin \frac{m \pi}{a} x  \tag{7-17}\\
& H_{z}=\frac{-m \pi}{j \omega \mu a} C_{1} \cos \frac{m \pi}{a} x
\end{align*}
$$

where now the factor $e^{\left(i \omega t-j_{z}\right)}$ is understood.* Whenever it is desired

* As shown in (17), $E_{y}, H_{x}$, and $H_{z}$ are functions of $x$ only, and not of time or $z$. They are the crest values or amplitudes of the waves. Most relations
to show the time and $z$ variations explicitly, the expressions are multiplied by $e^{\left(j \omega t-\gamma_{z}\right)}$.

The factor $\bar{\gamma}$ is the propagation constant, which is ordinarily complex, the real part $\bar{\alpha}$ being the attenuation constant and the imaginary part $\bar{\beta}$ being the phase shift constant. However, it will be shown in section 7.04 that for the present problem of waves guided by perfectly conducting walls, $\bar{\gamma}$ is either a pure real or a pure imaginary. In that range of frequencies where $\bar{\gamma}$ is real, $\bar{\alpha}$ has value but $\bar{\beta}$ is zero, so that there is attenuation but no phase shift and, therefore, no wave motion. In the range of frequencies where $\bar{\gamma}$ is imaginary, $\bar{\alpha}$ is zero but $\bar{\beta}$ has value, so that there is propagation by wave motion without attenuation. It is this latter range of frequencies that is of chief interest in wave guide propagation. Writing $\bar{\gamma}=j \bar{\beta}$, eqs. (16) for $\mathrm{TE}_{m, 0}$ waves in the propagation range may be written as

$$
\begin{align*}
& E_{y}=C_{1} \sin \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)} \\
& I_{x}=-\frac{\bar{\beta}}{\omega \mu} C_{1} \sin \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)}  \tag{7-16a}\\
& I I_{z}=\frac{j m \pi}{\omega \mu a} C_{1} \cos \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\tilde{\beta}_{z}\right)}
\end{align*}
$$

A sketch of these field distributions at some particular instant of time is shown in Fig. 7-2 for the $\mathrm{TE}_{1,0}$ mode.
7.03 Transverse Magnetic Waves ( $H_{z} \equiv 0$ ). The case of transverse magnetic waves between parallel planes can be solved in a manner similar to that used for TE waves. In this instance $H_{z}$ will be zero, and inspection of eqs. (10) shows that $H_{x}$ and $E_{y}$ will also be zero, while in general, $E_{z}, E_{x}$, and $H_{y}$ will have value. Solving the wave equation for $H_{y}$, gives as before

$$
\begin{equation*}
H_{y}=C_{3} \sin h x+C_{4} \cos h x \tag{7-18}
\end{equation*}
$$

where the factor $e^{\left(j_{\omega} t-j_{z}\right)}$ is understood. The boundary conditions cannot be applied directly to $H_{y}$ to evaluate the constants $C_{3}$ and

[^15]$C_{4}$, because in general the tangential component of $H$ is not zero at the surface of a conductor. However from eqs. (10) the expressions for $E_{z}$ can be obtained in terms of $H_{y}$, and then the boundary conditions applied to $E_{s}$. From eqs. (10) and (18)
$$
E_{5}=\frac{h}{j \omega \epsilon}\left[C_{3} \cos h x-C_{4} \sin h x\right]
$$

Applying the boundary conditions that $E_{z}$ must be zero at $x=0$ shows that $C_{\mathbf{3}}=0$. The second condition that $E_{z}$ must be zero


Fia. 7-2. Electric and magnetic fields between parallel planes for the $\mathrm{TE}_{1,0}$ wave.
at $x=a$ requires that $h=m \pi / a$ where $m$ is any integer. Then the expressions for $E_{z}, H_{y}$, and $E_{x}$ become

$$
\left.\begin{array}{rl}
E_{x} & =-\frac{m \pi C_{4}}{j \omega \epsilon a} \sin \frac{m \pi}{a} x  \tag{7-19}\\
H_{y} & =C_{4} \cos \frac{m \pi}{a} x \\
E_{x} & =\frac{\bar{\gamma} C_{4}}{j \omega \epsilon} \cos \frac{m \pi}{a} x
\end{array}\right\}
$$

Multiplying by the factor $e^{\left(j \omega t-y_{z}\right)}$ to s.jow the variation with time and in the $z$ direction, and putting $\bar{\gamma}=j \bar{\beta}$ for the range of frequencies in which wave propagation occurs, the expressions for TM waves between parallel perfectly conducting planes are

$$
\left.\begin{array}{l}
\Pi_{y}=C_{4} \cos \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)}  \tag{7-19a}\\
E_{x}=\frac{\bar{\beta}}{\omega \epsilon} C_{4} \cos \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)} \\
E_{z}=\frac{j m \pi}{\omega \epsilon a} C_{4} \sin \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)}
\end{array}\right\}
$$

As in the case of transverse electric waves, there is an infinite number of modes corresponding to the various values of $m$ from 1 to infinity. However in this case of transverse magnetic waves there



Fia. 7-3. The $\mathrm{TM}_{1,0}$ wave between parallel planes.
is also the possibility of $m=0$, because $m=0$ in the above equations does not make all the fields vanish. This particular case of $m=0$ will be discussed in detail in a later section. A sketch of the $\mathrm{TM}_{1,0}$ wave between parallel planes is shown in Fig. 7-3.
7.04 Characteristics of TE and TM Waves. The transverse electric and transverse magnetic waves between parallel conducting
planes exhibit some interesting and rather surprising properties that seem quite different from those of uniform plane waves in free space. These properties can be studied by investigating the propagation constant $\bar{\gamma}$ for these waves.

Examination of eqs. (16) for TE waves and eqs. (19a) for TM waves shows that for each of the components of E or H there is a sinusoidal or cosinusoidal standing-wave distribution across the guide in the $x$ direction. That is, each of these components varies in magnitude, but not in phase, in the $x$ direction. In the $y$ direction, by assumption, there is no variation of either magnitude or phase of any of the field components. Thus any $x-y$ plane is an equiphase plane for each of the field components (that is, any particular component, $E_{y}$ for example, reaches its maximum value in time at the same instant for all points on the plane). Also these equiphase surfaces progress along the guide in the $z$ direction with a velocity $\bar{v}=\omega / \bar{\beta}$, where $\bar{\beta}$, the phase shift constant, is the imaginary part of the propagation constant $\bar{\gamma}$. Now from eq. (11), $\bar{\gamma}$ can be expressed in terms of $h$ and frequency and the constants of the medium by

$$
\begin{equation*}
\bar{\gamma}=\sqrt{h^{2}-\omega^{2} \mu \epsilon} \tag{7-20}
\end{equation*}
$$

Inserting the restrictions on $h$ imposed by eq. (14), this becomes

$$
\begin{equation*}
\bar{\gamma}=\sqrt{\left(\frac{m \pi}{a}\right)^{2}-\omega^{2} \mu \epsilon} \tag{7-21}
\end{equation*}
$$

Inspection of eq. (21) shows that at frequencies sufficiently high so that $\omega^{2} \mu \epsilon>(m \pi / a)^{2}$, the quantity under the radical will be negative and $\bar{\gamma}$ will be a pure imaginary equal to $j \bar{\beta}$, where

$$
\begin{equation*}
\bar{\beta}=\sqrt{\omega^{2} \mu \epsilon-\left(\frac{m \pi}{a}\right)^{2}} . \tag{7-22}
\end{equation*}
$$

Under these conditions the fields will progress in the $z$ direction as waves, and the attenuation of these waves will be zero (for perfectly conducting planes).

As the frequency is decreased, a critical frequency $f_{c}=\frac{\omega_{c}}{2 \pi}$ will be reached at which

$$
\begin{equation*}
\omega_{c}^{2} \mu \epsilon=\left(\frac{m \pi}{a}\right)^{2} \tag{7-23}
\end{equation*}
$$

For all frequencies less than $f_{c}$, the quantity under the radical will be positive and the propagation constant will be a real number. That is, $\bar{\gamma}$ will have value but $\bar{\beta}$ will equal zero. This means that the fields will be attenuated exponentially in the $z$ direction and that there will be no wave motion, since the phase shift per unit length is now zero. The frequency $f_{c}$, at which wave motion ceases, is called the cut-off frequency of the guide. From eq. (23).

$$
\begin{equation*}
f_{c}=\frac{m}{2 a \sqrt{\mu \epsilon}} \tag{7-24}
\end{equation*}
$$

It is seen that for each value of $m$, there is a corresponding cut-off frequency below which wave propagation cannot occur. Above the cut-off frequency, wave propagation does occur and the attenuation of the wave is zero (for perfectly conducting planes). The phase shift constant $\bar{\beta}$, in the range where wave propagation occurs, is given by eq. (22). It is seen that $\bar{\beta}$ varies from zero at the cut-off frequency up to the value $\omega \sqrt{\mu \epsilon}$ as the frequency approaches infinity. The distance required for the phase to shift through $2 \pi$ radians is a wavelength, so that the wavelength $\bar{\lambda}$ is given in terms of $\bar{\beta}$ by

$$
\begin{equation*}
\bar{\lambda}=\frac{2 \pi}{\bar{\beta}} \tag{7-25}
\end{equation*}
$$

Also the velocity of propagation of the wave is given by the wavelength times the frequency, so that

$$
\begin{equation*}
\bar{v}=\bar{\lambda} f=\frac{2 \pi f}{\bar{\beta}}=\frac{\omega}{\bar{\beta}} \tag{7-26}
\end{equation*}
$$

When the expression for $\bar{\beta}$ is put in eqs. (25) and (26), the wavelength and wave velocity are given by

$$
\begin{align*}
& \bar{\lambda}=\frac{2 \pi}{\sqrt{\omega^{2} \mu \epsilon-(m \pi / a)^{2}}}  \tag{7-27}\\
& \bar{v}=\frac{\omega}{\sqrt{\omega^{2} \mu \epsilon-(m \pi / a)^{2}}} \tag{7-28}
\end{align*}
$$

It is seen that at the cut-off frequency both $\bar{\lambda}$ and $\bar{v}$ are infinitely large. As the frequency is raised above the cut-off frequency, the velocity decreases from this very large value. It approaches a lower limit.

$$
\begin{equation*}
\bar{v} \rightarrow v_{0}=\frac{1}{\sqrt{\mu \epsilon}} \tag{7-29}
\end{equation*}
$$

as the frequency becomes high enough so that $(m \pi / a)^{2}$ is negligible compared with $\omega^{2} \mu \epsilon$. When the dielectric medium between the plates is air, $\mu$ and $\epsilon$ have their free space values $\mu_{v}$ and $\epsilon_{v}$, and the lower limit of velocity, given by (29), is just the free-space velocity $c$, where as usual

$$
c=\frac{1}{\sqrt{\mu_{v} \epsilon_{v}}} \approx 3 \times 10^{8} \quad \text { meter } / \mathrm{sec}
$$

Therefore the velocity of the wave varics from a value equal to the velocity of light in free-space up to an infinitely large valuo as the frequency is reduced from extremely high values down to the cut-off frequency. This velocity is the wave velocity or phase velocity, and is different from the velocity with which the energy propagates. The distinction between these velocities will be considered in a later section of this chapter.
7.05 Transverse Electromagnetic Waves. For transverse electric (TE) waves between the parallel planes, it was seen that the lowest value of $m$ that could be used without making all the field components zero was $m=1$. That is, the lowest-order TE wave is the $\mathrm{TE}_{1,0}$ wave. For transverse magnetic (TM) waves however, a value of $m$ equal to zero does not necessarily require that all the fields be zero. Putting $m=0$ in eqs. (19a) leaves

$$
\left.\begin{array}{rl}
I_{y} & =C_{4} e^{j\left(\omega t-\bar{\beta}_{z}\right)}  \tag{7-30}\\
E_{x} & =\frac{\bar{\beta}}{\omega \epsilon} C_{4} e^{j(\omega t-\bar{\beta})} \\
E_{z} & =0
\end{array}\right\}
$$

For this special case of transverse magnetic waves the component of E in the direction of propagation, that is $E_{2}$, is also zero so that the electromagnetic field is entirely transverse. Consistent with previous notation this wave is called the transverse electromagnetic (TEM) wave. Although it is a special case of guided-wave propagation, it is an extremely important one, because it is the familiar type of wave propagated along all ordinary two-conductor transmission lines when operating in their customary (low-frequency) manner. It is usually called the principal wave.

There are several interesting properties of TEM waves which follow as special cases of the more general TE or TM types of waves. For the TEM waves between the parallel planes it is seen from eqs. (30) that not only are the fields entirely transverse, but they are constant in amplitude across a cross-section normal to the direction of propagation; and, of course, their ratio is also constant. For $m=0$ and an air dielectric, the expressions for $\bar{\gamma}, \bar{\beta}, \bar{v}$, and $\bar{\lambda}$ reduce to

$$
\left.\begin{array}{l}
\bar{\gamma} \rightarrow \gamma=j \omega \sqrt{\mu_{v} \epsilon_{v}}  \tag{7-31}\\
\bar{\beta} \rightarrow \beta=\omega \sqrt{\mu_{v} \epsilon_{v}} \\
\bar{v} \rightarrow v=\frac{1}{\sqrt{\mu_{v} \epsilon_{v}}}=c \\
\bar{\lambda} \rightarrow \lambda=\frac{2 \pi}{\omega \sqrt{\mu_{v} \epsilon_{v}}}=\frac{c}{f}
\end{array}\right\}
$$

Unlike TE and TM waves, the velocity of the TEM wave is independent of frequency and has the familiar free-space value, $c \approx 3$ $\times 10^{8}$ meter $/ \mathrm{sec}$. (It has this value only when the planes are perfectly conducting and the space between them is a vacuum. The effect of finite conductivity for the conducting planes is to reduce the velocity slightly. This effect will be considered in a later section.) Also from eq. (24), the cut-off frequency for the TEM wave is zero. This means that for transverse electromagnetic waves, all frequencies down to zero can propagate along the guide. The ratio of $E$ to $I I$ between the parallel planes for a traveling wave is

$$
\begin{equation*}
\left|\frac{E_{x}}{H_{y}}\right|=\frac{E_{x}}{H_{y}}=\frac{\bar{\beta}}{\omega \epsilon}=\sqrt{\frac{\mu_{v}}{\epsilon_{v}}} \tag{7-32}
\end{equation*}
$$

which is just the intrinsic impedance, $\eta_{v}$, of free space.
A sketch of the TEM wave between parallel planes is shown in Fig. 7-4.
7.06 Velocities cf Propagation. It was seen that except for the TEM wave, the velocity with which an electromagnetic wave propagates (in an air dielectric) between a pair of parallel planes is always greater than $c$, the free-space velocity of electromagnetic waves. In actual rectangular or cylindrical wave guides (to be considered in chap. 9), the TEM wave cannot exist and the wave or phase velocity is always greater than the free-space velocity. On
the other hand, the velocity with which the energy propagates along a guide is always less than the free space velocity. The relation between these velocities is made clear by consideration of a simple and well-known illustration. Figure $7-5$ might be considered to represent water waves approaching the shore line or a breakwater $a-a$ at an angle $\theta$. The velocity of the waves could be determined


Fig. 7-4. The TEM wave between parallel planes.
by measuring the distance $\lambda$ between successive crests and recording the frequency $f$ with which the crests passed a given observation point. The velocity $c$ with which the waves are traveling would be given by

$$
c=\lambda f
$$

Alternatively, if one wished to determine the velocity $c$ without going into the water, this could be done by measuring the angle $\theta$ and the velocity $\bar{v}=v_{z}$ with which the crests move along the shore
line (in the $z$ direction). This velocity would be given by

$$
\bar{v}=\bar{\lambda} f
$$

where $\bar{\lambda}$ is now the distance between crests along the shore line. Evidently $\bar{v}$ and $\bar{\lambda}$ are greater than $c$ and $\lambda$ respectively, and are related to them by

$$
\begin{align*}
& \bar{\lambda}=\frac{\lambda}{\cos \theta}  \tag{7-33a}\\
& \bar{v}=\frac{c}{\cos \theta} \tag{7-33b}
\end{align*}
$$

When the direction of wave travel is nearly parallel to the shore, that is, when the angle $\theta$ is small, the velocity $\overline{\bar{v}}$ with which the crests move along the shore line is very nearly equal to $c$, the freespace velocity of the waves. However, when the angle $\theta$ is near


Fig. 7-5. Water wave approaching a breakwater.
90 degrees the velocity with which the crests advance along the shore line is very great, and approaches infinity as $\theta$ approaches 90 degrees.

Consider now wave propagation within a wave guide. It is always possible, though sometimes not too practical, to obtain the field configuration within a rectangular guide by superposing two or more plane waves in a suitable manner. For the $\mathrm{TE}_{m, 0}$ waves in rectangular guides and for these same waves between parallel planes as already considered, this separation into component waves is quite simple. It is left for the student to show (problem 2) that two uniform plane waves having the same amplitude and fre-
quency, but opposite phases can be added to produce the field distributions of the $\mathrm{TE}_{m, 0}$ waves. The direction of the component waves are as shown in Fig. 7-6, where the angle $\theta$ between the walls of the guide and the direction of the waves depends upon the frequency and the dimension $a$. For each of the component waves the electric vector $\mathbf{E}$ will be in the $y$ direction and the magnetic vector H will lie in the $x-z$ plane and will be perpendicular to the direction of travel of that wave. In order to satisfy the boundary conditions at the walls of the guide, the electric fields due to the two component waves must add to zero at those surfaces. The only


Fig. 7-6. Dircetion of travel of the component uniform-plane waves between parallel planes.
way in which it is possible to have $E_{y}$ equal to zero at the walls and still have values of $E_{y}$ at points between the walls is to have a standing wave distribution of $E_{y}$ across the guide, with the nodal points of the standing wave occurring at the wall surfaces. This condition requires that $a$, the scparation between the walls, must be some multiple of a half-wavelength measured in the direction perpendicular to the walls. Referring again to Fig. 7-5 the required condition is that

$$
\frac{m \lambda_{x}}{2}=a
$$

where $m$ is an integer and where $\lambda_{x}$ is the distance between crests measured in the $x$ direction. Since $\lambda_{x}=\lambda / \sin \theta$, it is seen that the condition on $\theta$ is

$$
\begin{equation*}
\sin \theta=\frac{m \lambda}{2 a} \tag{7-34}
\end{equation*}
$$

Because the sine cannot be greater than unity, it is apparent that $a$, the separation between the walls must be greater than $\lambda / 2$, where $\lambda$ is the free-space wavelength of the wave. The wavelength for which

$$
\begin{equation*}
\lambda=\frac{2 a}{m} \tag{7-35}
\end{equation*}
$$

is the cut-off wavelength for that value of $m$. At the cut-off wavelength $\sin \theta$ is unity and $\theta$ is 90 degrees. That is, the waves bounce back and forth between the walls of the guide, and there is no wave motion parallel to the axis. As $\lambda$ is decreased from the cut-off value, $\theta$ also decreases, so that at wavelengths much shorter than cut-off (very high frequency) the waves travel almost parallel to the axis of the guide.

The wavelength $\bar{\lambda}=\lambda_{z}$, parallcl to the walls of the guide, which is the wavelength ordinarily measured in wave guide work, is given by

$$
\begin{equation*}
\bar{\lambda}=\frac{\lambda}{\cos \theta}=\frac{\lambda}{\sqrt{1-(m \lambda / 2 a)^{2}}} \tag{7-36}
\end{equation*}
$$

This is the distance between equiphase points in the direction of the axis of the guide. The phase velocity in this direction is

$$
\begin{equation*}
\bar{v}=\frac{c}{\cos \theta}=\frac{c}{\sqrt{1-(m \lambda / 2 a)^{2}}} \tag{7-37}
\end{equation*}
$$

It is evident that because of the zir-zag path traveled by each of the component waves, the velocity,* $v_{g}$, with which the energy propagates along the axis of the guide will be less than the free-space velocity $c$. In terms of the angle $\theta$, for a guide with an air dielectric, it will be

$$
v_{g}=c \cos \theta
$$

In terms of the width dimension $a$ in wavelengths, it is

$$
\begin{equation*}
v_{s}=c \sqrt{1-\left(\frac{m \lambda}{2 a}\right)^{2}} \tag{7-38}
\end{equation*}
$$

It will be, noted that the product of the phase velocity and the velocity with which the energy propagates is equal to the square of the

[^16]free-space velocity, that is,
\[

$$
\begin{equation*}
\bar{v} \times v_{g}=c^{2} \tag{7-39}
\end{equation*}
$$

\]

As the frequency is reduced toward the cut-off frequency, the angle $\theta$ approaches 90 degrees, so that the phase velocity $\bar{v}$ becomes very large, and the velocity with which the energy propagates becomes very small. At the cut-off frequency $\bar{v}$ is infinite, but $v_{g}$ is zero, that is propagation of energy along the guide by wave motion ceases.*

For a (lossless) dielectric in the guide having permittivity $\epsilon$ and permeability $\mu$, different from $\epsilon_{v}$ and $\mu_{v}$, the velocity $c$ must be replaced by $v_{0}=1 / \sqrt{\mu \epsilon}$.
7.07 Attenuation in Parallel Plane Guides. The problem of wave propagation between parallel conducting planes has been solved for the theoretical case of perfect conductors, and the solutions appear as eqs. (16a), (19a), and (30) for the $\mathrm{TE}_{m, 0}, \mathrm{TM}_{m, 0}$ and TEM modes respectively. In actual wave guides the conductivity of the walls is usually very large, but it is never infinite, and there are always some losses. These losses will modify the results obtained for the lossless case by the introduction of the multiplying factor $e^{-\alpha s}$ in eqs. (16a), (19a), and (30). The problem now is to determine this attenuation factor $\alpha$ that is caused by losses in the walls of the guide.

In order to see how $\alpha$ may be evaluated for wave guides, consider the familiar problem of attenuation in ordinary two-conductor transmission lines. For any line with uniformly distributed constants, the amplitudes of voltage and current along the line (when the line is terminated in its characteristic impedance) are

$$
\begin{align*}
V & =V_{0} e^{-\alpha z}  \tag{7-40}\\
I & =I_{0} e^{-\alpha z} \tag{7-41}
\end{align*}
$$

and the average power transmitted is

$$
\begin{align*}
W & =1 / 2 V I \cos \theta \\
& =1 / 2 V_{0} I_{0} e^{-2 \alpha z} \cos \theta \tag{7-42}
\end{align*}
$$

* This is not to say that there are no fields within the guide. In section 7.04 it was seen that below cut-off frequency $\bar{\gamma}$ is real, so that $\bar{\alpha}$ has value and $\bar{\beta}$ is zero. This means that the fields then penetrate into the guide with an exponential decrease in amplitude, and with no phase shift (for the infinitely-long guide with perfectly-conducting walls). A wave guide operated in this manner is known as an attenuator.

The rate of decrease of transmitted power along the line will be

$$
\begin{equation*}
-\frac{\partial W}{\partial z}=+2 \alpha W \tag{7-43}
\end{equation*}
$$

The decrease of transmitted power per unit length of line is

$$
-\Delta W=2 \alpha W
$$

and this must be equal to the power lost or dissipated per unit length. Therefore

$$
\frac{\text { Power lost per unit length }}{\text { Power transmitted }}=\frac{2 \alpha W}{W}=2 \alpha
$$

so that

$$
\begin{equation*}
\alpha=\frac{\text { Power lost per unit length }}{2 \times \text { power transmitted }} \tag{7-44}
\end{equation*}
$$

Using eq. (44), the attenuation factor can be determined for more general cases of guided wave transmission where the terms "voltage" and "current" may no longer apply.

The computation of power loss in a wave guide appears at first glance to be a rather difficult problem, because the loss depends upon the field configuration within the guide, and the field configuration, in turn, depends to some extent upon the losses. The attack on this problem is one that is used quite often in engineering. It is first assumed that the losses will have negligible effect upon the field distribution within the guide. Using the field distributions calculated for the lossless case, the magnetic-intensity tangential to each conducting surface is used to determine the current flow in that surface. Using this value of current and the known resistance of the walls, the losses are computed and $\alpha$ is determined from (44). If desired, a second and closer approximation could then be made, using a field distribution corrected to account for the calculated losses. However, for metallic conductors of high conductivity such as copper or brass, the first approximation yields quite accurate results, and a second approximation is rarely necessary.

Example 1: Attenuation Factor for the TEM Wave. The expressions obtained for magnetic and electric fields between parallel perfectly conducting planes (Fig. 7-1) in the case of the TEM mode were

$$
\begin{align*}
H_{y} & =C_{4} e^{j\left(\omega t-\beta_{z}\right)} \\
E_{x} & =\eta C_{4} e^{j\left(\omega t-\beta_{z}\right)} \tag{7-30a}
\end{align*}
$$

The linear current density in each of the conducting planes will be given by

$$
\mathrm{J}=\mathrm{n} \times \mathrm{II}
$$

so the amplitude of the linear current density in each plane is

$$
J=C_{4}
$$

The loss per square meter in each conducting plane is
where

$$
\begin{gathered}
1 / 2 J^{2} R_{s}=1 / 2 C_{4}^{2} R_{s} \\
R_{s}=\sqrt{\frac{\mu \mu_{m}}{2 \sigma_{m}}}
\end{gathered}
$$

is the resistive component of the surface impedance given by the expression

$$
Z_{t}=\sqrt{j \frac{\overline{\mu \mu_{n}}}{\sigma_{m}}}
$$

$\mu_{m}$ and $\sigma_{m}$ refer of course to values in the metallic conductor. The total loss in the upper and lower conducting surfaces per meter length for a width $b$ meters of the guide is

$$
C_{4}{ }^{2} \sum_{2} b
$$

The power transmitted down the guide per unit cross-sectional area is

$$
\begin{equation*}
1 / 2 \operatorname{Re}\left(\mathrm{E} \times \mathrm{II}^{*}\right)_{\mathrm{t}} \tag{7-45}
\end{equation*}
$$

$E_{x}$ and $H_{y}$ are right angles and in time phase and $\left.\mid E_{x}\right\}=\eta\left|H_{y}\right|$, so (45) reduces to

$$
1 / 2 \eta C_{4}{ }^{2}
$$

For a spacing $a$ meters between the planes the cross section area of a width $b$ meters of the guide is $b a$ square meters and the power transmitted through this area is

$$
\text { Power transmitted }=1 / 2 \eta C_{4}{ }^{2} b a
$$

From (44) the attenuation factor is

$$
\begin{align*}
\alpha & =\frac{C_{4}{ }^{2} R_{t} b}{2 \times 1 / 2 \eta C_{4} b a} \\
& =\frac{R_{z}}{\eta a}=\frac{1}{\eta a} \sqrt{\frac{\omega \mu_{m}}{2 \sigma_{m}} \quad \text { nepers } / \text { meter }} \tag{7.46}
\end{align*}
$$

This expression should be compared with the corresponding expression for the attenuation factor of an ordinary transmission line (eq. 8-65), which is

$$
\alpha=\frac{R}{2 Z_{0}}
$$

where $R$ is the resistance per unit length of the line (that is twice the conducto: resistance).

Example 2: Attenuction of TE Waves. The expressions for $E$ and $H$ for the transverse electric modes between perfectly conducting parallel planes (Fig. 7-1) are

$$
\left.\begin{array}{l}
E_{y}=C_{1} \sin \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)}  \tag{7-16a}\\
H_{z}=-\frac{\bar{\beta}}{\omega \mu} C_{1} \sin \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)} \\
H_{z}=\frac{j m \pi}{\omega \mu a} C_{1} \cos \left(\frac{m \pi}{a} x\right) e^{j\left(\omega t-\bar{\beta}_{z}\right)}
\end{array}\right\}
$$

The amplitude of linear current density in the conducting planes will be equal to the tangential component of $H$ (i.e., $I I_{x}$ ) at $x=0$ and $x=a$

$$
\begin{aligned}
\left|J_{v}\right| & =\left|H_{2}\right| \quad(\text { at } x=0, x=a) \\
& =\frac{m \pi C_{1}}{\omega \mu a}
\end{aligned}
$$

It is interesting to note in passing that for these modes there is no flow of current in the direction of wave propagation. The loss in each plate is

$$
\begin{equation*}
\frac{1}{2} J_{y}{ }^{2} R_{s}=\frac{m^{2} \pi^{2} C_{1}^{2} \sqrt{\omega \mu_{m} / 2 \sigma_{m}}}{2 \omega^{2} \mu^{2} a^{2}} \tag{7-47}
\end{equation*}
$$

The power transmitted in the $z$ direction through an element of area $d a=d x \cdot d y$ is

$$
\begin{aligned}
\text { Power transmitted per unit area } & =1 / 2 \operatorname{Re}\left(\mathbf{E} \times \mathrm{H}^{*}\right) \cdot d \mathbf{a} \\
& =-3 反\left(E_{y} H_{x}\right) d x d y \\
& =\frac{\bar{\beta} C_{1}{ }^{2}}{2 \omega \mu} \sin ^{2}\left(\frac{m \pi}{a} x\right) d x d y
\end{aligned}
$$

Power transmitted in the $z$ direction for a guide 1 meter wide with a spacing between conductors of $a$ meters is

$$
\begin{equation*}
\int_{x=0}^{x=a} \frac{\bar{\beta} C_{1}{ }^{2}}{2 \omega \mu} \sin ^{2}\left(\frac{m \pi}{a} x\right) d x=\frac{\bar{\beta} C_{1}{ }^{2} a}{4 \omega \mu} \tag{7-48}
\end{equation*}
$$

Dividing twice expression (47) by twice expression (48), the attenuation factor is

$$
\alpha=\frac{2 m^{2} \pi^{2} \sqrt{\omega \mu_{m} / 2 \sigma_{m}}}{\bar{\beta} \omega \mu a^{3}}
$$

Recalling that $\bar{\beta}=\sqrt{\omega^{2} \mu \epsilon-(m \pi / a)^{2}}$ the expression for attenuation factor for TE waves between parallel conducting planes for frequencies above cut-off is

$$
\begin{equation*}
\alpha=\frac{2 m^{2} \pi^{2} \sqrt{\omega \mu_{m} / 2 \sigma_{m}}}{\omega \mu a^{3} \sqrt{\omega^{2} \mu \epsilon-(m \pi / a)^{2}}} \tag{7-49}
\end{equation*}
$$

The value of this expression decreases from infinity at cut-off to quite low values at higher frequencies. For frequencies very much higher than cut-off the attenuation varies inversely as the three-halves power of the frequency.

Attenuation Factor for TM Waves. The expression for the attenuation factor for TM waves between parallel conducting planes can be obtained in a similar manner. It differs from expression (49)


Fig. 7-7. Attenuation versus frequency characteristics of waves guided between parallel conducting planes.
in that the attenuation reaches a minimum at a frequency that is $\sqrt{3}$ times the cut-off frequency and then increases with frequency. At frequencies much higher than cut-off the attenuation of the TM modes increases directly as the square root of frequency.

A sketch of variation of attenuation with frequency for different modes propagating between parallel conducting planes is shown in Fig. 7-7.
7.08 Wave Impedances. In ordinary transmission line theory, a brief discussion of which is given in the next chapter, extensive
use is made of the "characteristic impedance," $Z_{0}$, of the line. This impedance gives the ratio of voltage to current (for an infinitely long line), and its real part is a measure of the power transmitted for a given amplitude of current. In transmission line theory power is propagated along one axis only, and only one impedance constant is involved. However in three-dimensional wave propagation power may be transmitted along any or all of the three axes of the co-ordinate system, and consequently three impedance constants must be defined. For example, in the Cartesian co-ordinate system the complex power per unit area transmitted in the $x, y$, and $z$ directions respectively is given by

$$
\begin{gathered}
P_{x}=1 / 2\left(E_{y} H_{z}^{*}-E_{z} H_{y}^{*}\right) \quad P_{y}=1 / 2\left(E_{z} H_{x}^{*}-E_{x} H_{z}^{*}\right) \\
P_{z}=1 / 2\left(E_{x} H_{y}^{*}-E_{y} H_{x}^{*}\right)
\end{gathered}
$$

The real or average Poynting vector in any of the three directions is given by the real part of the appropriate expression. It is now convenient to define the wave impedances at a point by the following ratios of electric to magnetic intensities:

$$
\left.\begin{array}{rlrl}
Z^{+}{ }_{x y} & =\frac{E_{x}}{H_{y}} & Z^{+}{ }_{y z}=\frac{E_{v}}{H_{z}} & Z^{+}{ }_{z x}=\frac{E_{z}}{H_{x}}  \tag{7-50}\\
Z_{y x}^{+}=-\frac{E_{y}}{H_{x}} & Z^{+}{ }_{z y}=-\frac{E_{z}}{H_{y}} & \mathcal{Z}^{+}{ }_{x z}=-\frac{E_{x}}{\bar{H}_{z}}
\end{array}\right\}
$$

These are the wave impedances looking along the positive directions of the co-ordinates, and this fact is indicated by the superscript plus sign. The impedances in the opposite directions are the negative of those given above, and the negative direction is indicated by a superscript minus sign. Thus in the directions of decreasing co-ordinates

$$
\begin{array}{lll}
Z^{-}{ }_{x y}=-\frac{E_{x}}{H_{y}} & Z^{-}{ }_{y z}=-\frac{E_{y}}{H_{z}} & Z^{-}{ }_{z x}=-\frac{E_{z}}{H_{x}} \\
Z^{-}{ }_{y x}=\frac{E_{v}}{H_{x}} & Z^{-}{ }_{z y}=\frac{E_{z}}{H_{y}} & Z^{-}{ }_{x z}=\frac{E_{x}}{H_{z}}
\end{array}
$$

Corresponding definitions would obtain for any orthogonal co-ordinate system. In terms of these wave impedances the $x, y$, and $z$ components of complex Poynting vector are

$$
\begin{aligned}
& P_{x}=1 / 2\left(Z^{+}{ }_{y z} H_{z} H^{*}{ }_{z}+Z^{+}{ }_{z \nu} H_{y} H^{*}{ }_{\nu}\right)=-1 / 2\left(Z^{-}{ }_{\nu z} H_{z} H^{*}{ }_{z}+Z^{-}{ }_{z \nu} H_{y} H^{*}{ }_{v}\right) \\
& P_{y}=1 / 2\left(Z^{+}{ }_{z x} H_{x} H^{*}{ }_{x}+Z^{+}{ }_{x z} H_{z} H^{*}{ }_{z}\right)=-1 / 2\left(Z^{-}{ }_{z x} H_{x} H^{*}{ }_{x}+Z^{-}{ }_{x z} H_{z} H^{*}{ }_{z}\right) \\
& P_{z}=1 / 2\left(Z^{+}{ }_{x y} H_{\nu} H^{*}{ }_{\nu}+Z^{+}{ }_{y x} H_{x} H^{*}\right)=-1 / 2\left(Z^{-}{ }_{x y} H_{\nu} H^{*}{ }_{\nu}+Z^{-}{ }_{y x} H_{x} H^{*}{ }_{x}\right)
\end{aligned}
$$

The subscripts on the wave impedances indicate the particular components of E and H involved, and the algebraic sizns of the wave impedances have been chosen so that, if the real part of any given impedance is positive, the corresponding average power flow is in the direction indicated by the impedance.

Applying these definitions to waves propagating between parallel planes the wave impedance in the direction of propagation can be found. For the TEM wave (the exceptional case where both $E$ and $H$ are transverse), the wave impedance is given by eq. (32), and it is seen to be equal to $\eta_{v}$, the same as for a uniform plane wave in free space. For TE waves, the wave impedance can be obtained from eqs. (17). It is
where

$$
\begin{align*}
& Z^{+}{ }_{y x}=-\frac{E_{y}}{M_{x}}=\frac{j \omega \mu}{\bar{\gamma}}  \tag{7-51}\\
& \bar{\gamma}=\sqrt{\left(\frac{m \pi}{a}\right)^{2}-\omega^{2} \mu \epsilon}
\end{align*}
$$

The wave impedance in the $z$ direction is constant over the cross section of the guide. For frequencies below cut-off for which $\bar{\gamma}$ is real, the impedance is a pure reactance indicating no acceptance of power by the guide and therefore no transmission down the guide. For frequencies above cut-off $\bar{\gamma}$ is a pure imaginary (under the assumption of perfectly conducting walls) and can be written

$$
\bar{\gamma}=j \beta=j \sqrt{\omega^{2} \mu \epsilon-\left(\frac{m \pi}{a}\right)^{2}}
$$

so that

$$
\begin{equation*}
Z^{+}{ }_{\nu x}=\frac{\omega \mu}{\sqrt{\omega^{2} \mu \epsilon-(m \pi / a)^{2}}}=\frac{\omega \mu}{\bar{\beta}} \tag{7-52}
\end{equation*}
$$

The wave impedance is real and decreases from an infinitely large value at cut-off toward the asymptotic value of $\eta=\sqrt{\mu / \epsilon}$ as the frequency increases to values much higher than cut-off.

These results could equally well have been obtained by considering the TE wave as being made of two uniform plane waves reflected back and forth between the conducting planes and making an angle $\theta$ with the axis of propagation (Fig. 7-6). For the TE wave propagating in the positive $z$ direction the transverse component of $\mathbf{E}$ will be $E_{y}$, whereas the transverse component of H will be $-H_{x}=-H \cos \theta$; therefore the wave impedance in the $z$ direction is

$$
\begin{equation*}
Z_{\nu x}^{+}=-\frac{E_{y}}{M_{x}}=-\frac{E}{H \cos \theta}=\frac{\eta}{\cos \theta} \tag{7-53}
\end{equation*}
$$

Making use of eq. (37), this may be written as

$$
Z^{+}{ }_{y x}=\frac{\bar{v}}{c} \eta=\frac{\omega \mu}{\bar{\beta}}
$$

which is the same result as was obtaincd in (52).
For TM waves the transverse component of E will be $E_{x}=$ $E \cos \theta$, whereas the transverse component of H will be $H_{y}$. The wave impedance for this case is

$$
\begin{equation*}
Z^{+}{ }_{x y}=\frac{E_{x}}{I I_{y}}=\frac{E \cos \theta}{I I}=\eta \cos \theta \tag{7-54}
\end{equation*}
$$

It varies from zero at the cut-off frequency up to the asymptotic value $\eta$ for frequencies much higher than cut-off.

There is a marked resemblance between the properties of these wave impedances and the characteristic impedances of the prototype $T$ or $\pi$ sections in ordinary filter theory. For example, the wave impedance for TE waves between parallel planes may be written as

$$
\begin{equation*}
Z^{+}{ }_{y x}=\frac{\eta}{\cos \theta}=\frac{\eta}{\sqrt{1-\sin ^{2} \theta}} \tag{7-55}
\end{equation*}
$$

Making use of the relations

$$
\sin \theta=\frac{m \lambda}{2 a}, \quad \lambda_{c}=\frac{2 a}{m}, \quad f_{c}=\frac{1}{\lambda_{c} \sqrt{\mu \epsilon}}
$$

where $\lambda_{c}$ and $f_{c}$ are the cut-off wavelength and cut-off frequency, eq. (55) becomes

$$
\begin{equation*}
Z^{+}{ }_{y x}=\frac{\eta}{\sqrt{1-\left(f_{c} / f\right)^{2}}} \tag{7-56}
\end{equation*}
$$

This is similar to the expression for the characteristic impedance of the prototype $\pi$ section of a high pass filter, which is

$$
\begin{equation*}
Z_{0 \pi}=\frac{\sqrt{L / C}}{\sqrt{1-\left(f_{c} / f\right)^{2}}} \tag{7-57}
\end{equation*}
$$

Similarly the expression for the wave impedance for TM waves between parallel planes may be written as

$$
\begin{equation*}
Z_{x y}^{+}=\eta \sqrt{1-\left(\frac{f_{c}}{f}\right)^{2}} \tag{7-58}
\end{equation*}
$$

which corresponds to the expression for characteristic impedance of the prototype $T$ section of a high-pass filter,

$$
\begin{equation*}
Z_{0 T}=\sqrt{\frac{L}{C}} \sqrt{1-\left(\frac{f_{c}}{f}\right)^{2}} \tag{7-59}
\end{equation*}
$$

The wave impedances for waves between parallel planes are shown as functions of frequency in Fig. 7-8. In Chap. 9 a general transmission line analogy will be developed for TM and TE waves in cylindrical guides of any cross-sectional shape.


Fig. 7-8. Wave impedances for waves between parallel conducting planes: $a$, TE waves; $b$, TM waves.

In this chapter the characteristics of waves propagating between two parallel planes have been considered in some detail. The concepts developed in the treatment of this simple illustrative system are quite general and may be extended to apply to all guided systems. In chap. 8 these general principles will be applied to "ordi-
nary" two-conductor transmission lines, and in chap. 9 application will be made to practical forms of waveguides. Before leaving this simple system some consideration will be given to the electric field configuration and current flow within the metal walls of the guiding system.
7.09 Electric Field and Current Flow Within the Conductor. When an electromagnetic wave is guided along the surface of a conductor, currents flow in the conductor and charges appear and disappear on its surface. The current distribution within the conductor and the charge distribution on the surface can be obtained from a straightforward solution of Maxwell's equations, subject


Fig. 7-9. Current and surface charge on a perfect conductor that is guiding an electromagnetic wave.
to the appropriate boundary conditions at the boundary surface between the dielectric and the conductor. However the results are somewhat complex and require interpretation. For this reason, before obtaining the exact solution, it is advantageous to consider in a qualitative manner, and from facts already known, certain features of the problem.

In Fig. 7-9 a TEM wave is guided along the surface (in the $x-z$ plane) of a conductor which, for the moment, will be assumed to be perfectly conducting. For the case considered the electric intensity, $\mathbf{E}=\mathrm{j} E_{y}$, will be normal to the surface, and the magnetic intensity $\mathrm{H}=-\mathrm{i} H_{x}$ will be parallel to the surface. There will be a surface current $J_{z}$, flowing in the $z$ direction, and related to the magnetic intensity by the vector relation $\mathrm{J}=\mathrm{n} \times \mathrm{H}$, which in this case becomes $J_{z}=-H_{x}$. Since $E_{y}=-\eta_{v} H_{x}$, it follows that

$$
\begin{equation*}
J_{z}=\frac{E_{y}}{\eta_{v}} \tag{7-60}
\end{equation*}
$$

A surface charge density appears on the surface, the value of which is given by

$$
\begin{equation*}
\rho_{s}=D_{y}=\epsilon_{v} E_{y} \tag{7-61}
\end{equation*}
$$

From (60) and (61) it is seen that both $\rho_{s}$ and $J_{z}$ are proportional to $E_{y}$, so that at any instant of time the position of maximum charge occurs at the same value of $z$ as the position of maximum surface current.

When the conductivity of the conductor is reduced from infinity to a large but finite value such as obtains for ordinary metallic conductors, the situation is modified in several respects. The chief effect is the introduction of a small tangential component of E , which is required to drive the linear current density $J$ against the surface impedance $Z_{s}$ of the conductor. Making the assumption (known to be very good) that $H$ will not be changed appreciably by the finite rather than infinite conductivity, the tangential component of $\mathbf{E}$ can be obtained from

$$
\begin{aligned}
E_{z} & =J_{z} Z_{s}=-I_{x} Z_{s} \\
& =-I I_{x} \sqrt{\frac{j \omega \mu}{\sigma}}=-I I_{x} \sqrt{\frac{\omega \mu}{\sigma}} \quad / 45^{\circ}
\end{aligned}
$$

The horizontal or tancenticl component of $E$ is seen to lead $-I I_{x}$ and therefore $E_{y}$ by an angle of 45 degrees. The conductor is considered to be sufficiently good that the inequality $\sigma \gg \omega \epsilon$ holds for all frequencies considered. The depth of penetration, although small for good conductors, is not zero, and the linear current density $J_{z}$ is now distributed throughout the thickness of the conductor, with approximately two-thirds of it concentrated within the "skin depth" $\delta$. The linear current density $J_{z}$ is still in phase with the magnetic intensity $-H_{x}$, but the current density $i_{z}$ at the surface is in phase with $E_{z}$, and so leads $-H_{x}$ by 45 degrees. The penetration of the electric field and current waves into the conductor can be visualized by employing an artifice which yields an approximate but simple picture of the phenomena.

Since the electric field and current penetrate into the conductor by means of wave motion, it is convenient to think of the metallic medium as a large number of transmission lines, side by side guiding energy into the interior of the conductor* (Fig. 7-10). The

* G. W. O. Howe, "Wireless Currents at the Earth's Surface," Wireless Engineer, Vol. 17, No. 204, p. 385, September 1940.
picture is particularly simple if it is imagined that there are perfectly conducting strips, parallel to the $x-y$ plane, imbedded in the metallic medium and serving as the "conductors" of the transmission lines.


Fic. 7-10. Penetration of the electric field and current in a conductor that is not perfect (approximate representation).
Considering now a square vertical column of unit width (in the $z$ direction and unit depth (in the $x$ direction) as a transmission line, it will have the following constants per unit length (in the $y$ direction):

$$
\begin{array}{llll}
G=\sigma & \text { mhos } / \text { meter } & L=\mu & \text { henries } / \text { meter } \\
I=0 & \text { ohms } / \text { meter } & C=\epsilon & \text { farads } / \text { meter }
\end{array}
$$

where $\sigma, \mu$ and $\epsilon$ are the constants of the metallic medium. The "input voltage" to each of these lines will be $E_{z} \Delta z=E_{z}$ (for $\Delta z=1$ ). The "input current" per unit depth (in the $x$ direction) will be equal to this voltage divided by the input impedance of the line. Assuming that the line is long enough so that any reflected wave has negligible amplitude (that is, conductor thickness $\gg \delta$ ), the input impedance will be cquel to the "characteristic impedance" of the line.

$$
\begin{aligned}
Z_{\mathrm{in}}=Z_{0} & =\sqrt{\frac{R+j \omega L}{G+j \omega C}} \\
& =\sqrt{\frac{j \not \mu}{\sigma+j \omega \epsilon}} \approx \sqrt{\frac{\omega \mu}{\sigma}} \quad \underline{145^{\circ}}
\end{aligned}
$$

The "input current" to each "transmission line" flows down in one conductor, through the medium, and back up the second conductor.

If the input voltage were the same magnitude and phase for all lines, the vertical currents of adjacent lines would cancel and the current flow in the medium would be entirely in the horizontal direction.

This is the case when a uniform plane wave is incident normally on the surface of a conductor. In this case there is no current flow in the conducting strips and they may be removed without in any way affecting the current flow in the medium. However, when $E_{z}$ is caused by a radio wave traveling parallel to the surface of the conducting medium, there will be a phase difference between the input voltages of adjacent transmission lines equal to $2 \pi \Delta z / \lambda$, where $\Delta z / \lambda$ is the width in wavelengths of the vertical columns. In this case, there will be currents in the vertical strips as indicated in Fig. $7-10\left(\mathrm{~b}_{\mathrm{b}}\right)$, and, of course, this simple analysis is no longer exact. However for a metallic medium where the depth of penetration is very small, the error in this approximate approach is also small. The picture could be improved upon by sloping the conducting strips to be normal to the phase front of the wave advancing into the metal. As the wave external to the surface advances in the $z$ direction with a velocity $v_{z}=\omega / \beta_{0}$, the wave penetrates into the metal with a much slower velocity $v_{y} \approx \omega / \beta_{1}$. The first of these velocities is approximately equal to the velocity of light in free space, whereas the second is of the same order of magnitude as the velocity of sound in air. The slope of the line $A B$, parallel to an equiphase surface within the metal, is given by

$$
\begin{aligned}
\tan \psi_{1} & =\frac{v_{y}}{v_{z}} \approx \frac{\beta_{0}}{\beta_{1}}=\frac{\omega \sqrt{\mu \epsilon}}{\sqrt{\omega \mu \sigma / 2}} \\
& =\sqrt{\frac{2 \omega \epsilon}{\sigma}}
\end{aligned}
$$

For any good conductor the angle $\psi_{1}$ is very nearly zero. For example, for copper at $100 \mathrm{mc}, \psi_{1}=0.000079$ degrees. Since the direction of propagation of a wave is normal to the equiphase surfaces, the statement, that in the metal the wave propagates almost perpendicularly to the surface, is well justified.

Rigorous Solution. Having obtained a qualitative picture of what iappens within a conducting medium as an electromagnetic wave is guided along its surface, it is now in order to set up and obtain a more rigorous solution as a boundary value problem. The problem is that of finding
solutions to Maxwell's equations in regions O and I (Fig. 7-11), which will fit the boundary conditions at the surface of the conductor.


Fig. 7-11. Equiphase lines (solid) and equiamplitude lines (dashed) for an electromagnetic wave guided along a conducting plane.

The following assumptions will be made:
(1) No variations in the $x$ direction. Therefore $\partial / \partial x \equiv 0$.
(2) Variations in the $z$ direction can be represented by $e^{-\gamma_{0} z}$ in the dielectric and by $e^{-\gamma_{1} z}$ in the metal. The values of $\gamma_{0}$ and $\gamma_{1}$ must come out of the solution.
(3) Variations in the $y$ direction are as yet unknown and must be solved for.

Then, again representing all time variations by $e^{j \omega t}$, Maxwell's equations become:

Above the surface (Region $O$ ): Within the conductor (Region I):

$$
\left.\left.\begin{array}{rl}
\frac{\partial E_{z}}{\partial y}+\gamma_{0} E_{y} & =-j \omega \mu_{v} H_{x}  \tag{7-62b}\\
-\gamma_{0} H_{x} & =j \omega \epsilon_{v} E_{y} \\
-\frac{\partial H_{x}}{\partial y} & =j \omega \epsilon_{v} E_{z}
\end{array}\right\} \quad \begin{array}{l}
\frac{\partial E_{z}}{\partial y}+\gamma_{1} E_{y}=-j \omega \mu_{1} H_{x} \\
(7-62 a)
\end{array} \begin{array}{l}
-\gamma_{1} H_{x}=\left(\sigma_{1}+j \omega \epsilon_{1}\right) E_{y} \\
\\
-\frac{\partial H_{x}}{\partial y}=\left(\sigma_{1}+j \omega \epsilon_{1}\right) E_{z}
\end{array}\right\}
$$

combining gives

$$
\begin{array}{cc}
\frac{\partial^{2} H_{x}}{\partial y^{2}}+\gamma_{0}^{2} H_{x}=-\omega^{2} \mu_{v} \epsilon_{v} H_{z} & \frac{\partial^{2} H_{x}}{\partial y^{2}}+\gamma_{1}{ }^{2} H_{x}=j \omega \mu_{1}\left(\sigma_{1}+j \omega \epsilon_{1}\right) H_{x} \\
\text { or } \quad \frac{\partial^{2} H_{x}}{\partial y^{2}}=h_{0}{ }^{2} H_{x} & \frac{\partial^{2} H_{x}}{\partial y^{2}}=h_{1}{ }^{2} H_{x}
\end{array}
$$

where $h_{0}{ }^{2}=\left(-\gamma_{0}{ }^{2}-\omega^{2} \mu_{v} \epsilon_{v}\right)$

$$
\begin{array}{lrl}
\text { where } & h_{1}{ }^{2}=\left(-\gamma_{!}{ }^{2}+\gamma_{m}{ }^{2}\right) \\
\text { and } & \gamma_{m}{ }^{2}=j \omega \mu_{1}\left(\sigma_{1}+j \omega \epsilon_{1}\right)
\end{array}
$$

Solutions to these differential equations may be written as

$$
\begin{equation*}
H_{x}=C_{1} e^{h_{0} y}+C_{2} e^{-h_{0} y} \quad(7.63 a) \quad H_{x}=C_{3} e^{h_{1} y}+C_{4} e^{-h_{1} y} \tag{7.63b}
\end{equation*}
$$

In taking the square root of $h^{2}$, if it is agreed that that root which has a positive real part will be used, then only the second term of (63a) need be considered. The first term represents a field which becomes infinitely large at $y=\infty$. Since this could not represent a physical field, this first term will be discarded by putting $C_{1}=0$. Similarly within the conductor, the second term represents a nonphysical field that becomes infinite at $y=-\infty$. Therefore $C_{4}$ can be put equal to zero. Showing the variations with time and in the $z$ direction, the expressions for magnetic intensity can now be written
Above the surface: $\quad$ Leiow the surfice:

$$
I I_{x}=C_{2} e^{-h_{0 y}} e^{\left(j \omega t-\gamma_{0} s\right)} \quad H_{x}=C_{3} e^{+h_{1 y}} e^{\left(j \omega t-\gamma_{1} z\right)}
$$

At the surface ( $y=0$ ), these expressions must be equal at all instants of time and for all values of $z$, because $H_{x}$ must be continuous across the boundary. This requires that $C_{2}=\Gamma_{3}$ and $\gamma_{0}=\gamma_{1}$. Then the expressions for vertical and horizontal components of electric intensity can be written:

Above the surface:

## In the conductor:

$$
\begin{aligned}
& E_{y}=\frac{-\gamma_{0} C_{2}}{j \omega \epsilon_{v}} e^{-h_{0} v} e^{\left(j \omega t-\gamma_{0} z\right)} \\
& E_{z}=\frac{h_{0} C_{2}}{j \omega \epsilon_{v}} e^{-h_{0} y} e^{\left(j \omega t-\gamma_{0} z\right)}
\end{aligned}
$$

$$
E_{y}=-\frac{\gamma_{0} C_{2}}{\sigma_{1}+j \omega \epsilon_{1}} e^{h_{1 y}} e^{\left(j \star t-\gamma_{0} s\right)}
$$

$$
E_{z}=-\frac{h_{1} C_{2}}{\sigma_{1}+j \omega \epsilon_{1}} e^{\lambda_{1 y}} e^{\left(j \omega t-\gamma_{0} z\right)}
$$

At $y=0$ the expressions for $E_{\varepsilon}$ must be equal. Therefore

$$
\begin{gathered}
\frac{h_{\theta}}{j \omega \epsilon_{v}}=\frac{-h_{1}}{\sigma_{1}+j \omega \epsilon_{1}} \approx \frac{-h_{1}}{\sigma_{1}} \quad \text { (for metallic conductors) } \\
h_{0}=-\frac{j \omega \epsilon_{v} h_{1}}{\sigma_{1}} \quad h_{0}{ }^{2}=\frac{-\omega^{2} \epsilon_{v}{ }^{2}}{\sigma_{1}{ }^{2}} h_{1}{ }^{2} \\
\gamma_{0}^{2}=-\omega^{2} \mu_{\nu} \epsilon_{v}-h_{0}{ }^{2}=-\omega^{2} \mu_{\nu} \epsilon_{v}+\frac{\omega^{2} \epsilon_{v}{ }^{2}}{\sigma_{1}{ }^{2}}\left(-\gamma_{0}{ }^{2}+\gamma_{m^{2}}{ }^{2}\right)
\end{gathered}
$$

From this,

$$
\begin{aligned}
\gamma_{0} & \approx \sqrt{-\omega^{2} \mu_{v} \epsilon_{v}\left(1-\frac{j \omega \mu_{1} \epsilon_{v}}{\mu_{v} \sigma_{1}}\right)} \\
& \approx \frac{j \omega}{c} \sqrt{1-\frac{j \omega \mu_{1} \epsilon_{v}}{\mu_{v} \sigma_{1}}} .
\end{aligned}
$$

For nonferrous metallic conductors $\mu_{1} \approx \mu_{v,} \epsilon_{1} \approx \epsilon_{v}$, so that

$$
\begin{gathered}
\gamma_{0}=\gamma_{1} \approx \frac{j \omega}{c} \sqrt{1-\frac{j \omega \epsilon_{v}}{\sigma_{1}}} \\
h_{0}^{2} \approx-\frac{\omega^{2}}{c^{2}}\left(\frac{j \omega \epsilon_{v}}{\sigma_{1}}\right) \quad h_{0} \approx-\frac{j \omega}{c} \sqrt{\frac{j \omega \epsilon_{0}}{\sigma_{1}}} \\
h_{1} \approx \sqrt{j \omega \mu_{v} \sigma_{1}}
\end{gathered}
$$

The resultant expressions for the fields in the two regions are
Above the conductor:
$\left.\left.\begin{array}{l}H_{z}=C_{2} e^{-h_{0 y}} e^{\left(j \omega t-\gamma_{0 z}\right)} \\ E_{y}=\frac{-\gamma_{0}}{j \omega \epsilon_{v}} H_{x} \approx-\eta_{v} H_{x} \\ E_{z}=\frac{h_{0}}{j \omega \epsilon_{v}} H_{x} \approx-\eta_{v} \sqrt{\frac{j \omega \epsilon_{v}}{\sigma_{1}}} H_{x} \\ \frac{E_{y}}{E_{z}}=-\frac{\gamma_{0}}{h_{0}} \approx \sqrt{\frac{\sigma_{1}}{\omega \epsilon_{v}}} \quad l-45^{\circ}\end{array}\right\} \begin{array}{ll} \\ E_{y} \approx \frac{-j \omega \epsilon_{v}}{\sigma_{1}} \eta_{v} H_{x} \\ (7.64 \mathrm{a}) & E_{z} \approx-\sqrt{\frac{j \omega \mu_{v}}{\sigma_{1}}} H_{x} \\ & \frac{E_{y}}{E_{z}} \approx \sqrt{\frac{\omega \epsilon_{v}}{\sigma_{1}}} / 45^{\circ}\end{array}\right\}$
It is seen that in the region of the air dielectric, outside the conductor, the electric intensity is almost normal to the surface. The field is elliptically polarized, the small horizontal component of E leading the vertical component by 45 degrees. Within the conductor the field is almost horizontal or parallel to the surface, the very small vertical component leading the horizontal component by 45 degrees.

The equiphase and equiamplitude surfaces can bs obtained from the first of eqs. (64a and b). By letting

$$
\gamma_{0}=\alpha_{0}+j \beta_{0}, \quad h_{0}=p_{0}+j q_{0}, \quad h_{1}=p_{1}+j q_{1}
$$

these equations can be written as

$$
H_{x}=C_{z} e^{\left(-p_{0} y-\alpha_{0} z\right)} e^{j\left(\omega t-q_{0} y-\beta_{0 z}\right)} \text { (in the dielectric) }
$$

and

$$
I I_{x}=C_{2} e^{\left(p_{1} y-\alpha_{0} z\right)} e^{j\left(\omega t+g_{1} y-\beta_{0} z\right)} \text { (in the conductor) }
$$

Equiamplitude surfaces are obtained by setting the real exponents equal to a constant. This leads to

$$
\begin{align*}
& \tan \chi_{0}=-\frac{y}{z}=\frac{\alpha_{0}}{p_{0}} \approx \sqrt{\frac{\omega \epsilon_{v}}{2 \sigma_{1}}} \text { (in the dielectric) }  \tag{7-65}\\
& \tan \chi_{1}=\frac{y}{z}=\frac{\alpha_{0}}{p_{1}} \approx \frac{\omega \epsilon_{v}}{\sigma_{1}} \sqrt{\frac{\omega \epsilon_{v}}{2 \sigma_{1}}} \text { (in the conductor) } \tag{7-66}
\end{align*}
$$

Equiphase surfaces are obtained by setting the imaginary exponents equal to a constant. The slopes of the equiphase surfaces are given by

$$
\begin{align*}
& \tan \psi_{0}=\frac{y}{z}=-\frac{\beta_{0}}{q_{0}} \approx \sqrt{\frac{2 \sigma_{1}}{\omega \epsilon_{v}}} \text { (in the dielectric) }  \tag{7-67}\\
& \tan \psi_{1}=\frac{y}{z}=\frac{\beta_{0}}{q_{1}} \approx \sqrt{\frac{2 \omega \epsilon_{v}}{\sigma_{1}}} \text { (in the conductor) } \tag{7-68}
\end{align*}
$$

The angles $\chi_{0}, \chi_{1}, \psi_{0}$, and $\psi_{1}$ are shown in Fig. 7-11 where the equiphase lines are shown solid and the equiamplitude lines are shown dotted. In order to show the angles, their sizes have been very much exaggerated in


Fig. 7-12. Instantaneous current distribution within a copper conductor as a $100-\mathrm{mc}$ wave is guided over its surface. (The vertical scale has been expanded by a factor of $10^{5}$, and the vertical current scale is $10^{5}$ times the horizontal current scale. Lengths of arruws refer to magnitudes at tail of arrow.)
this diagram. It is seen from eqs. (65) and (67) that in the dielectric the equiphase and equiamplitude surfaces are mutually perpendicular. In the conductor both equiamplitude and equiphase surfaces are nearly parallel to the surface, with the equiamplitude surface making a much smaller angle than the equiphase surface.

Within the conductor the conduction current density, given by

$$
i=\sigma E
$$

is seen to have both horizontal and vertical components. Using eqs. (64b) it is possible to make an instantaneous plot of current flow in the conductor as the electromagnetic wave is guided along its surface. This has been done in Fig. 7-12 for a copper conductor at 100 mc . In order to show the current flow adequately the vertical scale has been expanded by a factor of 100,000 . The current magnitudes, indicated by the lengths of the arrows, are drawn to scale, but the vertical current scale is $10^{5}$ times the horizontal current scale. Thus, if a horizontal current density of 1 ampere per square meter is represented by an arrow of unit length, an arrow of the same length in the vertical direction represents only 10 microamperes per square meter. It is apparent from the figure that the vertical currents are very small compared with the horizontal currents. However, it is these minute vertical currents that bring to the surface the charges on which the external electric flux terminates. Since total current normal to the surface must be continuous across the boundary surface, the vertical conduction current within the conductor at the surface is equal to the displacement current normal to the surface in the dielectric (the displacement current in the conductor is negligible). These vertical currents are a maximum at those places where the charge density on the surface is zero.

The plot of Fig. 7-12 is for a single instant of time. As time passes, the entire field configuration shown sweeps to the right with a velocity approximately equal to the velocity of light in free space.

## PROBLEMS

1. A TEM wave is guided between two perfectly conducting parallel planes (Fig. 7-13). The frequency is 300 mc . Determine the voltage


Fig. 7-13
reading of the (infinite impedance) voltmeter (a) by using Maxwell's electromotive force law (Faraday's induction law) ; (b) in terms of voltages induced in conductors which are parallel to the electric field.
2. Show that the field configuration of the $\mathrm{TE}_{m, \theta}$ wave between parallel planes can be obtained by superposing two plane waves that are reflected back and forth between the walls of the guide as indicated in Fig. 7-6.
3. (a) Derive an expression for the attenuation factor for the $\mathrm{TM}_{1.0}$ wave between parallel conducting plancs.
(b) Verify that the attenuation is a minimum at a frequency which is $\sqrt{3}$ times the cut-off trequency.
4. For any uniform transmission line, for which $R, L, C$, and $G$ per unit length are independent of position along the line (and, of course, independent of the magnitude of voltage and current), show that variation along the line of $V$ and $I$ can always be represented by an exponential law.
5. Use Maxwell's equations to show that it is impossible for the TEM wave to exist within any single-conductor wave guide (such as an ordinary rectangular or circular guide).

Hint: For $\oint \mathrm{H} \cdot d \mathrm{~s}$ to have value in the transverse plane, there must be a longitudinal llow of current (conduction or displacement).
6. A plane wave propagating in a dielectric medium of permittivity $\epsilon_{1}$ and permeability $\mu_{1}=\mu_{v}$ is incident at an angle $\theta_{1}$ upon a second dielectric of permittivity $\epsilon_{2}$ and permeability $\mu_{2}=\mu_{v}$. The wave is polarized parallel to the plane of incidence. Then, if the electric and magnetic intensities of the incident wave are $E_{1}$ and $I_{1}$, the component of $E_{1}$ parallel to the boundary surface will be $E_{1} \cos \theta_{1}$ and the component of $I_{1}$ parallel to the surface will be $H_{1}$, so that the "wave impedance" of medium (1) in a direction normal to the surface would be $E_{1} \cos \theta_{1} / I_{1}=\eta_{1} \cos \theta_{1}$. Similarly the "wave impedance" for the refracted ray in medium (2) in the direction normal to the surface would be $E_{2} \cos \theta_{2} / H_{2}=\eta_{2} \cos \theta_{2}$. It would be expected when these impedances normal to the boundary surface are equal that there would be no reflection at the surface. Show that the condition that these impedances be equal is the same condition that led to the Brewster angle in eq. (5-73).
7. (a) In Chap. 9 (eq. $9-56$ ), the expression for phase velocity in a rectangular guide of any cross-section is shown to be $\bar{v}=v_{0} / \sqrt{1-\omega_{c}^{2} / \omega^{2}}$ where $\omega_{c}$ is a constant which depends upon the dimensions of the guide. Show that the group velocity defined by $v_{s}=d \omega / d \bar{\beta}$ is given by $v_{q}=v_{0} \sqrt{1-\omega_{c}{ }^{2} / \omega^{2}}$.
(b) Using the definition $v_{s}=d \omega / d \bar{\beta}$, show that eq. (7-38) follows from (7-37).
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## CHAPTER 8

## TRANSMISSION LINES

8.01 Introduction. In the study of wave propagation between parallel planes, it was found that there were many possible modes or types of waves which could be propagated. Except for the special case of the transverse electromagnetic (TEM) wave, however, all of these modes require a certain minimum separation (in wavelengths) between the conductors for propagation to be possible. Only for the TEM wave could the conductor separation be small compared with a wavelength. This statement also holds for practical transmission lines, such as coaxial or parallel-wire lines, and it is for this reason that only the TEM mode need be considered at low frequencies, that is at power, audio, and radio frequencies below 200 or 300 mc . All other modes would require impractically large cross-sectional dimensions of the guiding systems. If a system of conductors guides this low-frequency-type TEM wave, it is called a transmission line, whereas if it supports TE or TM waves, it is called a wave guide. Transmission lines are considered in this present chapter and wave guides will be studied in chap. 9. Transmission lines always consist of at least two separate conductors betweer which a voltage can exist, but wave guides may, and often do, involve only one conductor; for example, a hollow rectangular or circular cylinder within which the wave propagates.

Although the TEM transmission line wave is but one special case of guided wave propagation, it is so important practically, that it is usually treated as "ordinary transmission line theory" quite early in the training of the electrical engineer. In this treatment, circuit concepts are extended to cover this distributedconstants circuit. It is the purpose of this chapter to show how the circuit approach follows directly from Maxwell's equations, and also to review briefly transmission line theory, especially as it applies in the case of low-loss lines. It will be found that many of the
results and conclusions of ordinary transmission line theory may be applied with slight modifications to the more general cases of wave propagation. In particular, the concept of impedance developed in circuit theory can be carried over to transmission lines, and then extended to general wave propagation. This makes it possible, instead of working separately with $V$ and $I$ or $E$ and $H$, to deal with their ratio, which is usually the important quantity in engineering.

Actual two-conductor transmission lines usually take the form of parallel-wire or coaxial lines. Before considering these practical cases, however, circuit concepts will be developed for the simpler case of a parallel plane transmission line carrying the TEM wave.
8.02 Circuit Representation of the Parallel-plane Transmission Line. In communication engineering a transmission line carrying the principal (TEM) wave is represented as a distributed-constants network having a series impedance $Z=R+j \omega L$ per unit length and a shunt admittance $Y=G+j \omega C$ per unit length. It is instructive to draw the equivalent cir-


Fig. 8-1. Circuit representation of a lossless line. cuit and evaluate the constants for the parallel plane transmission line of Fig. 7-1. For the special case of perfectly conducting planes and a perfect (lossless) dielectric, the series resistance and shunt conductance are both zero, so that the equivalent circuit representation is that of Fig. 8-1, where there is an inductance $L$ per unit length and a capacitance $C$ per unit length. The values of these constants in terms of the line dimensions and the constants of the medium between the planes can be obtained directly from Maxwell's equations.

Consider the various sections of a parallel-plane transmission line shown in Fig. 8-2. It is assumed that the line is carrying the TEM mode in the positive $z$ direction, so that $\mathbf{E}=\mathrm{i} E_{x}$ and $\mathrm{H}=\mathrm{j} H_{\nu}$. The linear surface current density in the lower plane is $J_{z}=H_{y}$. The separation between the planes is $a$ meters and, although they are infinite in extent in the $y$ direction, a section $b$ meters wide will be considered as being the transmission line. (By making this section a part of planes of infinite extent the field will not depend on $y$, and edge effects are eliminated.) Applying the emf equetion
to the closed path $A B C D A$

$$
\oint \mathbf{E} \cdot d \mathbf{s}=-\int_{\mathbb{S}} \dot{\mathbf{B}} \cdot d \mathbf{a}
$$

becomes

$$
\begin{equation*}
V_{A B}+V_{B C}+V_{C D}+V_{D A}=-j \omega B_{y} a \Delta z \tag{8-1}
\end{equation*}
$$

where, as usual, time variations as $e^{i \omega t}$ are assumed. For perfectly conducting planes the tangential component of $E$ is zero and so

$$
V_{B C}=V_{D A}=0
$$



Fig. 8-2. Parallel-plane transmission line.
which leaves

$$
V_{C D}-V_{B A}=-j \omega B_{y} a \Delta z
$$

Dividing through by $\Delta z$ and expressing in the differential form

$$
\begin{equation*}
\frac{d V}{d z}=-j \omega B_{y} a \tag{8-2}
\end{equation*}
$$

It will be seen that

$$
B_{y}=\mu H_{y}=\mu J_{z}=\frac{\mu I}{b}
$$

where $I$ is the current flowing in the strip of width $b$ meters. Therefore, eq. (2) becomes

$$
\begin{equation*}
\frac{d V}{d z}=-\frac{j \omega \mu a}{b} I \tag{8-3}
\end{equation*}
$$

Comparison with the ordinary circuital form of the transmission line equation

$$
\begin{equation*}
\frac{d V}{d z}=-j \omega L I \tag{8-4}
\end{equation*}
$$

shows that for the parallel plane transmission line of width $b$ meters and spacing $a$ meters

$$
\begin{equation*}
L=\mu \frac{a}{b} \tag{8-5}
\end{equation*}
$$

Similarly by writing the mmf equation for the path $F G H K$ in the $y-z$ plane gives

$$
\begin{equation*}
b H_{F G}-b H_{K B}=j \nu \epsilon E_{x} b \Delta z \tag{8-6}
\end{equation*}
$$

which becomes

$$
\frac{d\left(b H_{y}\right)}{d z}=-j \omega \epsilon E_{x} b
$$

Replace $b H_{y}$ by $b J_{z}=I$ and $E_{x}$ by $V / a$. Then

$$
\begin{equation*}
\frac{d I}{d z}=-\frac{j \omega \in b}{a} V \tag{8-7}
\end{equation*}
$$

Comparison with the usual equation

$$
\begin{equation*}
\frac{d I}{d z}=-j \omega C V \tag{8-8}
\end{equation*}
$$

shows that for the parallel-plane transmission line

$$
\begin{equation*}
C=\epsilon \frac{b}{a} \tag{8-9}
\end{equation*}
$$

It is seen that for a parallel plane transmission line the inductance per unit length is simply the permeability $\mu$ of the medium multiplied by a geometry factor $a / b$, which in this case is proportional to the spacing and inversely proportional to the width of the line. Also the capacitance per unit length is the dielectric constant $\epsilon$ of the medium, multiplied by a geometry factor which, in this case, is proportional to the width and inversely proportional to the spacing. The reciprocal of the square root of the product of $L$ and $C$ gives the velocity of wave propagation along the line. That is,

$$
\begin{equation*}
v=\frac{1}{\sqrt{L C}}=\frac{1}{\sqrt{\mu \epsilon}} \tag{8-10}
\end{equation*}
$$

For lines of different cross section the geometry factors will of course be different. However, since the velocity of propagation is given by $v=1 / \sqrt{L C}$ for all uniform unloaded lossless 'transmission lines, and since the velocity is independent of the line geometry (whether parallel-wire, coaxial, etc.), it follows that the geometry factors for $L$ and $C$ must always be reciprocal (for lossless lines). For example, for parallel-wire lines it was found in chap. 2 that the capacitance per unit length was

$$
\begin{equation*}
C=\frac{\pi \epsilon}{\ln \frac{b+\sqrt{b^{2}-4 a^{2}}}{2 a}}=\frac{\pi \epsilon}{\cosh ^{-1}\left(\frac{b}{2 a}\right)} \tag{8-11}
\end{equation*}
$$

Therefore, the inductance per unit length must be

$$
\begin{equation*}
L=\frac{\mu \ln \frac{b+\sqrt{b^{2}-4 a^{2}}}{2 a}}{\pi}=\frac{\mu \cosh ^{-1}\left(\frac{b}{2 a}\right)}{\pi} \tag{8-12}
\end{equation*}
$$

It is, of course, more than just a coincidence that the geometry factors for the $L$ and $C$ of a line are reciprocal. The significance of this relation is discussed in section (8.05).

A clear concept of the meaning of the permeability constant $\mu$ and dielectric constant $\epsilon$ is obtained from the parallel-plane transmission line of Fig. (8-2). If this line has unit width and unit separation, so that $a=b=1$, then

$$
L=\mu \quad \text { and } \quad C=\epsilon
$$

Thus $\boldsymbol{\epsilon}$ is the capacitance between conductors of 1 meter length of the parallel plane line, which is 1 meter wide and has a separation of 1 meter. Similarly, $\mu$ is the inductance per meter length of the same line. In terms of voltage and current, $\mu$ is a measure of the change per unit length of the transverse voltage when the current is changing at the rate of $1 \mathrm{amp} / \mathrm{sec}$. Also the dielectric constant $\epsilon$ is a measure of the capacitive (displacement) current flow per unit length when the voltage between the planes is changing at the rate of $1 \mathrm{volt} / \mathrm{sec}$. In terms of electric and magnetic fields, $\mu$ is a measure of the rate of change of $E$ with distance owing to a change of $H$ with time. Similarly, $\epsilon$ is a measure of the rate of change of $H$ with distance owing to a change of $E$ with time. Of course this is just
the information conveyed by Maxwell's equations in their differential form.

In one respect the equivalent circuit representation of a transmission line may be misleading. In the equivalent circuit there exists a voltage drop $L(d I / d t)$ along each unit length of line. In the actual line, since $E$ tangential to the surface of a perfect conductor is always zero, the voltage drop along the surface of the line is necessarily zero. Even if the conductors are imperfect so that an $E$ parallel to the surface of the conductors is possible, the only voltage drop along the line would be that due to the current flow through the surface impedance, and this is ordinarily very small as has already been seen. The $L(d I / d t)$ drop in the equivalent circuit represents in the actual line the change per unit length of the transverse voltage between conductors. With a zero voltage drop along paths tangential to the (perfect) conductors, the difference of the transverse voltages $A B$ and $D C$ is equal to the induction voltage $-d \Phi / d t$ around the closed path $A B C D A$ (Fig. 8-2). But in the equivalent circuit representation of Fig. 8-1, where fields are not considered, the voltage around the closed path $A_{1} B_{1} C_{1} D_{1} A_{1}$ is zero. Therefore the induction voltage $-d \Phi / d t$ (which is responsible for the change in transverse voltage along the line) is shown as a series voltage, drop, $-L d I / d t$, across a lumped inductive reactance.

The characteristic impedance of the lossless parallel plane transmission line is

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{L}{C}}=\sqrt{\frac{\mu}{c}} \frac{a}{b}=\eta \frac{a}{b} \tag{8-13}
\end{equation*}
$$

For the line of unit dimensions, $a=b=1$, the characteristic impedance is just the intrinsic impedance of the dielectric medium between the plates.
8.03 Parallel-plane Transmission Lines with Loss. If the parallel plane transmission lines have loss, the results obtained above must be modified. The loss in the line will be due to the resistance of the conductors and to any conductivity of the dielectric between them. Again applying the electromotive force equation around the path $A B C D A$ of Fir. 8-2, the voltages $V_{B C}$ and $V_{D A}$ will now not be zero but will each have a value

$$
V_{B C}=V_{D A}=J_{\Delta} Z_{B} \Delta z
$$

This is the voltage drop in langth $\Delta z$ of each conductor due to $J_{3}$ flowing against the surface impedance $Z_{s}$. Then eq. (1) becomes

$$
\begin{equation*}
V_{C D}-V_{B A}=-j \omega B_{y} a \Delta z-2 J_{z} Z_{s} \Delta z \tag{8-14}
\end{equation*}
$$

Writing $B_{y}=\mu I I_{y}=\mu J_{z}=\mu I / b$, and putting (14) in the differential form,

$$
\begin{equation*}
\frac{d V}{d z}=-j \omega L I-Z^{\prime} I=-\left(j \omega L+Z^{\prime}\right) I \tag{8-15}
\end{equation*}
$$

where, as before,
and

$$
\begin{align*}
L & =\frac{\mu a}{b} \\
Z^{\prime} & =\frac{2 Z_{8}}{b} \tag{8-16}
\end{align*}
$$

is the series impedance per unit length of the line (that is twice the surface impedance of a width $b$ of each conductor). The impedance $Z^{\prime}$ is complex and can be written as $Z^{\prime}=R^{\prime}+j \omega L^{\prime}$ where $R^{\prime}$ will be the series resistance per unit length and $j \omega L^{\prime}$ will be the surface or internal reactance per unit length. Then eq. (15) can be written

$$
\begin{equation*}
\frac{d V}{d z}=-\left[R^{\prime}+j \omega\left(L^{\prime}+L\right)\right] I \tag{8-15a}
\end{equation*}
$$

If the dielectric between the conducting plates is not perfect, but has a value $\sigma$, then there will be a transverse conduction current density $\sigma \mathrm{E}$, which will modify the magnetomotive force around the rectangle FGIIK. Instead of (6) the mmf equation will now be

Then

$$
\begin{gathered}
-\left(b H_{K H}-b I I_{P G}\right)=\left(\sigma E_{x}+j \omega \epsilon E_{x}\right) b \Delta z \\
\frac{d\left(b I I_{y}\right)}{d z}=-b(\sigma+j \omega \epsilon) E_{z}
\end{gathered}
$$

Replacing $b H_{y}$ by $b J_{z}=I$ and $E_{x}$ by $\frac{V}{a}$

$$
\begin{align*}
\frac{d I}{d z} & =-\left(\frac{b_{J}}{a}+j \frac{\omega \epsilon b}{a}\right) V \\
& =-(G+j \omega C) V \tag{8-17}
\end{align*}
$$

where $C=\epsilon b / a$ is the capacitance pcr unit length and $G=b \sigma / a$ is the conductance per unit length of line.

Equations (15) and (17) are in the circuital form, familiar to engineers, and may be solved to yield the well-known "transmission line equations." Before carrying out the solution, Maxwell's equa-
tions will be applied to two practical transmission lines, the coaxial line and the parallel-wire line, to show the development of the same relations [eqs. (15) and (17)]


Fig. 8-3. Coaxial transmission line. for them.
8.04 Coaxial and Paral-lel-wire Lines. The circuit constants for the equivalent circuit of a coaxial or paral-lel-wire line can be obtained in the same manner as in the case of parallcl planes. In the coaxial line of Fig. 8-3 we can apply Maxwell's emf equation to the closed path $A B C D A$, for which $A D=B C$ has unit length.

$$
\begin{align*}
V_{A B}+V_{B C}+V_{C D}+V_{D A} & =-\frac{d \Phi}{d t}=-j \omega \Phi \\
V_{c D}-V_{B A} & =-j \omega \Phi-Z^{\prime} I-Z^{\prime \prime} I \tag{8-18}
\end{align*}
$$

where $I Z^{\prime}$ and $I Z^{\prime \prime}$ are the voltage drops per unit length along the inner and outer conductors, respectively. For perfect conductors these would be zero. If the magnetic flux per unit length of line is related to $I$ by

$$
\begin{equation*}
\Phi=L I \tag{8-19}
\end{equation*}
$$

eq. (18) may be written

$$
\begin{equation*}
\frac{d V}{d z}=-\left(Z^{\prime}+Z^{\prime \prime}+j \omega L\right) I \tag{8-20}
\end{equation*}
$$

$Z^{\prime}$ and $Z^{\prime \prime}$ are the surface or internal impedances per unit length of the inner and outer conductors. If the depth of penetration is small compared with the radii of the conductors, these are given by

$$
Z^{\prime}=\frac{Z_{s}}{2 \pi a} \quad Z^{\prime \prime}=\frac{Z_{s}}{2 \pi b}
$$

where $Z_{s}$ is the surface impedance of a plane conductor of unit length and unit width, and $a$ and $b$ are the radii of the inner and outer conductors. The resistance per unit length of line will be the real part of the sum of $Z^{\prime}$ and $Z^{\prime \prime}$. That is

$$
\begin{align*}
R & =\sqrt{\frac{\partial \mu}{2 \sigma}}\left(\frac{1}{2 \pi a}+\frac{1}{2 \pi b}\right) \\
& =\sqrt{\frac{f \mu}{4 \pi \sigma}}\left(\frac{1}{a}+\frac{1}{b}\right) \quad \text { ohms } / \mathrm{m} \tag{8-21}
\end{align*}
$$

The surface or internal reactance of the conductors will have this same value. The internal reactance of the conductors should be added to the external reactance $j \omega L$ to obtain the total reactance per unit length. The voltage equation may be written

$$
\begin{equation*}
\frac{d V}{d z}=-(R+j \omega L) I \tag{8-20a}
\end{equation*}
$$

where $R$ is given by (21) and $\omega L$ is the sum of the external inductive reactance and the surfacc reactance just determined.

To obtain the current equation apply Maxwell's emf equation to the closed path $A B C D E F A$ on the sur-


Fig. 8-4 face of the inner conductor and let the length $F A=D C$ be unity (Fig. 8-4). Designating the magnetomotive force by $\mathfrak{F}$,

$$
\begin{equation*}
\mathfrak{F}_{A D C}+\mathfrak{F}_{C D}+\mathfrak{F}_{D E F}+\mathfrak{F}_{F A}=I_{n} \tag{8-22}
\end{equation*}
$$

$I_{n}$ is the current normal to the surface enclosed by the path $A B C D-$ $E F A$; that is, $I_{n}$ is the transverse current per unit length from the inner to the outer conductor. In general, $I_{n}$ will consist of a leakage or conduction current, $I_{c}$, proportional to the voltage, and a displacement current, $I_{d}$, proportional to the rate of change of voltage. Let $G$ and $C$ be preportionality factors such that

$$
\begin{equation*}
I_{c}=C V \quad \text { and } \quad \Psi=C V \tag{8-23}
\end{equation*}
$$

$\Psi$ is the electric displacement from the surface enclosed by the path, and the displacement current will be

$$
I_{d}=\frac{d \Psi}{d t}=C \frac{d V}{d t}
$$

Therefore, the right-hand side of (22) becomes

$$
I_{n}=(G+j \omega C) V
$$

Considering terms on the left-hand side of (22),

$$
\mathscr{F}_{C D}=-\mathfrak{F}_{F A} \quad \mathscr{F}_{D E F}=I_{1} \quad \mathscr{F}_{C B A}=I_{2}
$$

so that the left-hand side reduced to

$$
\begin{aligned}
\mathfrak{F}_{A B C}+\mathfrak{F}_{D B F} & =I_{1}-I_{2} \\
& =-\frac{d I}{d z}
\end{aligned}
$$

The current equation is then

$$
\begin{equation*}
\frac{d I}{d z}=-(G+j \omega C) V \tag{8-24}
\end{equation*}
$$

Equations (20a) and (24) are the familiar circuital form of the transmission line equations. $L$ and $C$ are the inductance and capacitance per unit length of line. For a coaxial line, having perfect conductors, $L$ and $C$ are defined by (19) and (23). For conductors having large but finite conductivity, the value of $L$ will be slightly greater than that obtained for the ideal case, although the difference is usually negligible for efficient (low-loss) transmission lines.

The equivalent circuit and differential equation for a parallelwire line are derived in a similar manner. It is left for the student to carry this through, and to derive the expressions for $L$ and $C$ for this case.
8.05 E and H about Long Parallel Cylindrical Conductors. In section 8.02 it was found that, the geometry factors for the $L$ and


Fig. 8-5. Parallel cylinders of arbitrary cross section. $C$ of parallel perfectly conducting cylinders were always reciprocal. As might be suspected, this interesting result is not just a coincidence, but follows as a logical consequence of the similarity that exists between all two-dimensional clectric and magnetic field distributions. It is well known that lines of $E$ and H about long parallel circular cylinders are always orthogonal, and that the magnitudes of E and H are related at all points by a constant factor that is dependent on the charge on the conductors and the current flowing through them. It is easy to show that this same correspondence between electric and magnetic fields must hold even in the more
general case where the parallel cylinders have any arbitrary cross section as in Fig. 8-5.

The static electric field configuration is obtained as a solution to Laplace's equation subject to the boundary conditions of the problem. In rectangular co-ordinates, for two dimensional fields that are independent of the $z$ co-ordinate, Laplace's equation is

$$
\begin{equation*}
\frac{\partial^{2} V}{\partial x^{2}}+\frac{\partial^{2} V}{\partial y^{2}}=0 \tag{8-25}
\end{equation*}
$$

where $V$ is the (electrostatic) potential, the gradient of which gives the electric field. Similarly, the magnetic field configuration can be obtained as the curl of a magnetic (vector) potential that has the direction of the current producing it. When the conductors are entirely in one direction, say the $z$ direction, the vector potential has only one component $A_{z}$, and the components of magnetic intensity lie in the $x-y$ plane and are given by

$$
\begin{equation*}
H_{x}=\frac{\partial A_{z}}{\partial y} \quad H_{y}=-\frac{\partial A_{z}}{\partial x} \tag{8-26}
\end{equation*}
$$

Under these conditions it can be readily shown that $A_{z}$ (which now may be treated as a sealar quantity) also satisfies eq. (25). In a region in which there are no currents, Ampere's law indicates that the line integral of H around every closed path is zero. That is $\oint \mathrm{H} \cdot d \mathrm{~s}=0$. The differential vector statement of this law is

$$
\begin{equation*}
\operatorname{curl} \mathbf{H}=0 \tag{8-27}
\end{equation*}
$$

For this case where there is no $z$ component of $H$, relation (27) becomes

$$
\frac{\partial H_{x}}{\partial y}-\frac{\partial H_{y}}{\partial x}=0
$$

Inserting relations (26) gives

$$
\begin{equation*}
\frac{\partial^{2} A_{x}}{\partial x^{2}}+\frac{\partial^{2} A_{z}}{\partial y^{2}}=0 \tag{8-28}
\end{equation*}
$$

Thus for two-dimensional mafnctic fields the potential $A_{z}$ satisfies, Laplace's equation, and the configuration of the magnetic field, obtaincd from (26), is always such that relation (28) is satisfied. In addition, of course, the boundary conditions of the particular problem must also be satisfied.

Now consider the problem of two parallel cylindrical conductors (assumed perfectly conducting) that carry equal and oppositely directed currents $I$. For the d-c case the current is uniformly distributed throughout the conductor, but for rapidly alternating fields, because of the phenomenon of skin effect, the current exists only near the surface of the conductor. Although this is a d-c field analysis, the results will be applied chiefly to the alternating field cases, so the assumption of current concentrated in a thin sheet at the surface of the conductor will be used. Except when the spacing between conductors is large compared with their diameters, the current distribution around the circumference of the conductor will not be uniform. The actual current distribution will be such that the boundary conditions at the surface of the conductor are satisfied. This is similar to the electrostatic problem where the charge distribution around the cylinders was such as to make the cylinders equipotential surfaces, and satisfy the condition that $E_{\text {tang }}=0$.

The corresponding boundary condition for the magnetic intensity is that $H_{\text {norm }}=0$ (for a perfect conductor). That is, the magnetic intensity at the surface is entirely tangential. Equations (26) indicate that if the magnetic intensity normal to the surface is zero, there can be no change of $A_{z}$ in a direction tangential to the surface. Therefore the conductor must also be an "equipotential" surface for the magnetic potential $A_{z}$. Because in this case both $A_{z}$ and $V$ satisfy Laplace's equation, and in addition satisfy the same boundary conditions, it follows that the expressions for $A_{z}$ and $V$ will always be identical, except for some constant factor. Then, because

$$
\begin{align*}
E_{x}=-\frac{\partial V}{\partial x} & H_{x}=\frac{\partial A_{z}}{\partial y} \\
E_{y}=-\frac{\partial V}{\partial y} & H_{y}=-\frac{\partial A_{z}}{\partial x} \tag{8-29}
\end{align*}
$$

it follows that $\mathbf{E}$ and H will always be orthogonal, and that their magnitudes will be related to each other by the same factor that related $V$ and $A_{x}$.

The elcetric and magnetic field configuration obtained from solutions of Laplace's equation are for the electrostatic and steady current cases, respectively. In general, it would not be expected that these same solutions would hold for alternating fields, especially
at high frequensies. It turns out that for two-dimensional fields however, the field configurations obtained for the static cases also hold for the alternating cases. This is because the general Maxwell emf and mmf equations reduce to their steady-field counterparts in the two-dimensional case. For example, the mmf equation in the $x-y$ plane for the region outside the conductors (no conduction current) is

$$
\begin{equation*}
\operatorname{curl}_{z} \mathrm{H}=\epsilon \dot{\epsilon}_{z} \tag{8-30}
\end{equation*}
$$

But for two dimensional fields in the $x-y$ plane, $E_{z}$ is zero so that for any path in this plane this equation reduces to eq. (27), which yielded the Laplace equation (28). Similarly the Maxwell emf equation

$$
\begin{equation*}
\operatorname{curl}_{x} \mathrm{E}=-\mu \dot{H}_{z} \tag{8-31}
\end{equation*}
$$

$$
\begin{equation*}
\operatorname{curl}_{z} \mathrm{E}=0 \tag{8-32}
\end{equation*}
$$

for the two-dimensional problem. Equation (32), the integral form of which is

$$
\begin{equation*}
\oint \mathbf{E} \cdot d \mathbf{s}=0 \tag{8-33}
\end{equation*}
$$

states that for any path in the $x-y$ plane the electric field is conservative. Therefore, E is derivable as the gradient of a scalar potential $V$, and in a region in which there are no charges, the relation

$$
\operatorname{div} \mathbf{E}=\mathbf{0}
$$

leads directly to Laplace's equation.
8.06 Transmission Line Theory. The differential equations (20a) and (24) relating voltage and current along a transmission line may be solved to yield the transmission line equations.

$$
\begin{align*}
& \frac{\partial V}{\partial z}=-(R+j \omega L) I  \tag{8-20a}\\
& \frac{\partial I}{\partial z}=-(G+j \omega C) V \tag{8-24}
\end{align*}
$$

Differentiating and combining gives

$$
\begin{gather*}
\frac{\partial^{2} V}{\partial z^{2}}=\gamma^{2} V  \tag{8-34}\\
\frac{\partial^{2} I}{\partial z^{2}}=\gamma^{2} I  \tag{8-35}\\
\gamma^{2}=(R+j \omega L)(G+j \omega C)
\end{gather*}
$$

where

Solutions to eqs. (34) and (35) may be written in either exponentialor hyperbolic-function form. In the exponential form, viz.,

$$
\begin{align*}
V & =V^{\prime} e^{-\gamma z}+V^{\prime \prime} e^{+\gamma z}  \tag{8-36}\\
I & =I^{\prime} e^{-\gamma z}+I^{\prime \prime} e^{+\gamma z} \tag{8-37}
\end{align*}
$$

the solutions are shown as the sum of two waves, one traveling in the positive $z$ direction and the other traveling in the negative $z$ direction. The ratio of voltage to current for the wave traveling in the positive $z$ direction is

$$
\begin{equation*}
\frac{V^{\prime}}{I^{\prime}}=Z_{0} \tag{8-38}
\end{equation*}
$$

whereas for the "reflected" wave traveling in the opposite direction

$$
\begin{equation*}
\frac{V^{\prime \prime}}{I^{\prime \prime}}=-Z_{0} \tag{8-39}
\end{equation*}
$$

$Z_{0}$ is the characteristic impedance of the line and is related to the so-called primary constants $R, L, C$, and $G$ by

$$
\begin{equation*}
Z_{0}=\sqrt{\frac{R+j \omega L}{G+j \omega C}} \tag{8-40}
\end{equation*}
$$

If the line is terminated in an impedance $Z_{R}$ located at $z=0$, the ratio of $V$ to $I$ at this point will be equal to $Z_{R}$ so that

$$
Z_{R}=\frac{V}{I}=\frac{V^{\prime}+V^{\prime \prime}}{I^{\prime}+I^{\prime \prime}}=\frac{Z_{0}\left(I^{\prime}-I^{\prime \prime}\right)}{I^{\prime}+I^{\prime \prime}}
$$

These relations can be recombined to give the rcflection coefficients,

$$
\begin{equation*}
\frac{V^{\prime \prime}}{V^{\prime}}=\frac{Z_{R}-Z_{0}}{Z_{R}+Z_{0}} \quad \frac{I^{\prime \prime}}{I^{\prime}}=\frac{Z_{0}-Z_{R}}{Z_{0}+Z_{R}} \tag{8-41}
\end{equation*}
$$

In the hyperbolic-function form the solutions to (34) and (35) are

$$
\begin{align*}
V & =A_{1} \cosh \gamma z+B_{1} \sinh \gamma z \\
I & =A_{2} \cosh \gamma z+B_{2} \sinh \gamma z \tag{8-42}
\end{align*}
$$

The constants $A_{1}, A_{2}, B_{1}$ and $B_{2}$ are evaluated by applying the boundary conditions. Let

$$
\begin{array}{lll}
V=V_{R}, & I=I_{R} & \text { at } z=0 \\
V=V_{B}, & I=I_{B} & \text { at } z=z_{1}
\end{array}
$$

substituting these relations in (42) and using eqs. (20a) and (24),

$$
\begin{align*}
V_{\mathrm{B}} & =V_{R} \cosh \gamma z_{1}-Z_{0} I_{n} \sinh \gamma z_{1} \\
I_{s} & =I_{R} \cosh \gamma z_{1}-\frac{V_{R}}{Z_{0}} \sinh \gamma z_{1} \tag{8-43}
\end{align*}
$$

It is usual to make the location of the terminating impedance $Z_{R}$ the reference point $(z=0)$, and to consider the sending end as being to the left of this reference point, that is, in the $-z$ direction as in Fig. 8-6. Then letting $l=-z_{1}$, eqs. (43) become

$$
\begin{align*}
V_{s} & =V_{R} \cosh \gamma l+Z_{0} I_{R} \sinh \gamma l  \tag{8-44}\\
I_{s} & =I_{s} \cosh \gamma l+\frac{V_{R}}{Z_{0}} \sinh \gamma l \tag{8-45}
\end{align*}
$$

where $l$ is measured from the receiving end of the line.


Fig. 8-6
These are the general transmission line equations that relate the voltages and currents at the two ends of the line. The general expression for the input impedance of the line is obtained by dividing (44) by (45), that is,

$$
\begin{equation*}
Z_{\mathrm{in}}=\frac{V_{\mathrm{s}}}{I_{\mathrm{s}}}=\frac{V_{R} \cosh \gamma l+Z_{0} I_{R} \sinh \gamma l}{I_{R} \cosh \gamma l+\left(V_{R} / Z_{0}\right) \sinh \gamma l} \tag{8-46}
\end{equation*}
$$

Certain special cases are of interest. For a line short-circuited at the receiving end, $Z_{R}=0$, and therefore $V_{R}=0$, and the input impedance is

$$
\begin{equation*}
Z_{\mathrm{sc}}=Z_{0} \tanh \gamma l \tag{8-47}
\end{equation*}
$$

On the other hand, for an open-circuited line $Z_{R}=\infty, I_{R}=0$, so that the input impedance is

$$
\begin{equation*}
Z_{\infty}=Z_{0} \operatorname{coth} \gamma l \tag{8-48}
\end{equation*}
$$

8.07 Low-loss Radio Frequency and UHF Transmission Lines. The low-loss transmission line is of special interest to the engineer
concerned with the transmission of energy at radio and ultrahigh frequencies. There are two reasons for this. First, most practical lines designed for use at these frequencies will be low-loss lines. Second, at ultrahigh frequencies, sections of low-loss line are used as circuit elements, and a knowledge of the operation of such "dis-tributed-constants circuits" is of considerable importance.

A low-loss transmission line is one for which

$$
\begin{align*}
& R \ll \omega L  \tag{8-49}\\
& G \ll \omega C
\end{align*}
$$

where $R, L, C$, and $G$ are the resistance, inductance, capacitance, and conductance per unit length of the line. When the above inequalities hold, the following approximations are valid:

$$
\begin{align*}
Z & =R+j \omega L \approx j \omega L \\
Y & =G+j \omega C \approx j \omega C \\
Z_{0} & =\sqrt{\frac{R+j \omega L}{G+j \omega C} \approx \sqrt{\frac{L}{C}}}  \tag{8-50}\\
\gamma & =\sqrt{(R+j \omega L)(G+j \omega C)} \approx j \omega \sqrt{L C} \tag{8-51}
\end{align*}
$$

Since $\gamma=\alpha+j \beta$, this last expression gives

$$
\begin{align*}
& \alpha \approx 0  \tag{8-52}\\
& \beta \approx \omega \sqrt{L C} \tag{8-53}
\end{align*}
$$

The approximation for $\beta$ is very good for low-loss lines, but occasionally the approximation of zero for $\alpha$ may not be good enough, even though $\alpha$ is very small compared with $\beta$. A closer approximation for $\alpha$ may be obtained by rearranging the expression for $\gamma$ and using the binomial expansion. Thus

$$
\begin{aligned}
\gamma & \left.=j \omega \sqrt{L C} \sqrt{\left(1+\frac{R}{j \omega L}\right)\left(1+\frac{G}{j \omega C}\right.}\right) \\
& \approx j \omega \sqrt{L C}\left(1+\frac{R}{2 j \omega L}\right)\left(1+\frac{G}{2 j \omega C}\right) \\
& \approx j \omega \sqrt{L C}\left(1+\frac{R}{2 j \omega L}+\frac{G}{2 j \omega C}\right) \\
& \approx \frac{R}{2 \sqrt{L / C}}+\frac{G \sqrt{L / C}}{2}+j \omega \sqrt{L C}
\end{aligned}
$$

which gives

$$
\begin{align*}
& \alpha \approx \frac{1}{2}\left(\frac{R}{Z_{0}}+G Z_{0}\right)  \tag{8-54}\\
& \beta \approx \omega \sqrt{L C} \tag{8-55}
\end{align*}
$$

The more correct value for $\alpha$ given by (54) need only be used in place of (52) when the line losses are being considered. As far as voltage and current distributions are concerned, the attenuation of most low-loss ultrahigh frequency lines is so small that the approximation $\alpha=0$ gives satisfactory results. This may seem strange in view of the fact that $R$, and therefore $\alpha$, increases with frequency, and $\alpha$ is not usually neglected at low (power and audio) frequencies. The explanation for this apparent paradox is that although $\alpha$, the attenuation per unit length, increases approximately as the square root of frequency, the attenuation per wavelength decreases as the square root of the frequency. Transmission lines are ordinarily a few wavelengths long at most, and $\alpha l$ can usually be neglected (compared with $\beta l$ ) at the ultrahigh frequencies. Thus for many purposes, low-loss lines may be treated as though they were lossless; that is, as if $R=G=\alpha=0$.

Using the approximate values for the secondary constants given by (50), (51), (52), and (53), the general transmission lines become for this low-loss, high-frequency case

$$
\begin{align*}
V_{t} & =V_{R} \cos \beta l+j I_{R} Z_{0} \sin \beta l  \tag{8-56}\\
I_{s} & =I_{R} \cos \beta l+j \frac{V_{R}}{Z_{0}} \sin \beta l \tag{8-57}
\end{align*}
$$

where now $Z_{0} \approx \sqrt{L / C}$ is a pure resistance.
The input impedance of such a line is

$$
\begin{align*}
Z_{s} & =\frac{V_{s}}{I_{s}} \\
& =Z_{R}\left(\frac{\cos \beta l+j\left(Z_{0} / Z_{R}\right) \sin \beta l}{\cos \beta \bar{l}+j\left(Z_{R} / Z_{0}\right) \sin \beta l}\right) \\
& =Z_{0}\left(\frac{Z_{R} \cos \beta l+j Z_{0} \sin \beta l}{Z_{0} \cos \beta l+j Z_{R} \sin \beta l}\right) \tag{8-58}
\end{align*}
$$

The voltage and current distributions along the line are obtained from eqs. (56) and (57) by replacing $l$, the length of line, by $x$, the distance from the terminating impedance $Z_{R}$. Since voltmeters and ammeters read magnitude without regard to phase, the absolute
magnitude of expressions (50) and (57) have been used in Fig. 8-7 to show the standing wave distributions for various conditions of the terminating impedance $Z_{R}$.

In general the terminating impedance $Z_{R}$ will be a complex impedance having both resistance and reactance, but it will be shown later that the results for the general case may be inferred


Fig. 8-7. Voltage and current distribution along a lossless line.
from those obtained for the particular case of a pure resistance termination. For this latter case where $Z_{R}=R$, eqs. (56) and (57) may be written as

$$
\begin{align*}
\left|V_{x}\right| & =V_{R} \sqrt{\cos ^{2} \beta x+\left(R_{0} / R\right)^{2} \sin ^{2} \beta x}  \tag{8-59}\\
\left|I_{x}\right| & =I_{R} \sqrt{\cos ^{2} \beta x+\left(R / R_{0}\right)^{2} \sin ^{2} \beta x} \tag{8-60}
\end{align*}
$$

For the lossless line being considered $Z_{0}$ is a pure resistance

$$
Z_{\mathrm{c}}=R_{0}=\sqrt{\frac{L}{C}}
$$

Examination of eqs. (59) and (60) shows that the voltage and current distributions are given by the square root of the sum of a cosine-squared term and a sine-squared term. It is evident that the maximum value of voltage or current will occur at that value of $x$ that makes the larger of these terms a maximum. In the particular case of a line terminated in $R_{0}$, that is, for which $R=R_{0}$, the sine and cosine terms have equal amplitudes and the square root of the sum of their squares has constant value for all values of $x$. That is, there are no standing waves on the line. For all other cases, however, the magnitude will vary along the length of the line. When $R$ is less than $R_{0}$, the amplitude of the sine terms of (59) will be larger than that of the cosine term and the voltage maxima will occur at those values of $x$ that make $\sin \beta x$ a maximum, viz., at $x=\lambda / 4,3 \lambda / 4$, and so on. Also the voltage minima will occur at those values of $x$ that make the sine term a minimum, viz., $x=0$, $\lambda / 2$, and so on, also for this case of $R<R_{0}$, the current maxima will occur at $x=0, \lambda / 2$, and so on, and the current minima at $x=\lambda / 4$, $3 \lambda / 4$, and so on. When the terminating resistor is larger than $R_{0}$, the conditions for both voltage and current are reversed.

One of the important measurable quantities on a transmission line is the standing-wave ratio of voltage or current. When $R$ is less than $R_{0}$, eq. (59) shows that the voltage maximum, which occurs when $\sin \beta x=1$, will have a value

$$
V_{\max }=V_{R} \cdot \frac{R_{0}}{R}
$$

Also the voltage minimum, which occurs when $\sin \beta x=0$, will have a value

$$
V_{\min }=V_{R}
$$

The ratio of maximum voltage to minimum voltage is therefore

$$
\frac{V_{\max }}{V_{\min }}=\frac{R_{0}}{R} \quad\left(\text { for } R<R_{0}\right)
$$

Similarly the standing wave of current ratio is given by

$$
\frac{I_{\max }}{I_{\min }}=\frac{R_{0}}{R} \quad\left(\text { for } R<R_{0}\right)
$$

For $R>R_{0}$ these expressions are just reversed, that is

$$
\frac{V_{\max }}{V_{\min }}=\frac{I_{\max }}{I_{\mathrm{min}}}=\frac{R}{R_{0}} \quad\left(\text { for } R>R_{0}\right)
$$

Using these expressions, the value of a terminating resistance may be determined in terms of $R_{0}$ from relative measurements of voltage or current along the line. $R_{0}$ is readily calculable from the line dimensions.

Case where $Z_{R}$ is not a Pure Resistance. When the terminating impedance $Z_{R}$ is not a pure resistance, standing-wave measurements can be still used, and in this case will yield values of both resistance and reactance of the termination. From eqs. (59) and (60) it was seen that with a resistance termination a voltage maximum or minimum always occurred right at the termination $(x=0)$. However,


Fig. 8-8. A complex terminating impedance in (a) is replaced by a pure resistance termination in (b).
when the terminating impedance has reactance as well as resistance, the maximum or minimum is always displaced from the position $x=0$, and the direction and amount of this displacement can be used to determine the sign and magnitude of the reactance of the load.

Figure 8-8 shows a transmission line terminated in an impedance that has a reactive component. The voltage distribution along the line is shown. Because the impedance is not a pure resistance, the voltage maximum (or minimum) does not occur at the termination. Now any complex impedance can be obtained by placing a pure resistance of proper value at the end of an appropriate length of (lossless) transmission line. In part (b) of Fig. 8-8, the complex
impedance $R+j X$ has been replaced by the proper value of resistance $R_{1}$ at the end of a length $l_{1}$ of line, such that the impedance at $c-c$ looking towards $R_{1}$ is equal to $R+j X$. The standing wave back from $c-c$ toward the source will be unchanged and that toward $R_{1}$ (shown dotted) will be just a continuation of it. Quite evidently the proper position for $R_{1}$ is at a distance of one-half wavelength from the minimum point $a$ (or the maximum point $b$ if $R_{1}$ is greater than $R_{0}$ ), and the proper value of $R_{1}$ is given by the standing-wave ratio on the line, that is, by

$$
\frac{R_{1}}{R_{0}}=\frac{V_{\min }}{V_{\max }} \quad \text { or } \quad \frac{R_{1}}{R_{0}}=\frac{V_{\max }}{\bar{V}_{\min }}
$$

Because any resistance greater than $R_{0}$ can be obtained by a resistance less than $R_{0}$ at the end of a quarter wave section of line (see below), it is really only necessary to consider for $R_{1}$ resistances less than or equal to $R_{0}$. It is then possible to state that any impedance whatsoever can be obtained by means of a pure resistance $R_{1}$ (not greater than $R_{0}$ ) at the end of a length $l_{1}$ of lossless transmission line, less than one half wavelength long.

The value of the impedance $Z=R+j X$ is given in terms of $R_{1}$ and $l_{1}$ by eq. (58). Rationalizing and separating into real and imaginary parts, eq. (58) becomes

$$
\begin{align*}
& R=\frac{R_{0}{ }^{2} R_{1}}{R_{0}{ }^{2} \cos ^{2} \beta l_{1}+R_{1}{ }^{2} \sin ^{2} \beta l_{1}}  \tag{8-61}\\
& X=\frac{R_{0}\left(R_{0}{ }^{2}-R_{1}{ }^{2}\right) \sin \beta l_{1} \cos \beta l_{1}}{R_{0}{ }^{2} \cos ^{2} \beta l_{1}+R_{1}{ }^{2} \sin ^{2} \beta l_{1}} \tag{8-62}
\end{align*}
$$

Equations (61) and (62) make it possible to determine both the resistance and reactance values of a terminating impedance from standing-wave measurements on the transmission line. The sign of the reactance, that is, whether inductive (positive) or capacitive (negative) can be obtained by inspection as shown in Fig. 8-9.

Considering the value of $R_{1}$ to be less than $R_{0}$, eq. (62) shows that when $l_{1}$ is less than one-quarter wavelength, the reactance $X$ is positive (i.e., inductive), whereas if $l_{1}$ is between one-quarter and one-half wavelength, $X$ will be negative (capacitive). From this results the conclusion that, if the standing wave of voltage slopes down toward the terminating impedance (Fig. 8-9a), the impedance is inductive; if the slope is up toward the impedance
(Fig. 8-9b), the impedance is capacitive. Of course, if the slope is zero at the termination, the terminating impedance is a pure resistance.

In practice the measurable quantities are $l_{2}$, the distance from the termination to the minimum point $a$, and the standing-wave ratio

$$
\rho=\frac{R_{0}}{R_{1}}=\frac{V_{\max }}{V_{\min }}
$$


(a)

(b)

Fig. 8-9. A terminating impedance that is inductive (a) or capacitive (b).

In terms of these measurable quantities, the resistance and reactance of the terminating impedance is given by

$$
\begin{gather*}
R=\frac{\rho R_{0}}{\rho^{2} \cos ^{2} \beta l_{2}+\sin ^{2} \beta l_{2}}  \tag{8-63}\\
X=\frac{-R_{0}\left(\rho^{2}-1\right) \sin \beta l_{2} \cos \beta l_{2}}{\rho^{2} \cos ^{2} \beta l_{2}+\sin ^{2} \beta l_{2}} \tag{8-64}
\end{gather*}
$$

8.08 UHF Lines as Circuit Elements. The transfer of energy from one point to another is only one use of transmission lines. At the ultrahigh frequencies an equally important application is the use of sections of lines as circuit elements. Above 150 mc the ordinary lumped-circuit elements become difficult to construct and, at the same time, the required physical size of sections of transmission lines has become small enough to warrant their use as circuit elements. They can be used in this manner up to about 3000 mc where their physical size then becomes too small and wave guide technique begins to take over.

In Fig. 8-10 are shown some line sections and their low-frequency equivalents. The magnitude of the input reactance of the first
four of these sections is given by eq. (58) when the appropriate value of $Z_{R}$ is inserted; that is, $Z_{n}=0$ for the shorted section and $Z_{B}=\infty$ for the open sections. The resistive component of the input impedance is negligible for the usual low-loss lines used at UHF. Thus it is seen that for line lengths less than a quarter of a wavelength the shorted section is equivalent to an inductance, and the open section to a capacitance. For length of line between a quarter and a half wavelength, the shorted section is capacitive and the open section is inductive. However, it should be noted that


Fig. 8-10. Input impedance of various transmission line sections.
unlike their low-frequency equivalents, these "inductances" and "capacitances" change value with frequency.

The Quarter-wave and Half-wave Sections. For the particular case of the shorted quarter-wave line or the open half-wave line, the input reactance, given by (58), goes to infinity, and the resistive component of the input impedance must be taken into account. This corresponds to conditions in the parallel-resonant circuit (the low-frequency analogue), which has an infinite impedance if resistance is neglected. In both cases (the quarter-wave line and the parallel-resonant circuit) the actual input impedance when the series resistance is not neglected is a pure resistance of very high
value. In the case of the line its value is given approximately by

$$
R_{\mathrm{ar}} \approx \frac{2 Z_{0}{ }^{2}}{R l}
$$

where $R_{\mathrm{ar}}$ is the input resistance of the line at a resonant length and $R$ is the series resistance per unit length of the line. $l$ is the length of the resonant section, which will be an odd multiple of a quarter wavelength for a shorted line or an even multiple of one-quarter wavelength for an open line. This expression is obtained directly from eqs. (44) and (45) in which the actual line loss is not neglected as follows:

For a shorted line for which $V_{n}=0$, eqs. (44) and (45) become

$$
\begin{aligned}
V_{s} & =I_{R} Z_{0} \sinh \gamma l \\
I_{s} & =I_{R} \cosh \gamma l
\end{aligned}
$$

Dividing the voltage equation by the current equation gives the input impedance of a short-circuited line as

$$
\begin{aligned}
Z_{s} & =Z_{0} \tanh \gamma l \\
& =Z_{0} \cdot \frac{\sinh \alpha l \cos \beta l+j \cosh \alpha l \sin \beta l}{\cosh \alpha l \cos \beta l+j \sinh \alpha l \sin \beta l}
\end{aligned}
$$

For line lengths that are an odd multiple of a quarter wavelength, $\sin \beta l= \pm 1$ and $\cos \beta l=0$. Under these conditions the input impedance becomes

$$
Z_{i}=Z_{0} \frac{\cosh \alpha l}{\sinh \alpha l}
$$

If $\alpha l$ is very small, as is generally true for sections of low-loss line, $\cosh \alpha l \approx 1$ and $\sin \alpha l \approx \alpha l$ so that

$$
Z_{1} \approx \frac{Z_{0}}{\alpha l}
$$

When $\omega L \gg R$ and $\omega C \gg G, \alpha$ is given in terms of the line constants by

$$
\begin{equation*}
\alpha=\frac{1}{2}\left(R \sqrt{\frac{C}{L}}+G \sqrt{\frac{I}{C}}\right) \tag{8-54}
\end{equation*}
$$

For the air dielectric lines commonly used the losses due to the conductance $G$ are negligible, so that $G$ can be neglected and

$$
\begin{equation*}
\alpha=\frac{R}{2} \sqrt{\frac{C}{L}}=\frac{R}{2 Z_{0}} \tag{8-65}
\end{equation*}
$$

Substituting this in the above expression for input impedance of a short-circuited line, whose length is an odd multiple of a quarter wavelength, gives

$$
\begin{equation*}
Z_{s}=\frac{Z_{0}}{\alpha l}=\frac{2 Z_{0}{ }^{2}}{R l} \tag{8-66}
\end{equation*}
$$

An identical expression is obtained for an open-ended section that is a multiple of a half wave long.

Resonance in Line Sections. The shorted quarter-wave section has other properties of the parallel-resonant circuit. It is a resonant circuit and produces the resonant rise of voltage or current which exists in such circuits. The mechanism of resonance is particularly easy to visualize in this case. If it is assumed that a small voltage is induced into the line near the shorted end, there will be a voltage wave sent down the line and reflected without change of phase at the open end. This reflected wave travels back and is reflected again at the shorted end with reversal of phase. Because it required one-half cycle to travel up and back the line, this twice-reflected wave now will be in phase with the original induced voltage and so adds directly to it. Evidently those additions continue to increase the voltage (and current) in the line until the $I^{2} R$ loss is equal to the power being put into the line. A voltage step-up of several hundred times is possible depending upon the $Q$ of the line.

Input Impedance of the Tuned Line. When the quarter-wave section is tapped at some point $x$ along its length, a further correspondence between this circuit and the simple low-frequency parallel resonant circuit is seen. The reactance looking toward the shorted end will be inductive and of value $Z_{00}=j Z_{0} \tan \beta x$. The reactance looking toward the open end will be of equal magnitude but opposite sign, i.e., a capacitive reactance. Its value is given by $Z_{o \mathrm{o}}=j Z_{0} \cot \beta(\lambda / 4-x)=-j Z_{0} \tan \beta x$. The equal but opposite reactances are in parallel just as they are in Fig. 8-11b and the input impedance will be purely resistive. As the tap point is moved from the shorted end toward the open end of the line, the impedance seen at the tap point is a pure resistance that varies from zero to the quite high value already given ( $R_{s}=2 Z_{0}{ }^{2} / R l$ ). This corresponds in the circuit of Fig. 8-11b to varying the reactances $X_{L}$ and $X_{C}$ from low to high values, meanwhile always keeping the circuit tuned (i.e., $X_{L}=X_{C}$ ).

It is of interest to know how the input resistance varies as the tap point is moved along the quarter-wave section. For the relatively high $Q$ circuits used in such applications the voltage distribution along the line may be considered sinusoidal and it is a simple matter to determine the input resistance at any point a distance $x$ from the shorted end. For a given magnitude of voltage and current on the quarter-wave section a certain fixed amount of power

(0)
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Fig. 8-11. (a) Tapped quarterwave line and (b) its equivalent circuit.
input will be required to supply the $I^{2} R$ losses, regardless of where this power is fed in. This power input is equal to

$$
\frac{V_{s}{ }^{2}}{R_{s}}=\frac{V_{s}{ }^{2} R l}{2 Z_{0}{ }^{2}}
$$

where $V_{s}$ and $R_{s}$ are, respectively, the voltage and input resistance at the open end of the section. When the tap point of the feed line is at a distance $x$ from the shorted end (Fig. 8-11a), the power input is given by $V_{x}^{2} / R_{x}$, where $R_{x}$ is the input resistance at the point $x . \quad V_{x}$ is the voltage at this point and equals $V_{s} \sin \beta x$. Therefore
which gives

$$
\begin{gathered}
\frac{V_{x}{ }^{2}}{R_{x}}=\frac{V_{s}{ }^{2} \sin ^{2} \beta x}{R_{x}}=\frac{V s^{2} R l}{2 Z_{0}{ }^{2}} \\
R_{x}=\frac{2 Z_{0}{ }^{2}}{R l} \cdot \sin ^{2} \beta x
\end{gathered}
$$

Thus the input resistance varies as the square of the sine of the angular distance from the shorted end.

Q of Resonant Transmission Line Sections. One of the important properties of any resonant circuit is its selectivity or its ability to pass freely some frequencies, but to discriminate against others.

The selectivity of a resonant circuit may be conveniently stated in terms of the ratio $\Delta f / f_{0}$, where $f_{0}$ is the resonant frequency and $\Delta f=f_{2}-f_{1}$ is the frequency difference between the "half-power" frequencies. In the case of a series resonant circuit $\Delta f / 2$ represents the amount the frequency must be shifted away from the resonant frequency in order to reduce the current to 70.7 per cent of $I_{0}$, its value at the resonant frequency. (A constant voltage source is assumed.) Evidently this occurs when the reactance of the circuit becomes equal to the resistance and the phase angle of the circuit is $45^{\circ}$. For the parallel-resonant case $\Delta f / 2$ represents the frequency shift away from unity power factor resonance necessary to reduce the voltage across the parallel circuit to 70.7 per cent of its value at resonance. (A constant current source is assumed.) This occurs when the absolute magnitude of the impedance is 70.7 per cent of the impedance at resonance.

The ratio $f_{0} / \Delta f$ may be used to define the $Q$ of a resonant circuit. The $Q$ of a resonant transmission line section can be determined as follows:

The input impedance of any shorted line section is given by

$$
\begin{aligned}
Z_{s} & =Z_{0} \tanh \gamma l \\
& =Z_{0} \frac{\sinh \alpha l \cos \beta l+j \cosh \alpha l \sin \beta l}{\cosh \alpha l \cos \beta l+j \sinh \alpha l \sin \beta l}
\end{aligned}
$$

When the frequency is a resonant frequency $f_{0}$, then $\beta l=n \pi / 2$ (where $n$ is an odd integer), $\cos \beta l=0$ and $\sin \beta l= \pm 1$, the expression for the input impedance becomes

$$
Z_{s}=Z_{0} \frac{\cosh \alpha l}{\sinh \alpha l}=\frac{Z_{0}}{\tanh \alpha l} \approx \frac{Z_{0}}{\alpha l}
$$

When the frequency is shifted off resonance by a small amount $\delta f$. that is when $f=f_{0}+\delta f$, then

$$
\beta l=\frac{2 \pi f}{v} l=\frac{2 \pi\left(f_{0}+\delta f\right)}{v} l=\frac{n \pi}{2}+\frac{2 \pi \delta f l}{v}
$$

Under these conditions

$$
\begin{aligned}
& \cos \beta l=-\sin \frac{(2 \pi \delta f l)}{v} \\
& \sin \beta l=\cos \frac{(2 \pi \delta f l)}{v}
\end{aligned}
$$

and $Z_{z}=Z_{0} \frac{-\sinh \alpha l \sin \left(\frac{2 \pi \delta f l}{v}\right)+j \cosh \alpha l \cos \left(\frac{2 \pi \delta f l}{v}\right)}{-\cosh \alpha l \sin \left(\frac{2 \pi \delta f l}{v}\right)+j \sinh \alpha l \cos \left(\frac{2 \pi \delta f l}{v}\right)}$
For moderately high $Q$ circuits the first term in the numerator is the product of two small quantities and may be neglected in comparison with other terms. Putting

$$
\begin{gathered}
\cosh \alpha l \approx 1, \quad \sinh \alpha l \approx \alpha l, \quad \cos \left(\frac{2 \pi \delta f l}{v}\right) \approx 1, \\
\sin \left(\frac{2 \pi \delta f l}{v}\right) \approx\left(\frac{2 \pi \delta f l}{v}\right)
\end{gathered}
$$

gives

$$
Z_{t}=\frac{Z_{0}}{\alpha l+j\left(\frac{2 \pi \delta f l}{v}\right)}
$$

When the imaginary term in the denominator is equal to the real term, the impedance $Z_{s}$ will be 70.7 per cent of its value for a resonant length, and the frequency shift required to make this true will be $\Delta f / 2$. Therefore

$$
\begin{gathered}
\frac{2 \pi \Delta f l}{2 v}=\alpha l \\
\Delta f=\frac{\alpha v}{\pi}=\frac{2 \alpha f_{0}}{\beta}
\end{gathered}
$$

The $Q$ of the resonant section is

$$
\begin{equation*}
Q=\frac{f_{0}}{\Delta f}=\frac{\beta}{2 \alpha} \tag{8-67}
\end{equation*}
$$

Alternative forms of this expression are

$$
\begin{equation*}
Q=\frac{\pi f_{0}}{\alpha v}=\frac{2 \pi f_{0} Z_{0}}{R v}=\frac{\omega L}{R} \tag{8-68}
\end{equation*}
$$

The $Q$ is independent of the number of quarter wavelengths in the resonant section as long as $\alpha l$ is a small quantity. It is interesting to observe that the $Q$ of a resonant section of transmission line is equal to the ratio of inductive reactance per unit length to resistance per unit length.

A similar analysis could be carried through for an open-ended resonant section (for which the length would be some multiple of a
half wavelength). The expression for $Q$ in this case would be identical with the above.

The Quarter Wave Line as a Transformer. When a section of transmission line is used as a reactance, or as a resonant circuit, it is a two-terminal network. The input terminals of the section are connected across the generator or load and the other terminals are left open or shorted as the case may be. However, a section of line is often used as a four-terminal network, in which case it is inserted in series between generator and load. Because the input impedance is in general different from the load impedance connected across the output terminals, the line section is an impedance-transforming network. This is true for all lengths of line, but the quarter-wave section has certain particular properties that make it very useful in this respect.

For any impedance termination $Z_{r}$, the input impedance of a section of lossless line is given by cq. (58) as

$$
Z_{s}=Z_{r}\left(\frac{\cos \beta l+j Z_{0} / Z_{r} \sin \beta l}{\cos \beta l+j Z_{r} / Z_{0} \sin \beta l}\right)
$$

For the particular case of a quarter-wave section, $\beta l=\pi / 2$, and this reduces to

$$
Z_{s}=\frac{Z_{0}{ }^{2}}{Z_{r}}
$$

For the case under consideration, where $Z_{0}$ is a pure resistance $R_{\mathrm{c}_{\mathrm{c}}}$, this is

$$
\begin{equation*}
Z_{t}=\frac{R_{0}^{2}}{Z_{r}} \tag{8-69}
\end{equation*}
$$

Thus the quarter-wave section is an impedance transformer, or more correctly an impedance inverter. Whatever the terminating impedance may be, the inverse impedance will appear at the input. If the output impedance consisted of a resistance $R_{2}$ in series with an inductive reactance $X_{L_{2}}$, the input impedance would be given by a resistance $R_{1}$ in parallel with a capacitive reactance $X_{c_{1}}$, where

$$
R_{1}=\frac{R_{0}{ }^{2}}{R_{2}} \quad \text { and } \quad X_{c_{1}}=\frac{R_{0}{ }^{2}}{X_{L_{1}}}
$$

A pure resistance termination $R$ is transformed into a pure resistance of value $R_{0}{ }^{2} / R$.

This property of matching any two impedances $Z_{1}, Z_{2}$ such that $Z_{1} Z_{2}=Z_{0}{ }^{2}$ finds many practical applications. It can be used to join together, without impedance mismatch, lines having different characteristic impedances; it is only necessary to make the characteristic impedance of the quarter-wave matching section the geometric mean of the $Z_{0}$ 's to be matched. By means of the quarter-wave section a pure resistance load can be matched to a generator having a generator impedance that is resistive so long as the geometric mean between the resistances gives a value for the required characteristic impedance that is practicable to obtain.

Voltage Step-up of the Quarter-wave Transformer. As long as the quarter-wave transforming section is considered as being lossless, the ratio between input and output voltages will just be the square root of the ratio of the input and output impedances being matched. From the voltage equation (56), for the quarter-wave section

$$
\frac{V_{t}}{V_{r}}=\frac{j I_{r} Z_{0}}{V_{r}}=\frac{i Z_{0}}{Z_{r}}=j \sqrt{\frac{Z_{n}}{Z_{r}}}
$$

or calling $V_{r} / V_{s}$ the voltage step-up

$$
\left|\frac{V_{r}}{V_{s}}\right|=\sqrt{\frac{Z_{r}}{Z_{s}}}
$$

For the infinite impedance termination, that is an open circuit, this simple relation indicates an infinite voltage step-up, and it becomes necessary to resort to the exact eqs. (44) and (45) for the correct answer in this case. For the quarter-wave section the voltage equation of (44) becomes

$$
V_{z}=j V_{r} \sinh \alpha l+j I_{r} Z_{0} \cosh \alpha l
$$

In open circuit $I_{r}$ is zero and the voltage step-up is

$$
\frac{V_{r}}{V_{s}}=\frac{1}{\sinh \alpha l} \approx \frac{1}{\alpha l}=\frac{2 Z_{0}}{R l}
$$

For the quarter-wave section this may be written

$$
\left|\frac{V_{r}}{V_{s}}\right|=\frac{8 Z_{0}}{R \lambda}=\frac{8 Z_{0} f}{R v}
$$

while for a three-quarterwave section the voltage step-up would be

$$
\frac{V_{r}}{V_{t}}=\frac{8 Z_{f} f}{3 R_{v}}
$$

8.09 Impedance Matching by Means of Stub Lines. When a line is terminated in an impedance other than its characteristic impedance $Z_{0}$, reflection will occur and there will be standing waves of voltage and current along the line which may be very large if there is considerable "mismatch." In general, these standing waves are undesirable because they increase the line losses. It is possible to obtain an impedance match between the line and its load by use of a properly located "stub line."

Consider the UHF line, shown in Fig. 8-12, terminated in a resistance $R$, different from $R_{0}$. At a point $l=\lambda / 4$ from the termination the input impedance will be a pure resistance of value $R_{\text {in }}=R_{0}{ }^{2} / R$. If $R$ is less than $R_{0}, R_{\text {in }}$ will be greater than $R_{0}$,
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whereas if $R$ is greater than $R_{0}, R_{\text {in }}$ will be less than $R_{0}$. Somewhere between $l=0$ and $l=\lambda / 4$, the resistance component of the input impedance will equal $R_{\mathrm{c}}$. However, there will also be a reactive component at such a point; but if this is tuned out by means of an equal and opposite reactance (the stub line), only the resistance component $R_{\text {in }}=R_{0}$ will remain and the line coming up to this point will be properly terminated. At any point $l$ the input impedance is, from (58),

$$
Z_{\mathrm{in}}=R_{0}\left(\frac{R \cos \beta l+j R_{0} \sin \beta l}{R_{0} \cos \beta l+j R \sin \beta l}\right)
$$

This impedance can be considered as a resistance in series with a reactance or resistance in parallel with a reactance. Because it is desired to tune out the reactance component with another reactance in parallel (the stub line), the parallel representation will be used. The input admittance at a point $l$ will be

$$
\begin{aligned}
Y_{\mathrm{in}}=G_{\mathrm{in}}+j B_{\mathrm{in}} & =\frac{1}{Z_{\mathrm{in}}}=\frac{R_{0} \cos \beta l+j R \sin \beta l}{R_{0}\left(R \cos \beta l+j \bar{R}_{0} \sin \beta l\right)} \\
& =\frac{R R_{0}}{R_{0}\left(R^{2} \cos ^{2} \beta l+R^{2} \sin ^{2} \beta l\right)} \\
& +\frac{j\left(R^{2}-R_{0}^{2}\right) \sin \beta l \cos \beta l}{R_{0}\left(R^{2} \cos ^{2} \beta l+R_{0}^{2} \sin ^{2} \beta l\right)}
\end{aligned}
$$

and $l$ should be chosen so that

That is, $\quad \frac{R_{0} R}{R_{0}\left(R^{2} \cos ^{2} \beta l+R_{0}{ }^{2} \sin ^{2} \beta l\right)}=\frac{1}{R_{0}}$

$$
G_{\mathrm{in}}=\frac{1}{R_{0}}
$$

This gives

$$
\begin{gather*}
\frac{R}{R_{0}} \cos ^{2} \beta l+\frac{R_{0}}{R} \sin ^{2} \beta l=\cos ^{2} \beta l+\sin ^{2} \beta l \\
\cos ^{2} \beta l\left(1-\frac{R}{R_{0}}\right)=\sin ^{2} \beta l\left(\frac{R_{0}}{R}-1\right) \\
\tan ^{2} \beta l=\frac{R_{0}-R}{R_{0}} \cdot \frac{R}{R_{0}-R}=\frac{R}{R_{0}} \\
\tan \beta l=\sqrt{\frac{R}{R_{0}}} \tag{8-70}
\end{gather*}
$$

This equation gives the distance back from the termination $R$ to the point where the input conductance is equal to $1 / R_{0}$ and determines the correct location of the stub.

The length of the stub line required can be calculated by making its reactance equal and opposite to that at the tap point. Assuming the stub has the same characteristic impedance as the line, it will have a reactance equal to

$$
j Z_{0} \tan \beta S=j R_{0} \tan \beta S
$$

where $S$ is the stub length. Then

$$
\begin{gathered}
j R_{0} \tan \beta S=-\frac{1}{j B_{\mathrm{in}}} \\
j B_{\mathrm{in}}=j \frac{\sin \beta l \cos \beta L\left(R^{2}-R_{0}{ }^{2}\right)}{R_{0}\left(R^{2} \cos ^{2} \beta l+\bar{R}_{0}^{2} \sin ^{2} \overline{\beta l}\right)}=-\frac{1}{j R_{0} \tan \beta S}
\end{gathered}
$$

$$
\begin{align*}
\tan \beta S & =\frac{R^{2} \cos ^{2} \beta l+R_{0}{ }^{2} \sin ^{2} \beta l}{\sin \beta l \cos \beta l\left(R^{2}-R_{0}^{2}\right)} \\
& =\frac{\frac{R}{R_{0}}+\frac{R_{0}}{R} \tan ^{2} \beta l}{\tan \beta l\left(\frac{R}{R_{0}}-\frac{R_{0}}{l}\right)}=\frac{\frac{R}{R_{0}}+1}{\sqrt{\frac{R}{R_{0}}}\left(\frac{R}{R_{0}}-\frac{R_{0}}{R}\right)} \tag{8-71}
\end{align*}
$$

This can be reduced to

$$
\begin{equation*}
\tan \beta S=\frac{\sqrt{K / R_{0}}}{\left(R / R_{0}\right)-1} \tag{8-72}
\end{equation*}
$$

Stub Line Matching in Terms of Maximum and Minimum Voltages. In an actual experimental set-up the value of the terminating resistance is generally unknown, so that it is desirable to determine the dimensions for the stub line match directly from the measurable standing-wave ratio that exists on the transmission line.

The standing-wave ratio in terms of the terminating resistance and characteristic resistance is

$$
\frac{V_{\mathrm{s}}}{V_{m}}=\frac{R}{R_{0}} \quad\left(\text { for } R>R_{0}\right)
$$

so that the position and length $S$ of the matching stub are given by

$$
\begin{align*}
& \tan \beta l=\sqrt{\frac{V_{M}}{V_{m}}}  \tag{8-73}\\
& \tan \beta S=\frac{\sqrt{V_{M M} / V_{m}}}{\left(V_{M l} / V_{m}\right)-1} \quad\left(\text { for } R>R_{0}\right) \tag{8-74}
\end{align*}
$$

In these expressions the subscripts $M$ and $m$ have been used to indicate maximum and minimum respectively.

Stub Matching a Line to a Complex Impedance. The formulas just derived give the stub adjustments required to match a line to a resistance load. They may also be used to match a line to a complex load impedance if the proper reference point is taken. When a line is terminated in a complex impedance, there will be a standing wave on the line and there will be neither a voltage maximum nor a voltage minimum at the termination. However, at some point down the line there will be a voltage maximum and at this point the input impedance will be a pure resistance greater than
$R_{0}$; at another pcint there will be a voltage minimum where the impedance will be a pure resistance less than $R_{0}$. Therefore, if measurements are made from either a voltage maximum or a voltage minimum, the problem will have been reduced to that of matching a line to a pure resistance. The solution for this case has been given above. Therefore, the experimental procedure for matching a line to any complex impedance would be as follows:

Experimental Procedure for Stub Line Matching. 1. Measure the standing wave of voltage back from the termination. Note the position of the maxima and minima and the ratio of maximum to minimum voltages $V_{M} / V_{m}$.


Fig. 8-13. Stub matching a transmission line.
2. Place a shorted stub line of length $S$ a distance $l$ back from a maximum point toward the sending end. The line is then properly terminated in its characteristic resistance.

The length $l$ and $S$ are given by

$$
\begin{aligned}
\tan \beta l & =\sqrt{\frac{V_{M}}{V_{m}}} \\
\tan \beta S & =\frac{\sqrt{V_{M} / V_{m}}}{\left(V_{M} / V_{m}\right)-1}
\end{aligned}
$$

Of course, the stub can be placed on the other side of the voltage maximum, but then a capacitive stub would be required. For a shorted stub this means a length greater than a quarter wavelength, which is usually undesirable. The procedure outlined above ensures a stub length less than a quarter wavelength.

Double-stub Tuner. The single-stub matching unit just discussed is satisfactory for impedance matching on open parallel-wire
lines, but proves inconvenient to use on coaxial lines, because on these lines it is difficult to vary the position of the stub along the line. For matching on coaxial lines the double-stub tuner arrangement of Fig. 8-14 is usually יised. This arrangement consists of two adjustable tuners that have movable shorting plungers, but are fixed in position on the line.


Fig. 8-14. Double-stub tuner.
It is easy to show that with the double-stub tuner of Fig. 8-14 it is possible to match any two impedances within a certain specified range of values. The analysis will be carried through for matching pure resistances only, but the results are general, because any complex admittance can be expressed as a conductance in parallel with


Fig. 8-15. Circuit representation of a double-stub turner.
a susceptance. The susceptance can then be tuned out by means of the adjustable susceptance of the stub, which is in parallel with the load, leaving a pure resistance to be matched.

The distributed-constants circuit of Fig. 8-14 can be represented at one frequency by the lumped-constants circuit of Fig. 8-15. The portion of the network within the dotted enclosure is the $\pi$-section representation of the length $l$ of lossless transmission line
between the two tuners. The reactances of the three arms are*

$$
X_{B}=Z_{0} \sin \beta l \quad X_{\Lambda}^{\prime}=X_{c}^{\prime}=-Z_{0} \cot \frac{\beta l}{2}
$$

In parallel with the vertical arms of the $\pi$ network are the reactances of the tuning sections. These reactances are

$$
X_{A}^{\prime \prime}=Z_{0} \tan \beta S_{1} \quad X_{B}^{\prime \prime}=Z_{0} \tan \beta S_{2}
$$

These reactances are shown negative (capacitive) in the figure, but of course they may have any value from plus infinity to minus infinity. Combining these parallel reactances giving a matching $\pi$-section that has one fixed element, $X_{E}$, and two adjustable elements, $X_{A}$ and $X_{c}$, which may have any reactance desired. (The reactance $X_{A}$ is formed by $X_{A}{ }^{\prime}$ and $X_{A}{ }^{\prime \prime}$ in parallel. Similarly $X_{C}$ is formed by $X_{c}{ }^{\prime}$ and $X_{c}{ }^{\prime \prime}$ in parallel.) The values of $X_{\Delta}$ and $X_{c}$ required to match two resistances $R_{1}$ and $R_{2}$ are $\dagger$

$$
\begin{aligned}
& X_{A}=\frac{-R_{1} X_{B}}{R_{1} \pm \sqrt{R_{1} R_{2}-X_{B}{ }^{2}}} \\
& X_{C}=\frac{-R_{2} X_{B}}{R_{2} \pm \sqrt{R_{1} R_{2}-X_{B}{ }^{2}}}
\end{aligned}
$$

It is possible to match any two resistances $R_{1}$ and $R_{2}$ as long as $X_{B}$ is less than $\sqrt{R_{1} R_{2}}$. It would appear, by suitable choosing the length $l$ of the section near zero or some multiple of $\lambda / 2$, that $X_{B}$ could be made as small as is desired. However, if such a length is chosen, it will be found that the required values of $X_{\Delta}$ and $X_{C}$ will come out very nearly equal to zero, and large currents will flow in the section. The elements have been assumed lossless, but every physical set-up has some loss, and large circulating currents mean inefficient operation. For this reason the length $l$ should be selected between about $\lambda / 8$ and $3 \lambda / 8$, or $5 \lambda / 8$ and $7 \lambda / 8$. The range of resistances that can be matched will be any resistances such that

$$
\sqrt{R_{1} R_{2}}>Z_{0} \sin \beta l
$$

[^17]If resistances outside this range (that is, low resistances) are to be matched, a triple-stub matching unit can be used. The triplestub unit can be analyzed by considering it as two double-stub units in tandem. The first double-stub unit matches one of the low resistances $R_{1}$ to any suitable high resistance. Then the second double-stub unit matches this high resistance to the second low resistance $R_{2}$. Thus with a triple-stub tuner, any two impedances whatsoever can be matched.

Resonance with $l$ Variable. When resonance phenomena are considered in the ordinary lumped-constant circuits, two things are of interest: the operation of the circuit with $L$ and $C$ fixed and the frequency variable or, secondly, the operation with a fixed frequency

(a)

Fig. 8-16. "Series" fced.
but with either $L$ or $C$ variable. Similarly with the line circuits, interest may center around a line of fixed length under conditions of varying frequency, or the frequency may be fixed and the line length varied to obtain resonance. The first of these conditions was considered under selectivity of line sections. The second will be considered now.
(a) "Series" Resonance. When the voltage is introduced "in series" in the circuit, usually at one end of the line, the adjustments made for maximum current from a low-impedance source, the line may be said to be in series resonance. This is illustrated by the circuit of Fig. 8-16, which shows a constant voltage $V_{\text {ind }}$, induced into one end of the line or inserted directly as shown in the equivalent circuit.

The first problem is to determine the length $l$ that will make the sending-end current $I_{s}$ a maximum.

Since $\left|I_{s}\right|=E_{\text {ind }} /\left|Z_{\text {in }}\right|$, the problem is simply that of determining for what length $l,\left|Z_{\text {in }}\right|$ will be a minimum. From eq. (58) for the
lossless line case
so that

$$
\begin{aligned}
& Z_{\mathrm{in}}= R_{0}\left(\frac{R \cos \beta l+j R_{0} \sin \beta l}{R_{0} \cos \beta l+j R \sin \beta l}\right) \\
&\left|Z_{\mathrm{il}}\right|^{2}= R_{0}{ }^{2}\left(\frac{R^{2} \cos ^{2} \beta l+R_{0}^{2} \sin ^{2} \beta l}{R_{0}^{2} \cos ^{2} \beta l+R^{2} \sin ^{2} \beta l}\right) \\
&=R_{0}{ }^{2}\left(\frac{k^{2} \cos ^{2} \beta l+\sin ^{2} \beta l}{\cos ^{2} \beta l+k^{2} \sin ^{2} \beta l}\right) \\
& k=\frac{R}{R_{0}}
\end{aligned}
$$

When $\left|Z_{\text {in }}\right|^{2}$ is a minimum, $\left|Z_{\text {in }}\right|$ will be a minimum. Taking the derivative with respect to $l$ and putting this equal to zero gives

$$
\begin{aligned}
0= & \frac{\partial}{\partial l}\left|Z_{\mathrm{ta}}\right|^{2} \\
= & \left(\cos ^{2} \beta l+k^{2} \sin ^{2} \beta l\right)\left(-2 k^{2} \cos \beta l \sin \beta l+2 \sin \beta l \cos \beta l\right) \\
& -\left(k^{2} \cos ^{2} \beta l+\sin ^{2} \beta l\right)\left(-2 \cos \beta l \sin \beta l+2 k^{2} \sin \beta l \cos \beta l\right)
\end{aligned}
$$

which simplifies to

$$
-2 k^{4} \sin \beta l \cos \beta l+2 \sin \beta l \cos \beta l=0
$$

For $k=1$, that is, when $R$ is equal to $R_{0}$, this expression is identically zero and the input impedance is independent of length. For all other values of $k$ the expression can be satisfied only if $\sin \beta l$ or $\cos \beta l$ equals zero. For $R$ less than $R_{0}$ the input impedance is a minimum when $\sin \beta l$ is zero, that is, when the length of the line is a multiple of a half wavelength. For $R$ greater than $R_{0}$ the input impedance is a minimum when $\cos \beta l$ is zero, that is, when $l$ is an odd multiple of a quarter wavelength.

A second, perhaps more important problem, is to determine the line lengths which make the current $I_{r}$ through the resistance $R$ a maximum.

Putting $V_{r}=I_{r} R$ for a resistive termination, the voltage equation for lossless transmission lines may be written
or

$$
\begin{gather*}
\frac{V_{s}}{I_{r}}=R \cos \beta l+j Z_{0} \sin \beta l \\
\left|\frac{V_{t}}{I_{r}}\right|=\sqrt{R^{2} \cos ^{2} \beta l+Z_{0}^{2} \sin ^{2} \beta l} \tag{8-75}
\end{gather*}
$$

For a constant voltage $V_{s}$, the current $I_{r}$ will be a maximum when this expression is a minimum. This will occur for $\sin \beta l=0$ when $R$ is less than $Z_{0}$, and for $\cos \beta l=0$ when $R$ is greater than $Z_{0}$. Therefore, for values of $R$ less than $Z_{0}$, the current through $R$, will be greatest for lengths $l$, which are multiples of $\lambda / 2$. For values of $R$ greater than $Z_{0}$, the current through $R$ will be a maximum when $l$ is an odd multiple of $\lambda / 4$.

Case when Terminating Impedance is not a Pure Resistance. When the terminating impedance is not a pure resistance, the length $l$ for "resonance" will not be a multiple of $\lambda / 4$ or $\lambda / 2$ as occurred above. However, the required length is readily determined by representing the complex impedance by means of a pure resistance


Fig. 8-17. "Parallel feed."
$R_{1}$ at the end of the appropriate length $l_{1}$ of line [eqs. (61) and (62)]. Evidently the required length $l$ will be given by

$$
l=\frac{n \lambda}{2}-l_{1}
$$

(b) "Parallel" Resonance. When the voltage is applied across the line as shown in Fig. 8-17 rather than in series as in Fig. 8-16, the circuit corresponds to the ordinary low-frequency parallel circuit. The adjustment that is of interest is the length $l$, which will present a unity power factor load to the feed line tapped on at point $x$. The unity power factor condition requires that the reactive component of the impedance seen looking to the right from the tap point be equal and opposite to the reactance seen looking to the left from the tap point. For a given length $y$ from the tap point to the load, the reactance seen to the right of the tap point will vary with the value of load resistance $R$. This means that the required length $x$ will depend upon $R$, and the total length $l=(x+y)$ for unity power factor resonance will depend upon the value of the load
impedance. This is similar to the analozo 3 low-frequency circuit case in which the reactances required for unity power factor resonance depend upon the resistance in the circuit.

The case of most practical interest is the one in which the feed line is tapped on to the resonant section at a point, such that the feed line is terminated in its characteristic resistance. If the characteristic resistance of the feed line is the same as that of the resonant section, as is usually the case, this problem reduces to one for which the solution is already known, viz., the stub-line match problem. The section of length $x$ can be considered as the stub, located at a distance $y$ from the load $R$. For any lead resistance $R$ the required length $y$ will be civen by

$$
\begin{equation*}
\tan \beta y=\sqrt{\frac{R}{R R_{0}}} \tag{8-76}
\end{equation*}
$$

whereas the required length $x$ would be given by

$$
\begin{equation*}
\tan \beta x=\frac{\sqrt{R / R_{0}}}{\left(R / R_{0}\right)-1} \tag{8-77}
\end{equation*}
$$

The total length of the section $l$ for unity power factor resonance will be

$$
l=x+y
$$

Except for $R$ equal zero or infinity $l$ will not equal $\lambda / 2$ or $\lambda / 4$.
8.10 Graphical Representation of Transmission Line Phenomena. It is possible to solve most of the transmission-line problems considered above, and many others as well, by means of a simple graphical procedure. If impedances are plotted in the complex plane in the form of the $R-X$ diagram of Fig. 8-18, then it turns out that for a lossless line terminated in some fixed impedance $Z_{R}$, the locus of the input impedance $Z_{\text {s }}$ (as $\beta l$ is varied) is a circle through $Z_{R}$. Since the center and radius of the circle are easily calculable, this leads to a very simple and rapid method for making transmission line calculations.

Because, as has already been seen, any complex impedance $Z_{a}$ can be obtained by use of a pure resistance at the end of an apprcpriate length of lossless line, it is only necessary to discuss the pure resistance termination in order to solve the most general case. Consider a lossless transmission line terminated in a pure resistance $R$.

If the standing-wave ratio $\rho$, is expressed as a number greater than unity, then

$$
\begin{array}{ll}
\rho=\frac{R}{R_{0}} & \text { for } R>R_{0} \\
\rho=\frac{R_{0}}{R} & \text { for } R<R_{0}
\end{array}
$$

It is convenient in a diagram such as that of Fig. 8-18 to normalize the impedances by giving their values with respect to $Z_{0}$, which is taken as unity. In the present application $Z_{0}$ will always be a pure resistance $L_{0}$. The normalized impedances are designated by lower case letters as

$$
r+j x=\frac{Z}{L_{0}}=\frac{R}{R_{0}}+j \frac{X}{R_{0}}
$$

and in the diagram $R_{0}$ will occur at the point ( 1,0 ). Now referring to the figure, it can be shown that a circle drawn through some resistance value $r$, with center at $\frac{\rho^{2}+1}{2 \rho}$ and radius equal to $\frac{\rho^{2}-1}{2 \rho}$, will be the locus of the input impedances as $\rho l$ is


Fig. 8-18. Impedance or admittance diagram. allowed to vary.

From eq. (58), the normalized input impedance is

$$
\begin{equation*}
r_{s}+j x_{s}=\frac{Z_{s}}{L_{0}}=\frac{r \cos \beta l+j \sin \beta l}{\cos \beta l+j r \sin \beta l} \tag{8-78}
\end{equation*}
$$

Letting $\theta=\beta l$, and replacing $\sin$ and $\cos$ by their exponential equivalents, eq. (78) becomes

$$
r_{z}+j x_{z}=\frac{r\left(e^{+j \theta}+e^{-j \theta}\right)+\left(e^{j \theta}-e^{-j \theta}\right)}{\left(e^{i \theta}+e^{-j \theta}\right)+r\left(e^{j \theta}-e^{-j \theta}\right)}
$$

which reduces to

$$
\begin{equation*}
r_{s}+j x_{s}=\frac{(r+1)+(r-1) e^{-j 2 \theta}}{(r+1)-(r-1) e^{-j 2 \theta}} \tag{8-79}
\end{equation*}
$$

Now the reflection coefficient, which in general is a complex quantity, given by

$$
K=\frac{V^{\prime \prime}}{V^{\prime}}=\frac{Z_{R}-Z_{0}}{Z_{R}+Z_{0}}
$$

will, in this case, be a real number equal to $\frac{r-1}{r+1}$. Its absolute value will be

$$
|K|=\frac{\rho-1}{\rho+1}
$$

Then from eq. (79)

$$
r_{s}+j x_{s}=\frac{1+K e^{-j 2 \theta}}{1-K e^{-j 2 \theta}}
$$

so that

$$
\begin{equation*}
K e^{-j 2 \theta}=\frac{\left(r_{s}-1\right)+j x_{s}}{\left(r_{s}+1\right)+j x_{s}} \tag{8-80}
\end{equation*}
$$

Equating the absolute values of (80),

$$
|K|^{2}=\frac{r_{s}^{2}-2 r_{s}+1+x^{2}}{r_{s}^{2}+2 r_{s}+1+x^{2}}
$$

Cross multiplying and completing the square leads to

$$
\begin{equation*}
\left(r_{s}-\frac{1+|K|^{2}}{1-|K|^{2}}\right)^{2}+x^{2}=\left(\frac{2|K|}{1-|K|^{2}}\right)^{2} \tag{8-81}
\end{equation*}
$$

This is the equation of a circle having a radius

$$
\frac{2|K|}{1-|K|^{2}}=\frac{\rho^{2}-1}{2 \rho}
$$

and a center located on the real axis at

$$
\frac{1+|K|^{2}}{1-|K|^{2}}=\frac{\rho^{2}+1}{2 \rho}
$$

In the diagram of Fig. 8-18 circles corresponding to various values of terminating resistance (and therefore to various constant values of $\rho$ ) have been drawn in. It is necessary to mark off on these circles points indicating the values of $\beta l$. If the points on
various circles having the same value of $\beta l$ are joined, it is found that the curves so formed are circles orthogonal to the $\rho=$ constant set. The equation for the $\beta l=$ constant circles is derivable, in a manner similar to the derivation of (81), by equating the tangents of the angles in (80), instead of the absolute magnitudes. The result yields circles with their centers located on the imaginary axis at $1 / \tan 2 \theta$ and having radii equal to $1 / \sin 2 \theta$. These circles have been drawn in on Fig. 8-18 and labeled with the appropriate values of $\beta l$.

Using Fig. $8-18$ it is a simple matter to make various computations as the following examples will indicate.
(a) A 300 -ohm line is terminated in a 600 -ohm resistive impedance. What is the input impedance if the line is one-eighth wavelength long?

Following the $\rho=2$ circle in clockwise direction for $45^{\circ}$, the normalized impedance is found to be $0.8-j 0.6$. Therefore, $Z_{s}=240-j 180$ ohms.
(b) The line of part (a) is terminated in an impedance $Z_{R}=180$ $+j 200$ ohms. Find the input impedance. Answer: $z=2.5+j 0.4$, $Z_{s}=750+j 120$.

Because the transmission line equations have the same form when expressed for admittances as they do for impedances, the impedance diagram can be used as an admittance diagram by simply changing the labels. That is, $g$ replaces $r$, and $b$ replaces $x$, with $G_{0}$ replacing $R_{0}$. Using the admittance diagram, the stub matching problem is readily solved in the following manner. The chart is entered at the (normalized) value of the load admittance,

$$
y=g+j b=\frac{G+j B}{G_{0}}
$$

to determine a $\rho=$ constant circle. This circle is followed around to its intersection with the vertical axis at $g=1$. At this point the input conductance has the value $g=1$ (actual value $G=G_{0}$ ), and the input susceptance has a value given by the length of the vertical intercept. The electrical distance $\beta l$, measured along the transmission line from the load point, at which the stub should be located is given by the angle through which it was necessary to turn to reach the vertical axis. The required susceptance of the
stub to cancel the susceptance on the line at this point is just the negative of the susceptance indicated at the intersection of the circle and the vertical $(g=1)$ axis. The electrical stub length that will produce this susceptance (assuming a shorted stub) is given by the value of the $\beta l=$ constant curve which intersects the imaginary axis ( $g=0$ ) at the particular value of susceptance required.

Example 1: A 30J-ohm line is terminated in an admittance $Y_{R}=$ $0.002-j 0.0083$, which corresponds to a normalized admittance

$$
g+j b=\frac{Y_{n}}{C_{0}^{\prime}}=0.0-j 1.0
$$

Determine the location and length of a shorted stub to match this load to the line.

Entering the diagram at the admitance value $0.6-j 1.0$, it is found by interpolation that this point marks the intersection of $\rho=3.45$ and $\beta l=40^{\circ}$ circles. Following the $\rho=$ constant circle clockwise around to its intersection with the vertical ( $g=1$ ) line, a value of $\beta l=152$ derrees is found. The susceptance at this point is 1.35 , so the stub must have an input susceptance of -1.35 . The shorted electrical stub length that has this value of susceptance is given by the $\beta l=$ constant curve, which intersocts the $g=0$ axis at $b=-1.3 \mathrm{~J}$. This is fouad to be 37 dearees. Therefors the electrical stub lengt.h is 37 derrees and i.s location oa the transmission line is $152-40=112$ degrees, from the load.

It is interesting to note in passing how the impedance value corresponding to a certain admittance (or vice versa) can be obtained from the circle diacram. For example, to obtain the (normalized) impedance corresponding to the (normalized) admittance $y=0.6-j 1.0$, it is merely necessary to follow the $\rho=3.45$ circle around from 40 degrees (through another 90 degrees) to 130 derrees, at which point the normalized impedance can be read as $z=0.44+j 0.74$. That this should be so follows directly from the impedance inversion properties of the quarter-wave line which "inverts" impedances about $Z_{0}$ (which in this case is unity). That is, $Z_{s}=Z_{0}{ }^{\theta} / Z_{R}$, and $z_{s}=1 / z_{R}=y_{R}$ (for $\beta l=93$ derrees).

The settings for double-siub tuners are also obtained with ease by this graphical method. Decause the spacing between tuners is fixed (say at 135 degrees), the procedure is to adjust the admittance of the first stub to suc's a value that when 135 degrees is turned off on the $\rho=$ constant circle the intersection with the ( $g=1$ ) line will have just beon reached. Then the second stub is used to cancel the remaining suseaptance at that point on the line.

The examples given will serve to indicate the effectiveness of the graphical approach. The diagram of Fig. 8-18 is only one of several such diagrams that can be used. While this particular chart is probably the simplest, other diagrams based on the same principles, and derivable from the diagram of Fig. 8-18 by suitable transforma-


Fig. 8-19. Smith chart for transmission line calculations:
tion of variables, are more convenient for actual computations. Several such charts are available commercially. Among these, the polar impedance chart, described by P. H. Smith,* has come into extensive use. This is a circular chart illustrated qualitatively in Fig. 8-19. In it, the $r=$ constant and $x=$ constant lines have been

[^18]TABLE II
Numerical Data on UHF Trangmisbion Lines

|  | Parallel Wire Lines Conductor radius $=a$ Conductor spacing (between centers) $=b$ | Coaxial Lines <br> Outer radius of inner conductor $=a$ <br> Inner radius of outer conductor $=b$ |
| :---: | :---: | :---: |
| Inductance $L$ (henry/m length of line) | $\begin{array}{ll} \frac{\mu_{v}}{\pi} \cosh ^{-1} \frac{b}{2 a} & \text { or } \\ & \frac{\mu_{v}}{\pi} \ln \frac{b}{a} \text { for } b \gg a \end{array}$ | $\frac{\mu_{v}}{2 \pi} \ln \frac{b}{a}$ |
| Capacitance $C$ ( $\mathrm{f} / \mathrm{m}$ length of line) | $\begin{array}{ll} \frac{\pi \epsilon}{\cosh ^{-1} b / 2 a} & \text { or } \\ & \frac{\pi \epsilon}{\ln b / a} \text { for } b \gg a \end{array}$ | $\frac{2 \pi \epsilon}{\ln b / a}$ |
| Resistance $R$ (ohms/unit length of line) | $\frac{R_{s}}{\pi a}=\frac{1}{\pi a} \sqrt{\frac{\omega \mu_{\psi}}{2 \sigma}} \text { ohms } / \mathrm{m}$ <br> For copper lines $\begin{aligned} & R=\frac{8.31 \times 10^{-8 f^{1 / 2}}}{a} \text { ohms } / \mathrm{m} \\ & \quad \approx \frac{\sqrt{f_{m c}}}{a_{\text {in. }}} 0 \mathrm{ohms} / 1000 \mathrm{ft} \end{aligned}$ | $\frac{R_{z}}{2 \pi}\left(\frac{1}{a}+\frac{1}{b}\right)=\frac{1}{2 \pi} \sqrt{\frac{\omega \mu_{v}}{2 \sigma}}\left(\frac{1}{a}+\frac{1}{b}\right) \mathrm{ohms} / \mathrm{m}$ <br> For copper lines $R=4.16 \times 10^{-8 f f^{3 /}}\left(\frac{1}{a}+\frac{1}{b}\right) \mathrm{ohms} / \mathrm{m}$ |
| Conductance $G$ (mhos/m length of line) | $\omega C$ (dissipation factor) $\approx \omega C$ (power factor of dielectric) |  |

TABLE II-Continued

|  | Parallel Wire Lines Coaxial Lines <br> Conductor radius $=a$ Outer radius of inner conductor $=a$ <br> Conductor spacing <br> (between ecnters) $-b$ Inner radius of outer conductor $=b$ |
| :---: | :---: |
| Characteristic impedance $Z_{0}=\sqrt{\frac{R+j \omega L}{G+j \omega C}} \approx \frac{L}{\sqrt{C}}$ | $\begin{aligned} & \text { (air dielectric) } \\ & \qquad 120 \cosh ^{-1} \frac{b}{2 a} \quad \text { or } \quad \frac{\eta}{2 \pi} \ln \frac{b}{a}=\frac{138}{\sqrt{\epsilon_{r}}} \log _{10} \frac{b}{a} \end{aligned}$ |
| Attenuation constant $\alpha$ (neper/m) | $\alpha=\frac{R}{2 Z_{0}}+\frac{G Z_{0}}{2}$ |
| Phase shift constant $\beta$ (radians/m) | $\beta=\frac{2 \pi}{\lambda}=\frac{\omega}{v_{0}}$ |
| Phase velocity $v_{0}$ (meter/sec) | $v_{0} \approx \frac{1}{\sqrt{L C}} \approx \frac{3 \times 10^{8}}{\sqrt{\mu_{r \text { Er }}}}$ for low-loss lines |
| For air $\mu_{r} \approx 1 ;$ $\epsilon_{r} \approx 1$ <br> For copper $\mu_{r} \approx 1 ;$ $\epsilon_{r} \approx 1 ;$ <br>  $\mu_{v}=4 \pi \times 10^{-7}$ $\epsilon_{v} \approx \frac{1}{36 \pi \times}$ | $\frac{1}{\sqrt{10^{9}}} \quad \sigma=5.8 \times 10^{7}$ |

transformed into orthogonal sets of circles in such a manner that the $\rho=$ constant lines now appear as concentric circles about $R_{0}$ ( $r=1$ ), which is at the center of the chart. The chart is equipped with a rotating radial arm so that computations can be performed as simply as computations on a slide rule. For the communication engineer who is required to work extensively with transmission line problems, the transmission line calculator is almost as indispensable as his slide rule.

## PROBLEMS

1. Derive an expression for the inductance and capacitance per unit length of a coaxial transmissioa line.
2. Repeat for a parallel wiee line (assume perfect conductors).
3. Compute the line "constants" per unit length, $R, L, C, G, \alpha$, and $\beta$, and the characteristic impedance, $Z_{0}$, for each of the following lines at the frequencies indicated.
(a) No. 12 wires (diameter $=0.0508 \mathrm{in}$.) spaced 3 in. apart at 10 mc ; at 100 mc .
(b) $3 / 8-\mathrm{in}$. diamster rods spaced 1 in . at 100 mc ; at 1000 mc .
(c) A coaxial iine having a $1 / 8-\mathrm{in}$. diameter inner conductor and a $9 / 8-\mathrm{in}$. outer conductor, at 1000 mc .
4. (a) A dipole antenna is fed by a transmission line consisting of No. 12 wires at $3-\mathrm{in}$. spacing. The measured ratio $V_{\max } / V_{\min }=4$, and the location of a voltage minimum is 2.8 meters from the antenna feed point. $f=112 \mathrm{mc}$. Determine the antenna impedance.
(b) If a current indicator is used instead of a voltage indicator, where will the maximum and minimum readings be obtained, and what will be their ratio?
5. A shorted length of a parallel-rod transmission line is connected between grid and plate of a tube to make a UHF oscillator. What should be the length of the line to tune to 300 mc , if the effective capacitance between grid and plate is $3 \mu \mu \mathrm{fd}$ ? The rods are $3 / 8 \mathrm{in}$. in diameter and are spaced 1 in . apart.
6. A lossless transmission line has a characteristic impedance of 300 ohms and is one quarter wavelength long. What will be the voltage at the open-circuited receiving end, when the sending end is connected to a generator which has 50 -ohm internal imperance and a generated voltage of 10 volts.
7. For low-loss transmission line sections which are much shorter than one quarter wavelength show that the input reactance can be represented by

$$
X_{\mathrm{in}} \approx \omega L_{\mathrm{in}}=\omega L l
$$

when the line is shorted, and

$$
X_{\text {in }} \approx \frac{1}{\omega C_{\text {in }}}=\frac{1}{\omega C l}
$$

when the line is open.

$$
L=\frac{Z_{0}}{v} \quad \text { and } \quad C=\frac{1}{v Z_{0}}
$$

are the inductance and capacitance per unit length of the linc.
8. Derive the expression for $Q$ (eq. 67) for an open-end half-wave line.
9. Show that a coaxial line haviag an outer conductor of radius $b$ will have minimum attenuation when the radius $a$ of the inner conductor satisfies the ratio $b / a=3.6$.
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## CHAPTER 9

## WAVE GUIDES

9.01 Rectangular Guides. Practical wave guides usually take the form of rectangular or circular cylinders. Other cross sectional shapes are possible, but in general these other shapes offer no electrical advantages over the simpler forms in use and are more expensive to manufacture.

In order to determine the electromagnetic field configuration within the guide, Maxwell's equations are solved subject to the appropriate boundary conditions at the walls of the guide. Again assuming perfect conductivity for the walls of the guide, the boundary conditions are simply that $E_{\text {ton }}$ and $H_{\text {norm }}$ will be zero at the surface of the conductors. For rectangular guides Maxwell's equations and the wave equations are expressed in rectangular co-ordinates and the solution follows almost exactly as for waves between parallel planes. Assuming that time variations are given by $e^{j \omega t}$, and that variations in the $z$ direction may be expressed as $e^{-f z}$, where $\bar{\gamma}=\bar{\alpha}+j \bar{\beta}$, Maxwell's equations become (for the loss-free region within the guide)

$$
\begin{array}{ll}
\frac{\partial H_{z}}{\partial y}+\bar{\gamma} H_{y}=j \omega \epsilon E_{x} & \frac{\partial E_{z}}{\partial y}+\bar{\gamma} E_{y}=-j \omega \mu H_{x} \\
\frac{\partial H_{z}}{\partial x}+\bar{\gamma} H_{x}=-j \omega \epsilon E_{y} & \frac{\partial E_{z}}{\partial x}+\bar{\gamma} E_{x}=j \omega \mu H_{u}  \tag{9-1}\\
\frac{\partial H_{y}}{\partial x}-\frac{\partial H_{x}}{\partial y}=j \omega \epsilon E_{z} & \frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}=-j \omega \mu H_{z}
\end{array}
$$

and the wave equations for $E_{z}$ and $H_{z}$ are

$$
\left.\begin{array}{l}
\frac{\partial^{2} E_{z}}{\partial x^{2}}+\frac{\partial^{2} E_{z}}{\partial y^{2}}+\bar{\gamma}^{2} E_{z}=-\omega^{2} \mu \epsilon E_{z}  \tag{9-2}\\
\frac{\partial^{2} H_{z}}{\partial x^{2}}+\frac{\partial^{2} H_{z}}{\partial y^{2}}+\bar{\gamma}^{2} H_{z}=-\omega^{2} \mu \epsilon H_{z}
\end{array}\right\}
$$

Equations (1) can be combined into the form

$$
\begin{align*}
& H_{x}=-\frac{\bar{\gamma}}{h^{2}} \frac{\partial H_{z}}{\partial x}+j \frac{\omega \epsilon}{h^{2}} \frac{\partial E_{z}}{\partial y} \\
& H_{y}=-\frac{\bar{\gamma}}{h^{2}} \frac{\partial H_{z}}{\partial y}-j \frac{\omega \epsilon}{h^{2}} \frac{\partial E_{z}}{\partial x}  \tag{9-3}\\
& E_{z}=-\frac{\bar{\gamma}}{h^{2}} \frac{\partial E_{z}}{\partial x}-j \frac{\omega \mu}{h^{2}} \frac{\partial H_{z}}{\partial y} \\
& E_{y}=-\frac{\bar{\gamma}}{h^{2}} \frac{\partial E_{z}}{\partial y}+j \frac{\omega \mu}{h^{2}} \frac{\partial H_{z}}{\partial x}
\end{align*}
$$

where

$$
h^{2}=\bar{\gamma}^{2}+\omega^{2} \mu \epsilon
$$

These equations give the relationships among the fields within the guide. It will be noticed that, if $E_{\mathrm{a}}$ and $H_{z}$ are both zero, all the


Fig. 9-1. A rectangular guide.
fields within the guide will vanish. Therefore, for waveguide transmission (no inner conductor) there must exist either an $E_{z}$ or an $H_{z}$ component. The TEM wave cannot exist inside a single-conductor wave guide. As in the case of waves between parallel planes, it is convenient to divide the possible field configurations within the guide into two sets, transverse magnetic (TM) waves for which $H_{z} \equiv 0$, and transverse electric (TE) waves for which $E_{z} \equiv 0$. For the rectangular guide shown in Fig. 9-1 the boundary conditions are:

$$
\begin{array}{ll}
E_{x}=E_{z}=0 & \text { at } y=0 \text { and } y=b \\
E_{y}=E_{z}=0 & \text { at } x=0 \text { and } x=a
\end{array}
$$

9.02 Transverso Magnetic Waves in Rectangular Guides. The wave equations (2) are partial differential equations that can be
solved by the usual technique of assuming a product solution. This procedure leads to two ordinary differential equations, the solutions of which are known. Let

$$
\begin{equation*}
E_{z}=X Y \tag{9-4}
\end{equation*}
$$

where $X$ is a function of $x$ alone, $Y$ is a function of $y$ alone, and the factor $e^{(j \omega t-\hat{\gamma})}$ is understood. Inserting (4) in (2) gives

$$
Y \frac{d^{2} X}{d x^{2}}+X \frac{d^{2} Y}{d y^{2}}+\bar{\gamma}^{2} X Y=-\omega^{2} \mu \epsilon X Y
$$

Putting $h^{2}=\bar{\gamma}^{2}+\omega^{2} \mu \epsilon$ as before, this becomes

$$
\begin{gather*}
Y \frac{d^{2} X}{d x^{2}}+X \frac{d^{2} Y}{d y^{2}}+h^{2} X Y=0 \\
\frac{1}{X} \frac{d^{2} X}{d x^{2}}+h^{2}=-\frac{1}{Y} \frac{d^{2} Y}{d y^{2}} \tag{9-5}
\end{gather*}
$$

Divide by $X Y$,
Equation (5) equates a function of $x$ alone to a function of $y$ alone. The only way in which such a relation can hold for all values of $x$ and $y$ is to have each of these functions equal to some constant, say $A^{2}$. Then

$$
\begin{align*}
\frac{1}{X} \frac{d^{2} X}{d x^{2}}+h^{2} & =\Lambda^{2}  \tag{9-6}\\
\frac{1}{Y} \frac{d^{2} Y}{d y^{2}} & =-\Lambda^{2} \tag{0-7}
\end{align*}
$$

A solution of eq. (6) is
where

$$
X=C_{1} \cos B x+C_{2} \sin D x
$$

The solution of eq. ( $\overline{7}$ ) is

$$
Y=C_{3} \cos A y+C_{4} \sin A y
$$

This gives

$$
\begin{align*}
E_{x} & =X Y=C_{1} C_{3} \cos B x \cos A y+C_{1} C_{4} \cos B x \sin A y \\
& +C_{2} C_{3} \sin B x \cos A y+C_{2} C_{4} \sin B x \sin A y \tag{9-8}
\end{align*}
$$

The constants $C_{1}, C_{2}, C_{3}, C_{4}, A$, and $B$ must now be selected to fit the boundary conditions, viz.:

$$
E_{z}=0 \quad \text { when } x=0, x=a, y=0, y=b
$$

If $x=0$, the general cxpression (8) becomes

$$
E_{z}=C_{1} C_{3} \cos A y+C_{1} C_{4} \sin A y
$$

For $E_{z}$ to vanish (for all values of $y$ ) it is evident that $C_{1}$ must be zero. Then the cencral expression for $E_{z}$ will be

$$
\begin{equation*}
E_{z}=C_{2} C_{3} \operatorname{cin} D x \cos A y+C_{2} C_{4} \sin B x \sin A y \tag{9-9}
\end{equation*}
$$

When $y=0$, eq. (9) reduces to

$$
E_{z}=C_{2} C_{3} \sin B x
$$

For this to be zero for all values of $x$ it is possible to have either $C_{2}$ or $C_{3}$ equal to zero (assuming $B \neq 0$ ). Putting $C_{2}=0$ in (9) would make $E_{3}$ identically zero, so instead $C_{3}$ will be put equal to zero. Then the general expression (9) for $E_{z}$ reduces to

$$
\begin{equation*}
E_{z}=C_{2} C_{4} \sin D x \sin A y \tag{9-10}
\end{equation*}
$$

In addition to the amplitude constant $C=C_{2} C_{4}$, there are still two unknown constants, $A$ and $B$. However, there are two more boundary conditions to be applied.

If $x=a$

$$
E_{z}=C \sin B a \sin A y
$$

In order for this to vanish for all values of $y$ (and assuming $A \neq 0$, because $A=0$ would make $E_{z}$ identically zero) the constant $B$ must have the value

$$
B=\frac{m \pi}{a} \quad \text { where } m=1,2,3, \cdots
$$

Again if $y=b$,

$$
E_{z}=C \sin \frac{m \pi}{a} x \sin \grave{ }{ }^{`} b
$$

and for this to vanish for all values of $x, A$ must have the value

$$
A=\frac{n \pi}{b} \quad \text { where } n=1,2,3, \cdots
$$

Therefore the final expression for $E_{\mathbf{z}}$ is

$$
\begin{equation*}
E_{z}=C \sin \frac{m \pi}{a} x \sin \frac{n \pi}{b} y \tag{9-11}
\end{equation*}
$$

Making use of eqs. (3) and putting $\bar{\gamma}=j \bar{\beta}$ (as in section 7.02) for frequencies above the cut-off frequency, the following expressions are obtained:
where

$$
\left.\begin{array}{c}
E_{x}=\frac{-j \bar{\beta} C}{h^{2}} B \cos B x \sin A y \\
E_{y}=\frac{-j \bar{\beta} C}{h^{2}} A \sin B x \cos A y  \tag{9-13}\\
H_{x}=\frac{j \omega \epsilon C}{h^{2}} A \sin B x \cos A y \\
H_{y}=\frac{-j \omega \epsilon C}{h^{2}} B \cos B x \sin A y
\end{array}\right\}
$$

These expressions show how each of the components of electric and magnetic intensities varies with $x$ and $y$. The variation with time and along the axis of the guide, that is in the $z$ direction, is shown by putting back into each of these expressions the factor $e^{j \omega 1-\bar{r}}$.

In the derivation of the fields it was found necessary to restrict the constants $A$ and $B$ to the values given by expressions (12). In these expressions $a$ and $b$ are the width and height of the guide, and $m$ and $n$ are integers. Now, by definition,

$$
\begin{gathered}
A^{2}+B^{2}=h^{2} \\
h^{2}=\bar{\gamma}^{2}+\omega^{2} \mu \epsilon
\end{gathered}
$$

and
Therefore,

$$
\begin{align*}
\bar{\gamma} & =\sqrt{h^{2}-\omega^{2} \mu \epsilon} \\
& =\sqrt{A^{2}+B^{2}-\omega^{2} \mu \epsilon}  \tag{9-14}\\
& =\sqrt{\left(\frac{m \pi}{a}\right)^{2}+\left(\frac{n \pi}{b}\right)^{2}-\omega^{2} \mu \epsilon}
\end{align*}
$$

Equation (14) defines the propagation constant for a rectangular guide for TM waves. For low frequencies, where $\omega^{2} \mu \epsilon$ is small, $\bar{\gamma}$ will be a real number. The propagation constant met with in ordinary transmission line theory is a complex number, that is $\bar{\gamma}=\bar{\alpha}+j \bar{\beta}$, where $\bar{\alpha}$ is the attenuation constant (attenuation per unit length) and $\bar{\beta}$ is the phase shift constant (phase shift per unit length). If $\bar{\gamma}$ is real, $\bar{\beta}$ must be zero, and there can be no phase shift along the tube. This means there can be no wave motion
along the tube for low frequencies. However, as the frequency is increased, a value for $\omega$ will be reached that will make the expression under the radical in (14) equal to zero. If this value of $\omega$ is called $\omega_{c}$, then for all values of $\omega$ greater than $\omega_{c}$, the propagation constant $\bar{\gamma}$ will be imaginary and will have the form $\bar{\gamma}=j \bar{\beta}$. For the case under consideration (perfectly conducting walls) the attenuation constant $\bar{\alpha}$ is zero for all frequencies such that $\omega>\omega_{c}$. For these frequencies

$$
\begin{equation*}
\bar{\beta}=\sqrt{\omega^{2} \mu \epsilon-\left(\frac{m \pi}{a}\right)^{2}-\left(\frac{n \pi}{b}\right)^{2}} \tag{9-15}
\end{equation*}
$$

The value of $\omega_{c}$ is given by

$$
\begin{equation*}
\omega_{c}=\frac{1}{\sqrt{\mu \epsilon}} \sqrt{\left(\frac{m \pi}{a}\right)^{2}+\left(\frac{n \pi}{b}\right)^{2}} \tag{9-16}
\end{equation*}
$$

The cut-off frequency, that is the frequency below which wave propagation will not occur, is

$$
\begin{equation*}
f_{c}=\frac{1}{2 \pi \sqrt{\mu \epsilon}} \sqrt{\left(\frac{m \pi}{a}\right)^{2}+\left(\frac{n \pi}{b}\right)^{2}} \tag{9-17}
\end{equation*}
$$

and the corresponding cut-off wavelength is

$$
\begin{equation*}
\lambda_{c}=\frac{2}{\sqrt{\left(\frac{m}{a}\right)^{2}+\left(\frac{n}{b}\right)^{2}}} \tag{9-18}
\end{equation*}
$$

The velocity of wave propagation will be given by

$$
\begin{equation*}
\bar{v}=\frac{\omega}{\bar{\beta}}=\frac{\omega}{\sqrt{\omega^{2} \mu \epsilon-\left(\frac{m \pi}{a}\right)^{2}-\left(\frac{n \pi}{b}\right)^{2}}} \tag{9-19}
\end{equation*}
$$

This last expression indicates that the velocity of propagation of the wave in the guide is greater than the phase velocity in free space. As the frequency is increased above cut-off, the phase velocity decreases from an infinitely large value and approaches $c$, the velocity in free space, as the frequency increases without limit.

Since the wavelength in the guide is given by $\bar{\lambda}=\bar{v} / f$, it will be longer than the corresponding free-space wavelength. From the
expression for $\bar{v}$

$$
\begin{equation*}
\bar{\lambda}=\frac{2 \pi}{\sqrt{\omega^{2} \mu \epsilon-\left(\frac{m \pi}{a}\right)^{2}-\left(\frac{r \pi}{b}\right)^{2}}} \tag{9-20}
\end{equation*}
$$

In the above expressions the only restriction on $m$ and $a$ is that they be integers. However from eqs. (12) and (13) it is seen that if either $m$ or $n$ is zero the fields will all be identically zero. Therefore the lowest possible value for either $m$ or $n$ (for TM waves) is unity. From eq. (17) it is evident that the lowest cut-off frequency will occur for $m=n=1$. Substituting these valucs in eqs. (13) gives the fields for the lowest frequency TM wave which can be propagated through the guide. This particular wave is called the $\mathrm{TM}_{1,1}$ wave for obvious reasons. Higher order waves (larger values of $m$ and $n$ ) require higher frequencies in order to be propagated along a guide of given dimensions.
9.03 Transverse Electric Waves in Rectangular Guides. The equations for transverse electric waves ( $E_{z}=0$ ) can be derived in a manner similar to that for transverse magnetic waves. This is left as an exercise for the student. $H_{z}$ will be found to have the same general form as eq. (8). This is differentiated with respect to $x$ and $y$ to find $E_{x}, E_{y}, H_{x}$, and $H_{y}$. The boundary conditions are then applied to $E_{x}$ and $E_{y}$ to give the resulting expressions:

$$
\left.\begin{array}{c}
H_{z}=C \cos D x \cos A_{y}  \tag{9-21}\\
H_{x}=\frac{j \bar{\beta}}{h^{2}} C B \sin B x \cos A y \\
H_{y}=\frac{j \bar{\beta}}{h^{2}} C A \cos B x \sin A y \\
E_{x}=\frac{j \omega \mu}{h^{2}} C A \cos B x \sin A y \\
E_{y}=-\frac{j \omega \mu}{h^{2}} C B \sin D x \cos A y \\
B=\frac{m \pi}{a} \quad A=\frac{r \pi}{b}
\end{array}\right\}
$$

In the above expressions $\bar{\gamma}$ has been put equal to $j \bar{\beta}$, which is valid for frequencies above cut-off.

For T'E waves the equations for $\bar{\beta}, f_{c}, \lambda_{c}, \bar{v}$, and $\bar{\lambda}$ are found to be identical to those for TM waves. However, in eqs. (21) for TE
waves it will be found possible to make either $m$ or $n$ (but not both) equal to zero without causing all the fields to vanish. That is, a lower order is possible than in the TM wave case. The lowest order TE wave in rectangular guides is therefore the $\mathrm{TE}_{1,0}$ wave. This wave which has the lowest cut-off frequency is called the dominant wave.

It is seen that the subscripts $m$ and $n$ represent the number of half-period variations of the field along the $x$ and $y$ co-ordinates respectively. By convention,* the $x$ co-ordinate is assumed to coincide with the larger transverse dimension, so the $\mathrm{TE}_{1.0}$ wave has a lower cut-off frequency than the $\mathrm{TE}_{0,1}$.

For practical reasons in most experimental work with rectangular guides the dominant $\mathrm{TE}_{1,0}$ wave is used. For this wave, substituting $m=1$ and $n=0$, the fields are

$$
\left.\begin{array}{rl}
H_{z} & =C \cos \frac{\pi x}{a}  \tag{9-22}\\
H_{x} & =\frac{j \bar{\beta} a C}{\pi} \sin \frac{\pi x}{a} \\
E_{y} & =\frac{-j \omega \mu a C}{\pi} \sin \frac{\pi x}{a} \\
E_{x} & =I I_{y}=0
\end{array}\right\}
$$

For the $\mathrm{TE}_{1,0}$ wave the cut-off frequency is that frequency for which the corresponding (free-space) half wavelength is equal to the width of the guide. For the $\mathrm{TE}_{1,0}$ wave the cut-off frequency is independent of the dimension $b$.

In Fig. 9-2 are sketched the field configurations for the lower order TE and TM waves in rectangular gaides.

Possible methods for feeding rectangular guides so that these waves may be initiated $\approx=0$ shown in Fig. 9-3. In order to launch a particular mode, a type cf probe is chosen which will produce
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Fig. 9-2. Electric (solid) and magnetic (dashed) field configurations for the lower-order modes in a rectangular guide.
lines of $E$ and $H$ that are roughly parallel to the lines of $E$ and $H$ for that mode. Thus in Fig. 9-3a the probe is parallel to the $y$ axis and so produces lines of $E$ in the $y$ direction and lines of $H$ which lie in the $x-z$ plane. This is the correct field configuration for the $\mathrm{TE}_{1,0}$ mode. In (b), the parallel probes fed with opposite phase tend to set up the $\mathrm{TE}_{2.0}$ mode. In (d) the probe parallel to the $z$ axis produces magnetic field lines in the $x-y$ plane, which is correct
for the TM modes. The field configuration due to probes and antennas is the subject of chap. 10.

It is possible for several modes to exist simultaneously in a guide if the frequency is above cut-off for those particular modes. However the guide dimensions are often chosen so that only the dominant mode can exist.

(a) $\mathrm{TE}_{10}$

(b) $T E_{20}$

(c) $T E_{11}$

(d) $T M_{11}$

Fig. 9-3. Excitation methods for various modes.
Problem 1. A rectangular guide has cross section dimensions

$$
a=7 \mathrm{~cm} \quad b=4 \mathrm{~cm}
$$

Determine all the modes which will propagate at a frequency of (a) 3000 mc , (b) 5000 mc .

Problem 2. Starting with expressions (9-16) and (9-20) derive the relations

$$
\lambda=\frac{\bar{\lambda} \lambda_{c}}{\sqrt{\bar{\lambda}^{2}+\lambda_{c}^{2}}}
$$

where $\lambda$ is the free-space wavelength $(\lambda=c / f), \bar{\lambda}$ is the wavelength measured in the guide, and $\lambda_{0}$ is the cut-off wavelength.

Problem 3. Show by means of arrows the directions of the instantaneous Poynting vector for the $\mathrm{TE}_{1,0}$ wave in a rectangular guide.

Problem 4. (a) Indicate the (instantaneous) directions of current flow in all the walls of a rectangular guide carrying a $\mathrm{TE}_{1,0}$ wave.
(b) Where in the guide could slots be cut without affecting operation?

Problem 5. Starting with eqs. (9-2) and ( $0-2$ ) dc:ive cxprossions (9-21) for TE waves.
9.04 The TEM Wave in Wave Geides. The waves that will propagate inside hollow rectanyular cylinders have been divided into two sets: the transverse magnetic waves of eqs. (11) and (12) which have no $z$ component of $H$, and the transverse electric waves of eqs. (21) that have no $z$ component of $E$. It will be found that corresponding sets of TM and TE waves can also propagate within circular wave guides, or indeed, in cylindrical guides of any cross sectional shape. It is easily shown, however, that the familiar TEM wave, for which there is no axial component of either $E$ or $H$, cannot possibly propagate within a single-conductor wave guide.

Suppose a TEM wave is assumed to exist within a hollow guide of any shape. Then lines of $H$ must lie entirely in the transverse plane. Also in a nonmagnetic material.

$$
\operatorname{div} I I=0
$$

which requires that the lines of $I I$ be closcd loops. Therefore, if a TEM exists inside the guide, the lines of $H$ will be closed loops in plane perpendicular to the axis. Now by Maxwell's first equation the magnetomotive force around each of these closed loops must equal the axial current (conduction or displacement) through the loop. In the case of a "guide" with an inner conductor, e.g., a coaxial transmission line, this axial current through the $H$ loops is the conduction current in the inner conductor. However for a hollow wave guide having no inner conductor, this axial current must be a displacement current. But an axial-displacement current requires an axial component of $E$, something not present in a TEM wave. Therefore the TEM wave cannot exist in a single-conductor wave guide.
9.05 Bessel Functions. In solving for the electromagnetic fields within guides of circular cross section, a differential equation known as Bessel's equation is encountered. The solution of the equation
leads to Besscl Functions. These functions will be considered briefly in this section in preparation for the following section on circular wave-guides. These same functions can be expected to appear in any two-dimensional problem in which there is circular symmetry. Examples of such problems are the vibrations of a circular membrane, the propagation of waves within a circular cylinder, and the electromagnetic field distribution about an infinitely long wire.

The differential equation involved in these problems has the form

$$
\begin{equation*}
\frac{d^{2} P}{d \rho^{2}}+\frac{1}{\rho} \frac{d P}{d \rho}+\left(1-\frac{n^{2}}{\rho^{2}}\right) P=0 \tag{9-23}
\end{equation*}
$$

where $n$ is any integer.* Cnc solution to this equation can be obtained by assuming a power serics solution

$$
\begin{equation*}
P=a_{0}+c_{1} \rho+a_{2} \rho^{2}+\cdots \tag{9-24}
\end{equation*}
$$

Substitution of this ascumed solution back into (23) and equating the coefficients of like powers leads to a series solution for the differential equation. For example in the special case where $n=0$, eq. (23) is

$$
\begin{equation*}
\frac{d^{2} P}{d \rho^{2}}+\frac{1}{\rho} \frac{d P}{d \rho}+P=0 \tag{9-25}
\end{equation*}
$$

When the power series (24) is inscrted in (25) and the sums of the coefficients of cach power cf $\rho$ are equated to zeno, the following series is obtained

$$
\begin{align*}
P=P_{1} & =C_{1}\left[1-\left(\frac{\rho}{2}\right)^{2}+\frac{(1 / 2 \rho)^{4}}{(2!)^{2}}-\frac{(1 / 2 \rho)^{6}}{(3!)^{2}}+\cdots\right] \\
& =C_{1}\left[1-\frac{\rho^{2}}{2^{2}}+\frac{\rho^{4}}{2^{2} \cdot 4^{2}}-\frac{\rho^{6}}{2^{2} \cdot 4^{2} \cdot 6^{2}}+\cdots\right] \\
& =C_{1} \sum_{r=0}^{\infty}(-1)^{r} \frac{(1 / 2 \rho)^{2 r}}{(r!)^{2}} \tag{9-26}
\end{align*}
$$

This series is convergent for all values of $\rho$, either real or complex. It is called Bessel's function of the first kind of order zero and is denoted by the symbol

$$
J_{0}(\rho)
$$

[^20]The zero order refers to the fact that it is the solution of (23) for the case of $n=0$. The corresponding solutions for $n=1,2,3$, etc., are designated $J_{1}(\rho), J_{2}(\rho), J_{3}(\rho)$, where the subscript $n$ denotes the order of the Bessel function. Since eq. (23) is a second-order differential equation, there must be two linearly independent solutions for each value of $n$. The second solution may be obtained in a manner somewhat similar to that used for the first, but starting with a slightly different series that is suitably manipulated to yield a solution.* This second solution is known as Bessel's function of the second kind, or Neumann's function, and is designated by the symbol $\dagger$

$$
N_{n}(\rho)
$$

where again $n$ indicates the order of the function. For the zero order of this solution of the second kind, the following series is obtained

$$
\begin{align*}
N_{0}(\rho)=\frac{2}{\pi} & \left\{\ln \left(\frac{\rho}{2}\right)+\gamma\right\} J_{0}(\rho) \\
& -\frac{2}{\pi} \sum_{r=1}^{\infty}(-1)^{r} \frac{(12 \rho)^{2 r}}{(r!)^{2}}\left(1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{r}\right) \tag{9-27}
\end{align*}
$$

The complete solution of (25) is then

$$
\begin{equation*}
P=A J_{0}(\rho)+B N_{0}(\rho) \tag{9-28}
\end{equation*}
$$

A plot of $J_{0}(\rho)$ and $N_{0}(\rho)$ is shown in Fig. 9-4. Because all the Neumann functions become infinite at $\rho=0$, these second solutions cannot be used for any physical problem in which the origin is included, as for example the hollow wave guide problem.

It is apparent that [except near the origin for $N_{0}(\rho)$ ] these curves bear a marked similarity to damped cosine and sine curves. Indeed, for large values of ( $\rho$ ) these functions do approach the sinusoidal forms. As $\rho$ becomes very large

$$
\begin{align*}
& J_{0}(\rho) \rightarrow \sqrt{\frac{2}{\pi \rho}} \cos \left(\rho-\frac{\pi}{4}\right) .  \tag{9-29}\\
& N_{0}(\rho) \rightarrow \sqrt{\frac{2}{\pi \rho}} \sin \left(\rho-\frac{\pi}{4}\right) \tag{9-30}
\end{align*}
$$
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Fig. 9-4. Zero-order Bessel functions of the first and second kinds.


Fig. 9-5a. Higher-order Bessel functions of the first kind.


Fig. 9-5b. Higher-order Bessel functions of the second kind (Neumann functions).

Figs. 9-5(a) and (b) show Bessel functions of the first and second kinds for the higher orders. A further discussion of these functions is given in Appendix II.
9.06 Solation of the Field Equations: Cylindrical Co-ordinates. The method of solution of the electromagnetic equations for guides of circular cross section is similar to that followed for rectangular guides. However, in order to simplify the application of the boundary conditions (electric field tangential to the surface equals zero), it is expedient to express the field equations and the wave equations in the cylindrical co-ordinate system.

In cylindrical co-ordinates in a nonconducting region (and again assuming variations with time and $z$ to be given by $e^{i \omega t-\hat{z}_{z}}$, Maxwell's equations are

$$
\left.\begin{array}{rl}
\frac{\partial H_{z}}{\rho \partial \phi}+\bar{\gamma} I I_{\phi} & =j \omega \in E_{\rho} \\
\frac{\partial E_{z}}{\rho \partial \phi}+\bar{\gamma} E_{\phi} & =-j \omega \mu H_{\rho} \\
-\bar{\gamma} I I_{\rho}-\frac{\partial I I_{z}}{\partial \rho} & =j \omega \in E_{\phi}  \tag{9-31}\\
-\bar{\gamma} E_{\rho}-\frac{\partial E_{z}}{\partial \rho} & =-j \omega \mu H_{\phi} \\
\frac{1}{\rho}\left(\frac{\partial\left(\rho H_{\phi}\right)}{\partial \rho}-\frac{\partial I I_{\rho}}{\partial \phi}\right) & =j \omega \in E_{z} \\
\frac{1}{\rho}\left(\frac{\partial\left(\rho E_{\phi}\right)}{\partial \rho}-\frac{\hat{o} E_{\rho}}{\partial \phi}\right) & =-j \omega \mu H_{z}
\end{array}\right\}
$$

These equations can be combined to give

$$
\left.\begin{array}{rl}
h^{2} I I_{\rho} & =j \frac{\omega \epsilon}{\rho} \frac{\partial E_{z}}{\partial \phi}-\bar{\gamma} \frac{\partial H_{z}}{\partial \rho}  \tag{9-32}\\
h^{2} I I_{\phi} & =-j \omega \epsilon \frac{\partial E_{z}}{\partial \rho}-\frac{\bar{\gamma}}{\rho} \frac{\partial H_{z}}{\partial \phi} \\
h^{2} E_{\rho} & =-\bar{\gamma} \frac{\partial E_{z}}{\partial \rho}-j \frac{\omega \mu}{\rho} \frac{\partial H_{z}}{\partial \phi} \\
h^{2} E_{\phi} & =-\frac{\bar{\gamma}}{\rho} \frac{\partial E_{z}}{\partial \phi}+j \omega \mu \frac{\partial H_{z}}{\partial \rho} \\
h^{2} & =\bar{\gamma}^{2}+\omega^{2} \mu \epsilon
\end{array}\right\}
$$

The wave equation in cylindrical co-ordinates is

$$
\begin{equation*}
\frac{\partial^{2} E}{\partial \rho^{2}}+\frac{1}{\rho^{2}} \frac{\partial^{2} E}{\partial \phi^{2}}+\frac{\partial^{2} E}{\partial z^{2}}+\frac{1}{\rho} \frac{\partial E}{\partial \rho}=\mu \epsilon \ddot{E} \tag{9-33}
\end{equation*}
$$

Proceeding in a manner similar to that followed in the rectangular case, let

$$
\begin{equation*}
E=P(\rho) \cdot Q(\phi) \cdot e^{-\{\beta+j \omega t} \tag{9-34}
\end{equation*}
$$

where $P(\rho)$ is a function of $\rho$ alone and $Q(\phi)$ is a function of $\phi$ alone. Substituting the expression for $E_{z}$ in the wave equation gives

$$
Q \frac{d^{2} P}{d \rho^{2}}+\frac{Q}{\rho} \frac{d P}{d \rho}+\frac{P}{\rho^{2}} \frac{d^{2} Q}{d \phi^{2}}+P Q \bar{\gamma}^{2}+\omega^{2} \mu \epsilon P Q=0
$$

Divide by $P Q$,

$$
\begin{equation*}
\frac{1}{P} \frac{d^{2} P}{d \rho^{2}}+\frac{1}{\rho P} \frac{d P}{d \rho}+\frac{1}{Q \rho^{2}} \frac{d^{2} Q}{d \phi^{2}}+h^{2}=0 \tag{9-35}
\end{equation*}
$$

As before, eq. (35) can be broken up into two ordinary differential equations

$$
\begin{gather*}
\frac{d^{2} Q}{d \phi^{2}}=-n^{2} Q  \tag{9-36}\\
\frac{d^{2} P}{d \rho^{2}}+\frac{1}{\rho} \frac{d P}{d \rho}+\left(h^{2}-\frac{n^{2}}{\rho^{2}}\right) P=0 \tag{9-37}
\end{gather*}
$$

where $n$ is a constant. The solution of cq. (33) is

$$
\begin{equation*}
Q=\left(\Lambda_{n} \cos n \phi+B_{n} \sin n \phi\right) \tag{9-38}
\end{equation*}
$$

Dividing through by $h^{2}$, c.q. (37) is transformed into

$$
\begin{equation*}
\frac{d^{2} P}{d(\rho h)^{2}}+\frac{1}{(\rho h)} \frac{d P}{d(\rho h)}+\left[1-\frac{n^{2}}{(\rho h)^{2}}\right] P=0 \tag{9-39}
\end{equation*}
$$

This is a standard form of Bessel's equation in terms of ( $\rho /$ ). Using only the solution that is finite at $(\rho / 2)=0$, gives

$$
\begin{equation*}
P(\rho h)=J_{n}(\rho h) \tag{9-40}
\end{equation*}
$$

where $J_{n}(\rho h)$ is Bessel's function of the first kind of order $n$. Substituting the solutions (38) and (40) in (34),

$$
\begin{equation*}
E_{z}=J_{n}(\rho h)\left(\Lambda_{n} \cos n \phi+B_{n} \sin n \phi\right) c^{-i z+j \omega t} \tag{9-41}
\end{equation*}
$$

The solution for $I_{s}$ will have exactly the same form as for $E_{s}$ and can therefore be written

$$
\begin{equation*}
H_{z}=J_{n}(\rho h)\left(C_{n} \cos \pi \phi+D_{n} \sin n \phi \phi\right) c^{-\bar{\gamma}+j \omega t} \tag{9-42}
\end{equation*}
$$

For TM waves the remaining field components can be obtained by inserting (41) into (32). For TE waves (42) must be inserted into the set corresponding to (32).
9.07 TM and TE Waves in Circular Guides. As in the case of rectangular guides, it is convenient to divide the possible solutions for circular guides into transverse magnetic and transverse electric waves. For the TM waves $H_{z}$ is identically zero and the wave equation for $E_{z}$ is used. The boundary conditions require that $E_{z}$ must vanish at the surface of the guide. Therefore, from (41)

$$
\begin{equation*}
J_{n}(h a)=0 \tag{9-43}
\end{equation*}
$$

where $a$ is the radius of the guide. There is an infinite number of possible $T M$ waves corresponding to the infinite number of roots of (43). As before $h^{2}=\bar{\gamma}^{2}+\omega^{2} \mu \epsilon$, and, as in the case of rectangular guides, $h^{2}$ must be less than $\omega^{2} \mu \epsilon$ for transmission to occur. This means that $h$ must be small or else extremely high frequencies will be required. This in turn means that only the first few roots of (43) will be of practical interest. The first few roots are

$$
\left.\begin{array}{ll}
(h a)_{0,1}=2.405 & (h a)_{1,1}=3.85  \tag{9-44}\\
(h a)_{0,2}=5.52 & (h a)_{1,2}=7.02
\end{array}\right\}
$$

The first subscript refers to the value of $n$ and the second refers to the roots in their order of magnitude. The various TM waves will be referred to as $\mathrm{TM}_{0,1}, \mathrm{TM}_{1,2}$, etc.

Since $\bar{\gamma}=\sqrt{h^{2}-\omega^{2} \mu \epsilon}$, this gives for $\bar{\beta}$

$$
\bar{\beta}_{n m}=\sqrt{\omega^{2} \mu \epsilon-h_{n m}^{2}}
$$

The cut-off or critical frequency below which transmission of a wave will not occur is
where

$$
\begin{aligned}
f_{c} & =\frac{h_{n m}}{2 \pi \sqrt{\mu \epsilon}} \\
h_{n m} & =\frac{(h a)_{n m}}{\dot{a}}
\end{aligned}
$$

The phase velocity is

$$
\bar{v}=\frac{\omega}{\bar{\beta}}=\frac{\omega}{\sqrt{\omega^{2} \mu \epsilon-h_{n m}^{2}}}
$$

From eqs. (32) the various components of TM waves can be computed in terms of $E_{z}$. The expressions for TM waves in circular guides are

$$
E_{z}=A_{n} J_{n}(h \rho) \cos n \phi
$$

$$
\left.\begin{array}{rl}
H_{\rho} & =-\frac{j A_{n} \omega \epsilon n}{h^{2} \rho} J_{n}(\rho h) \sin n \phi \\
H_{\phi} & =-\frac{j A_{n} \omega \epsilon}{h} J_{n}^{\prime}(\rho h) \cos n \phi  \tag{9-45}\\
E_{\rho} & =\frac{\bar{\beta}}{\omega \epsilon} H_{\phi} \\
E_{\phi} & =-\frac{\bar{\beta}}{\omega \epsilon} H_{\rho} .
\end{array}\right\}
$$

The variations of each of these field components with time and in the $z$ direction are shown by multiplying each of the expressions of (45) by the factor $e^{j\left(\omega t-\beta_{z}\right)}$. In the original expression (41) for $E_{z}$, the arbitrary constant $B_{n}$ has been put equal to zero. The relative amplitudes of $A_{n}$ and $B_{n}$ determine the orientation of the fields in the guide, and for a circular guide and any particular value of $n$, the $\phi=0$ axis can always be oriented to make either $A_{n}$ or $B_{n}$ equal to zero.

For transverse electric waves $E_{z}$ is identically zero and $H_{z}$ is given by eq. (42). By substituting (42) into eqs. (32), the remaining field components can be found. The expressions for TE waves in circular guides are

$$
\left.\begin{array}{l}
H_{z}=C_{n} J_{n}(h \rho) \cos n \phi  \tag{9-46}\\
H_{\rho}=\frac{-j \bar{\beta} C_{n}}{h} J_{n}^{\prime}(h \rho) \cos n \phi \\
H_{\phi}=\frac{j n \bar{\beta} C_{n}}{h^{2} \rho} J_{n}(h \rho) \sin n \phi \\
E_{\rho}=\frac{\omega \mu}{\bar{\beta}} H_{\phi} \\
E_{\phi}=-\frac{\omega \mu}{\bar{\beta}} H_{\rho}
\end{array}\right\}
$$

where the factor $e^{j\left(\omega t-\beta_{z}\right)}$ is understood.
The boundary conditions to be met for TE waves are that $E_{\phi}=0$ at $\rho=a$. From (32) $E_{\phi}$ is proportional to $\partial H_{z} / \partial \rho$, and therefore to $J_{n}{ }^{\prime}(h \rho)$, where the prime denotes the derivative with respect to ( $h \rho$ ). Therefore, for TE waves the boundary conditions require that

$$
\begin{equation*}
J_{n}^{\prime}(h a)=0 \tag{9-47}
\end{equation*}
$$



Fig. 9-6. TE and TM waves in circular guides.
and it is the roots of (47), which must be determined. The first few of these roots arc

$$
\left.\begin{array}{ll}
(h a)_{01}^{\prime}=3.83 & (h a)_{1,1}^{\prime}=1.84  \tag{9-48}\\
(h a)_{c, 2}^{\prime}=7.02 & (h a)_{1,2}^{\prime}=5.33
\end{array}\right\}
$$

The corresponding $T E$ waves are referred to as $\mathrm{TE}_{0,1}, \mathrm{TE}_{1,1}$, and
so on. The equations for $f_{c}, \bar{\beta}, \bar{\lambda}$, and $\bar{v}$ are identical to those for the TM waves. It is understood, of course, that the roots of eq. (47) are to be used in connection with TE waves only.

Inspection of eqs. (44) and (48) shows that the wave having the lowest cut-off frequency is the $\mathrm{TE}_{1,1}$ wave. The wave having the next lowest cut-off frequency is the $\mathrm{TM}_{0,1}$. Some representative TM and TE waves are shown in Fig. 9-6.
9.08 Wave Impedances and Characteristic Impedances. The wave impedances at a point have been defined by eqs. (7-50). For waves guided by transmission lines or wave guides, interest centers on the wave impedance which is seen when looking in the direction of propagation, that is, along the $z$ axis. Inspection of expressions (12) for the transverse field components of a TM wave in a rectangular guide shows that

Thercfore

$$
\begin{gather*}
\frac{E_{x}}{\bar{I} I_{y}}=-\frac{E_{y}}{\overline{I_{x}}}=\frac{\sqrt{E_{x}^{2}+E_{y}^{2}}}{\sqrt{I I_{x}^{2}+I I_{y}^{2}}}=\frac{\bar{\beta}}{\omega \epsilon} \\
Z_{x j}=Z_{y x}=\frac{\bar{\beta}}{\omega \epsilon}=Z_{z} \tag{9-49}
\end{gather*}
$$

The wave impedances looking in the $z$ direction are equal and may be put equal to $Z_{z}$, where

$$
\begin{equation*}
Z_{z}=\frac{E_{\text {trans }}}{I_{\text {trans }}}=\frac{\sqrt{E_{x}^{2}+E_{y}{ }^{2}}}{\sqrt{H_{x}^{2}+H_{y}{ }^{2}}} \tag{9-50}
\end{equation*}
$$

is the ratio of the total transverse electric intensity to the total transverse magnetic intensity.

A similar inspection of eqs. (45) for TM waves in circular guides shows that for them also

$$
\begin{equation*}
Z_{z}=Z_{\rho \phi}=-Z_{\phi \rho}=\frac{\bar{\beta}}{\omega \epsilon} \tag{9-51}
\end{equation*}
$$

It is seen that for TM waves in rectangular or circular guides, or indeed in cylindrical guides of any cross section, the wave impedance in the direction of propagation is constant over the cross section of the guide, and is the same for guides of different shapes. Recalling that

$$
\bar{\beta}=\sqrt{\omega^{2} \mu \epsilon-h^{2}}
$$

and that the cut-off angular frequency $\omega_{c}$ has been defined as that frequency that makes

$$
\omega_{c}^{2} \mu \epsilon=h^{3}
$$

it follows that $\bar{\beta}$ can be expressed in terms of the cut-off frequency by

$$
\begin{equation*}
\bar{\beta}=\omega \sqrt{\mu \epsilon} \sqrt{1-\left(\omega_{c}^{2} / \omega^{2}\right)} \tag{9-52}
\end{equation*}
$$

Then from (49) or (51) the wave impedance in the $z$ direction for TM waves is

$$
\begin{align*}
Z_{z}(\mathrm{TM}) & =\sqrt{\frac{\mu}{\epsilon}} \sqrt{1-\left(\omega_{c}^{2} / \omega^{2}\right)} \\
& =\eta \sqrt{1-\left(\omega_{c}^{2} / \omega^{2}\right)} \tag{9-53}
\end{align*}
$$

Thus for any cylindrical guide the wave impedance for TM waves is dependent only on the intrisic impedance of the dielectric and the ratio of the frequency to the cut-off frequency.

For TE waves the same conclusion can be reached. However for TE waves it is found that

$$
\begin{equation*}
Z_{z}(\mathrm{TE})=\frac{\omega \mu}{\bar{\beta}}=\frac{\eta}{\sqrt{1-\left(\omega_{c}^{2} / \omega^{2}\right)}} \tag{9-54}
\end{equation*}
$$

For TEM waves between parallel planes or on ordinary parallelwire or coaxial transmission lines the cut-off frequency is zero, and the wave impedance reduces to

$$
\begin{equation*}
Z_{z}(\text { TEM })=\eta \tag{9-55}
\end{equation*}
$$

The dependence of $\bar{\beta}$ on the ratio of frequency to cut-off frequency as shown by (52) affects the phase velocity and the wavelength in a corresponding manner. Thus the phase or wave velocity in a cylindrical guide of any cross section is given by

$$
\begin{equation*}
\bar{v}=\frac{\omega}{\bar{\beta}}=\frac{1}{\sqrt{\mu \epsilon} \sqrt{1-\left(\omega_{c}^{2} / \omega^{2}\right)}}=\frac{v_{0}}{\sqrt{1-\left(\omega_{0}{ }^{2} / \omega^{2}\right)}} \tag{9-56}
\end{equation*}
$$

where $v_{0}=1 / \sqrt{\mu \epsilon}$, and $\mu$ and $\epsilon$ are the constants of the dielectric. The wavelength in the guide, measured in the direction of propagation, is

$$
\begin{align*}
\bar{\lambda} & =\frac{\bar{v}}{f}=\frac{2 \pi}{\bar{\beta}}=\frac{1}{f \sqrt{\mu \epsilon} \sqrt{1-\left(\omega_{c}{ }^{2} / \omega^{2}\right)}} \\
& =\frac{\lambda_{0}}{\sqrt{1-\left(\omega_{c}^{2} / \omega^{2}\right)}} \tag{9-57}
\end{align*}
$$

where $\lambda_{0}$ is the wavelength of a TEM wave of frequency $f$ in a
dielectric having the constants $\mu$ and $\epsilon$. Since $\omega_{c}{ }^{2} / \omega^{2}=\lambda_{0}{ }^{2} / \lambda_{o}{ }^{2}$ it follows that
or

$$
\begin{align*}
\bar{\lambda} & =\frac{\lambda_{c} \lambda_{c}}{\sqrt{\lambda_{c}{ }^{2}-\lambda_{0}{ }^{2}}} \\
\lambda_{0} & =\frac{\bar{\lambda} \lambda_{c}}{\sqrt{\lambda_{c}{ }^{2}+\bar{\lambda}^{2}}} \tag{9-58}
\end{align*}
$$

A quantity of great usefulness in connection with ordinary twoconductor transmission lines is the (integrated) characteristic impedance, $Z_{0}$, of the line. For such lines, $Z_{0}$ can be defined in terms of the voltage-current ratio or in terms of the power transmitted for a given voltage or a given current. That is, for an infinitely long line

$$
\begin{equation*}
Z_{0}=\frac{V}{I} ; \quad Z_{0}=\frac{2 W}{\bar{I} I^{*}} ; \quad Z_{0}=\frac{V V^{*}}{2 W} \tag{9-59}
\end{equation*}
$$

where $V$ and $I$ are peak values in time. For ordinary transmission lines these definitions are equivalent, but for wave guides they lead to three values that depend upon the guide dimensions in the same way, but which differ by a constant.

For example, consider the three definitions given by (59) for the case of the $\mathrm{TE}_{1,0}$ mode in a rectangular guide (Fig. 9-1). The voltage will be taken as the maximum voltage from the lower face of the guide to the upper face. This occurs at $x=a / 2$ and has a value

$$
\begin{equation*}
V_{m}=\int_{0}^{b} E_{y}(\max ) d y=b E_{y}(\max )=\frac{-j a \mu b a C}{\pi} \tag{9-60}
\end{equation*}
$$

The longitudinal linear current density in the lower face is

$$
\begin{equation*}
J_{x}=-H_{x}=-\frac{j \beta a C}{\pi} \sin \frac{\pi x}{a} \tag{9-61}
\end{equation*}
$$

The total longitudinal current in the lower face is

$$
I=\int_{0}^{a} J_{z} d x=\frac{-j 2 a^{2} \bar{\beta} C}{\pi^{2}}
$$

Then the "integrated" characteristic impedance by the first definition is

$$
\begin{equation*}
Z_{0}(V, I)=\frac{\pi b}{2 a} \frac{\omega \mu}{\bar{\beta}}=\frac{\pi b}{2 a} Z_{z}=\frac{\pi b \eta}{2 a \sqrt{1-\left(f_{c}^{2} / f^{2}\right)}} \tag{9-62}
\end{equation*}
$$

In terms of the second definition, the characteristic impedance for the $\mathrm{TE}_{1,0}$ wave in a rectangular guide is found to be

$$
\begin{equation*}
Z_{0}(W, I)=\frac{\pi^{2} b}{8 a} Z_{z}=\frac{\pi}{4} Z_{0}(V, I) \tag{9-63}
\end{equation*}
$$

In terms of the third definition the integrated characteristic impedance is

$$
\begin{equation*}
Z_{0}(W, V)=\frac{23}{a} Z_{z}=\frac{4}{\pi} Z_{0}(V, I) \tag{9-64}
\end{equation*}
$$

In the next section the utility of the concept of characteristic impedance for cylindrical wave guides will be demonstrated.
9.09 Transmission Line Analogy for Waveguides. There exists a useful analogy between the electric and magnetic field intensities of TM and TE waves and the voltages and currents on suitably loaded transmission lines. This analogy enables the engineer to draw "equivalent circuits," which are often helpful to him in dealing with unfamiliar electromagnetic problems.

For TM waves ( $H_{z}=0$ ) in rectangular co-ordinates the field equations are

$$
\left.\begin{array}{rlr}
\frac{\partial H_{y}}{\partial z}=-j \omega \epsilon E_{x} & \frac{\partial E_{z}}{\partial y}-\frac{\partial E_{y}}{\partial z}=-j \omega \mu H_{x} \\
\frac{\partial H_{x}}{\partial z}=j \omega \epsilon E_{y} & \frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}=-j \omega \mu H_{y} \\
\frac{\partial H_{y}}{\partial x}-\frac{\partial I_{x}}{\partial y}=j \omega \epsilon E_{z} & \frac{\partial E_{y}}{\partial x}-\frac{\partial E_{x}}{\partial y}=-j \omega \mu H_{z}  \tag{9-65}\\
\frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}=0
\end{array}\right\}
$$

Now since $H_{z}=0$,

$$
\operatorname{curl}_{x y} \bar{E}=0
$$

That is, in the $x-y$ plane the electric field has no curl (the voltage around a closed path is zero) and so in this plane $E$ may be written as the gradient of some scalar potential $V$. Then

$$
\begin{equation*}
E_{x}=-\frac{\partial V}{\partial x} \quad E_{y}=-\frac{\partial V}{\partial y} \tag{9-66}
\end{equation*}
$$

From the first equations of (65) and (66) and using (3)
whence

$$
\frac{\partial}{\partial z}\left(\frac{j \omega \epsilon}{i^{2}} \frac{\partial E_{z}}{\partial x}\right)=-j \omega \epsilon \frac{\partial V}{\partial x}
$$

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\frac{j \omega \epsilon}{h^{2}} E_{z}\right)=-j \omega \epsilon V \tag{9-67}
\end{equation*}
$$

From the fifth of (65) and the first of (66) and using (3)

$$
\frac{\partial E_{x}}{\partial z}-\frac{\partial E_{z}}{\partial x}=-\frac{\omega^{2} \mu \epsilon}{h^{2}} \frac{\partial E_{z}}{\partial x}
$$

whence

$$
\begin{align*}
\frac{\partial V}{\partial z} & =\left(\frac{\omega^{2} \mu \epsilon}{h^{2}}-1\right) E_{z} \\
& =-\left(j \omega \mu+\frac{h^{2}}{j \omega \epsilon}\right)\left(\frac{j \omega \epsilon}{h^{2}} E_{z}\right) \tag{9-68}
\end{align*}
$$

The quantity $j \omega \in E_{z}$ is the longitudinal displacement current density and $1 / h^{2}$ has the dimensions of area, so $j \omega \in E_{z} / h^{2}$ represents


Fig. 9-7. Equivalent transmission line circuit representation for TM waves.
a current in the $z$ direction and will be designated by $I_{z}$. Then (67) and (68) become

$$
\begin{equation*}
\frac{\partial I_{z}}{\partial z}=-j \omega \epsilon V \quad \frac{\partial V}{\partial z}=-\left[j \omega \mu+\frac{h^{2}}{j \omega \epsilon}\right] I_{s} \tag{9-69}
\end{equation*}
$$

These are the differential equations for a lossless transmission line having a series impedance per unit length $Z=j \omega \mu+\left(h^{2} / j \omega \epsilon\right)$ and a shunt admittance per unit length $Y=j \omega \epsilon$. The "equivalent circuit" for such a transmission line is that shown in Fig. 9-7.

For TE waves the two equations of interest from the set corresponding to (65) are

$$
\begin{equation*}
\frac{\partial E_{y}}{\partial z}=j \dot{ }{ }^{\mu} I I_{z} \quad \frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=j \omega \epsilon E_{z} \tag{9-70}
\end{equation*}
$$

Since $E_{z}=0, \operatorname{curl}_{x y} H=0$; then in the $x-y$ plane it is possible to define a scalar (magnetic) potential $U$ such that

$$
\begin{equation*}
H_{x}=-\frac{\partial U}{\partial x} \quad H_{y}=-\frac{\partial U}{\partial y} \tag{9-71}
\end{equation*}
$$

From (70) and (71) and using eqs (3)

$$
\frac{\partial}{\partial z}\left(\frac{j \omega \mu}{h^{2}} \frac{\partial H_{z}}{\partial x}\right)=-j \omega \mu \frac{\partial U}{\partial x} \quad \frac{\partial H_{z}}{\partial y}-\frac{\partial H_{y}}{\partial z}=\frac{\omega^{2} \mu \epsilon}{h^{2}} \frac{\partial H_{z}}{\partial y}
$$

whence

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\frac{j \omega \mu}{h^{2}} H_{z}\right)=-j \omega \mu U \quad \frac{\partial U}{\partial z}=-\left(\frac{h^{2}}{j \omega \mu}+j \omega \epsilon\right)\left(\frac{j \omega \mu}{h^{2}} H_{z}\right) \tag{9-72}
\end{equation*}
$$

The quantity $j \omega_{\mu} H_{z} / h^{2}$ has the dimensions of voltage and $U$ has the dimensions of current, so (72) may be written

$$
\begin{equation*}
\frac{\partial V_{1}}{\partial z}=-Z I_{1} \quad \frac{\partial I_{1}}{\partial z}=-Y V_{1} \tag{9-73}
\end{equation*}
$$

where now $\quad V_{1}=\frac{j \omega \mu H_{z}}{h^{2}} \quad I_{1}=U$

$$
Z=j \omega \mu \quad Y=j \omega \epsilon+\frac{h^{2}}{j \omega \mu}
$$

The "equivalent circuit" for TE waves is shown in Fig. 9-8.


Fig. 9-8. Equivalent transmission line circuit representation for TE waves.
The "loaded" transmission line circuits of Figs. 9-7 and 9-8 have high-pass filter characteristics. The cut-off frequency for the line of Fig. 9-7 occurs when the series reactance equals zero, whereas for the line of Fig. 9-8, the cut-off frequency is that which makes the shunt susceptance equal to zero. Both of these equalities require that

$$
h^{2}=\omega_{c}^{2} \mu \epsilon
$$

as was already obtained from wave theory. The characteristic impedance of the line of Fig. 9-7 is

$$
\begin{align*}
Z_{0}(\mathrm{TM})=\sqrt{\frac{Z}{Y}} & =\sqrt{\frac{j \omega \mu+\left(h^{2} / j \omega \epsilon\right)}{j \omega \epsilon}}=\sqrt{\frac{\mu}{\epsilon}} \sqrt{1-\frac{\omega_{c}{ }^{2}}{\omega^{2}}} \\
& =Z_{z}(\mathrm{TM}) \tag{9-74}
\end{align*}
$$

The characteristic impedance of the line of Fig. 9-8 is

$$
\begin{align*}
Z_{0}(\mathrm{TE}) & =\sqrt{\frac{j \omega \mu}{j \omega \epsilon+\left(h^{2} / j \omega \mu\right)}} \\
& =\sqrt{\frac{\mu}{\epsilon}} \sqrt{\frac{1}{1-\left(\omega_{c}^{2} / \omega^{2}\right)}}=Z_{z}(\mathrm{TE}) \tag{9-75}
\end{align*}
$$

The characteristic impedances of the equivalent transmission lines are equal to the corresponding wave impedances as would be expected.

(a)

(b)

(c)

Fig. 9-9. Typical discontinuities in wave guides: (a) Iris with edges perpendicular to E. (b) Iris with edges parallel to E. (c) Change of wave-guide dimensions.

The concept of a waveguide as an equivalent transmission line with a certain characteristic impedance and propagation constant is a powerful tool in the solution of many wave guide problems because it enables the engineer to obtain the solution by means of well-known circuit and transmission line theory. For example, the wave-guide problems, illustrated in Fig. 9-9, can be solved in terms of the "equivalent circuits," shown in 9-10. Thus an iris in a wave guide behaves as a shunt reactance on the equivalent line. The reactance is positive or inductive when the edges of the iris are parallel to E (Fig. 9-9b); it is negative or capacitive when the edges are perpendicular to E (Fig. 9-9a). An abrupt change in waveguide dimensions (Fig. 9-9c) is represented by the equivalent circuit
of Fig. 9-10c, in which two equivalent transmission lines are joined together, with an appropriate reactance shunted across the junction.

In these examples the calculation of the actual value of shunting reactance to be used in any particular case is, of course, a field problem. However it is a field problem which can be solved in a fairly straightforward manner by matching solutions at the boundary.* The procedure is to represent the field at the junction or discontinuity by the sum of principal and higher order waves, the relative


Fig. 9-10. "Equivalent circuits" for the wave-guide discontinuities illustrated in Fig. 0-0.
amplitudes of which are obtained by matching the tangential components of $\mathbf{E}$ and $\mathbf{H}$ at the boundary. The higher order waves are set up by the discontinuity and are required in order to meet the boundary conditions. However, in general, they have cut-off frequencies higher than the frequency of transmission and so are attenuated rapidly. The load impedance and the generator are assumed to be sufficiently far removed from the iris or junction to be out of the field of these higher order waves. It is for this reason that the problem can be treated in terms of the effect of the discontinuity on the principal wave only, which fact, in turn, makes valid the circuit representation by means of an ordinary transmission line. (Otherwise, a transmission line having a different set of

* J. R. Whinnery and II. W. Jamieson, "Equivalent Circuits for Discontinuities in Transmission Lines," Proc. IRE, 32, 98-114, February, 1944; S. A. Schelkunoff, Electromagnetic Waves, D. Van Nostrand, New York, 1943, p. 492.
"constants" for each mode would be required.) It is found that the higher order modes make no contribution to the voltage at the junction, and thercfore the total voltage is just the voltage of the principal wave. However, in the region of the junction the higher order waves do make contributions to the current. Although the total current must be continuous across the junction, the principalwave current is discontinuous by the amount of the higher order mode current. This discontinuity of principal-wave current is accounted for by the effect of the equivalent shunting reactance.

The values for equivalent shunting reactances have been calculated in terms of the iris or junction dimensions for many cases and may be found in handbooks.* Using this known reactance, together with the known characteristic impedance for the guide [as given, for example, by eq. (62) for the $\mathrm{TE}_{1,0}$ wave], the wave-guide problems of Fig. 9-9 are readily solved in terms of the well-known circuit problems of Fig. 9-10.
9.10 Attenuation Factor and $Q$ cf Wave Guides. In solving Maxwell's equations for the region within rectangular or circular wave guides, the assumptions were made that the dielectric was lossless and that the walls of the guide were perfectly conducting. Under these conditions an expression was obtained for the propagation constant $\bar{\gamma}$, which was

$$
\bar{\gamma}=\sqrt{l^{2}-\omega^{2} \mu \epsilon}
$$

The quantity $h^{2}$ is a real number, the value of which depends upon the guide dimensions and the order of the mode being considered. For example, for rectangular guides $h^{2}$ is given by

$$
h^{2}=\left(\frac{m \pi}{a}\right)^{2}+\left(\frac{n \pi}{b}\right)^{2}
$$

For frequencies below cut-off $\omega^{2} \mu \epsilon$ is less than $h^{2}$, and $\bar{\gamma}$ is a real number, which is then put equal to $\bar{\alpha}$. That is, below cut-off,

$$
\bar{\gamma}=\bar{\alpha}=\sqrt{h^{2}-\omega^{2} \mu \epsilon}
$$

In general, for frequencies well kelow cut-off, $\bar{\alpha}$ is a large number, and the fields decrease exponentially at a rapid rate. At the cutoff frequency $\bar{\gamma}$ becomes equal to zero; for all frequencies above

[^22]cut-off $\bar{\gamma}$ is a pure imaginary and the attenuation constant $\bar{\alpha}$ is zero. This result is correct for the assumed conditions. However, whereas the dielectric within the guide may be very nearly lossless (air for example), the walls of an actual guide do have some loss. Therefore a finite, though perhaps small, value of attenuation would be expected in the range of frequencies above cut-off.

The actual attenuation factor for waves propagating within cylindrical guides may be calculated to a very good approximation by the method already outlined for parallel-plane guides. In this approach it is assumed that the finite conductivity of the walls will have only a small effect on the configurations within the guide; in particular the magnetic field tangential to the wall is expected to depend only slightly on the conductivity of the walls. This is very nearly true as long as the conductivity is high, as it is for metals. Then the tangential magnetic intensity computed for perfectly conducting walls is used to determine the linear current density in the walls. This linear current density, squared and multiplied by the actual surface resistance of the walls, gives the actual power loss per unit area in the walls. The attenuation factor in the range of propagation is then given by

$$
\begin{equation*}
\alpha=\frac{\text { power lost per unit length }}{2 \times \text { power transmitted. }} \tag{9-76}
\end{equation*}
$$

The power transmitted is obtained by integrating the axial component of the Poynting vector over the cross section of the guide. Because the transverse components of $E$ and $H$ have been found to be in phase and normal to each other, the axial Poynting vector is given simply as

$$
P_{z}=1 / 2\left|E_{\text {tranas }}\right|\left|H_{\text {tranas }}\right|
$$

Using (50), this may be written
or

$$
\begin{aligned}
& P_{z}=1 / 2 Z_{z}\left|H_{\text {trasa }}\right|^{2} \\
& P_{z}=\frac{1}{2 Z_{z}}\left|E_{\text {trass }}\right|^{2}
\end{aligned}
$$

The total power transmitted is

$$
\begin{equation*}
W=1 / 2 Z_{z} \int_{\text {area }}\left|H_{\text {tranal }}\right|^{2} d a \tag{9-77}
\end{equation*}
$$

where the integration is over the cross-section area of the guide. The power lost per unit length of guide is

$$
\begin{align*}
W_{\text {lost }} & =J / 2 R_{s} \int_{\text {surf }}|J|^{2} d a \\
& =J / 2 R_{s} \int_{\text {surf }}\left|H_{\text {tans }}\right|^{2} d a \tag{9-78}
\end{align*}
$$

where the integration is taken over the wall surface of a unit length of the guide.


Fig. 9-11. Attenuation vs. frequency curves for various modes in a typical rectangular brass guide.
Formulas for attenuation factors for rectangular and circular guides computed by this or equivalent methods can be found in many textbooks and handbooks. For the dominant $\mathrm{TE}_{1,0}$ mode in rectangular guides the result is

$$
\left.\begin{array}{rl}
\alpha & =\frac{R_{s}}{b \eta_{0} K}\left[1+\frac{2 b f_{c}{ }^{2}}{a f^{2}}\right] \\
\text { nepers } / \mathrm{m} \\
& =\frac{8.7 R_{s}}{b \eta_{0} K}\left[1+\frac{2 b f_{c}{ }^{2}}{a f^{2}}\right] \quad \mathrm{db} / \mathrm{m}
\end{array}\right\}
$$



Fig. 9-12. Attenuation vs. frequency curves for various modes in a circular guide.

Attenuation vs. frequency curves are sketched for typical rectangular brass guides in Fig. 9-11, and for circular guides in Fig. $9-12$. The attenuation is very high near the cut-off frequency, but decreases to a quite low value at frequencies somewhat above cut-
off. For TM waves in cylindrical guides of any shape, there is a frequency of minimum attenuation that occurs at $\sqrt{3}$ times the critical frequency. In general, for still higher frequencies, the attenuation again increases (approximately as the square root of frequency for very high frequencies). An exception to this last statement appears to occur for the $\mathrm{TE}_{0, m}$ waves in circular guides. For these waves in perfectly circular guides the wall currents decrease as the frequency increases, and the attenuation theoretically decreases indefinitely with increasing frequency. Unfortunately, slight deformations of the guide produce additional wall currents that nullify this desirable characteristic.

A quantity closely related to the attenuation factor $\alpha$ is the "quality" factor $Q$. For ordinary transmission lines carrying the TEM wave $Q$ was found to be expressible in terms of the secondary line constants by

$$
Q=\frac{\beta}{2 \alpha}
$$

Making use of relation (76), the expression for $Q$ for ordinary transmission lines becomes

$$
\begin{aligned}
Q & =\beta\left(\frac{\text { power transmitted }}{\text { power lost per unit length }}\right) \\
& =\frac{\omega}{v}\left(\frac{\text { cnergy transmitted per second }}{\text { energy lost per second per unit length }}\right)
\end{aligned}
$$

But, energy transmitted per second equals stored energy per unit length times $\boldsymbol{\theta}$.

$$
\begin{equation*}
Q=\omega \frac{\text { energy stored per unit length }}{\text { energy lost per unit length per second }} \tag{9-80}
\end{equation*}
$$

Expression (80) may be considered as a general definition for $Q$, applicable to wave guides as well as to ordinary transmission lines. It should be compared with the circuit definition of $Q$, which may be stated as

$$
\begin{equation*}
Q=\omega \frac{\text { energy stored in circuit }}{\text { energy lost per second }} \tag{9-81}
\end{equation*}
$$

For the TEM wave on the lossless or distortionless transmission line,* the velocity $v$ represented both the phase velocity and the

[^23]group velocity. For wave guides these two velocities are different, the group velocity, $v_{g}$, being related to the phase velocity $\bar{v}$ by
\[

$$
\begin{equation*}
v_{g}=\frac{v_{0}^{2}}{\bar{v}} \quad \text { where } v_{0}=\frac{1}{\sqrt{\mu \epsilon}} \tag{9-82}
\end{equation*}
$$

\]

For a wave-guide,
energy transmitted per second

$$
=v_{0} \times(\text { energy stored per unit length })
$$

or
energy stored per unit length $=\frac{1}{v_{g}} \times$ power transmitted
Using (80), (83), and (7C), the $Q$ of a wave guide is given by

$$
\begin{align*}
Q & =\frac{\omega}{\partial_{\sigma}}\left(\frac{\text { power transmitted }}{\text { power lost per unit length }}\right) \\
& =\frac{\omega}{2 \alpha \partial_{\theta}} \tag{9-84}
\end{align*}
$$

This also may be written in the following equivalent forms

$$
\begin{equation*}
Q=\frac{\omega \bar{v}}{2 \alpha \jmath_{0}^{2}}=\frac{\omega}{2 \alpha \nu_{0} \sqrt{\overline{1-\omega_{c}^{2}} / \omega^{2}}} \tag{9-84a}
\end{equation*}
$$

Because of the low attenuation factors obtainable with wave guides compared to transmission lines, it is possible to construct waveguide sections having extremely high $Q$ 's. This is of importance when such sections are used as resonators, or as the elements of wave-guide filters.

## ADDITIONAL PROBLEMS

6. Verify the results obtained in eqs. (63) and (64).
7. Show that for a coil the definition for $Q$ given by (81) reduces to $Q=\omega L / R$.
8. Show that at frequencies much higher than the cut-off frequency, the $Q$ of a rectangular guide carrying the dominent $\mathrm{TE}_{1.0}$ wave approaches the value

$$
Q \rightarrow b \alpha_{m}
$$

where $\alpha_{m}=\sqrt{\omega \mu_{m} \sigma_{m} / 2}$ is the attcnuation factor for a wave propagating in the metal of the guide walls. (Note: Assume $\mu_{m} \approx \mu_{0}$.)
velocity are not equal. For a thorough discussion of this case see E. A. Guillemin, Communication Networks, John Wiley \& Sons, Inc., New York, 1935, Vol. II. Also see Appendix I.
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## CHAPTER 10

## RADIATION

10.01 Vector Potential in the Electromagnetic Field. In the previous chapters, relations which exist among the electromagnetic field vectors have been studied, but so far no consideration has been given to the sources* of the fields. It is now in order to consider how these fields are related to their sources, that is, the charges and currents that produce them. Although it is possible in theory to obtain expressions for the electric and magnetic intensities $\mathbf{E}$ and $\mathbf{H}$ directly in terms of the charge and current densities $\rho$ and $i$, such a derivation is, in general, quite difficult. It will be recalled that in the study of the electrostatic field and the steady magnetic field it was found possible, and often simpler, to first set up potentials in terms of the charges or currents, and then to obtain the electric or magnetic fields from these potentials. In a similar manner, in the electromagnetic field it turns out to be much simpler first to set up potentials that are related to the charges and currents, and then to obtain E and H from these potentials.

The first step in this process is that of finding a suitable potential or potentials that satisfy the conditions of the problem. There are several possible ways of doing this, and all of these attacks require a certain amount of educated guesswork. The method chosen here will use the heuristic approach in which the expressions for potentials are guessed. If the guess proves to be correct, it is then possible to demonstrate that these potentials do indeed meet all the requirements of the field equations and of the problem.

The electromagnetic field is produced by charge and current distributions, which vary with time. The electrostatic field and the steady magnetic field can be considered as special cases of the electromagnetic field for which the time variations are reduced to zero. It is reasonable, therefore, to suppose that as the frequency

[^24]approaches zero, the potential(s) developed for the electromagnetic field will reduce to the scalar potential $V$ of the electrostatic field and the vector potential $\mathbf{A}$ of the steady magnetic field. Conversely, it is reasonable to expect that the potentials for the electromagnetic field might be obtained by generalizing the static field potentials to account for time variations. This proves to be the case.

In the electrostatic field a scalar potential $V$ was set up, from which the electric intensity E could be obtained by taking a space derivative, that is,

$$
\begin{equation*}
\mathrm{E}=-\mathrm{grad} V \tag{10-1}
\end{equation*}
$$

The potential $V$ was related to the sources of the field (the charges) by

$$
V=\frac{1}{4 \pi \epsilon} \sum_{i=1}^{i=m} \frac{q_{i}}{r_{i}}
$$

When the charges were considered to be distributed continuously throughout a volume, the potential was expressed as a function of the charge density $\rho$ by

$$
\begin{equation*}
V=\frac{1}{4 \pi \epsilon} \int_{\text {vol }} \frac{\rho}{r} d V \tag{10-2}
\end{equation*}
$$

where the integration was extended over the whole of the volume* containing charge which contributes to the potential $V$.

In the steady magnetic fiell, produced by direct currents, a vector potential $\mathbf{A}$ was set up, and the magnetic field intensity H was obtained from A by again taking a space derivative, this time the curl.

$$
\begin{equation*}
\mathrm{H}=\operatorname{curl} \mathrm{A} \tag{10-3}
\end{equation*}
$$

For a current element $I d s$, the contribution to the vector potential was

$$
\begin{equation*}
d \mathbf{A}=\frac{1}{4 \pi} \frac{I d \mathrm{~s}}{r} \tag{10-4}
\end{equation*}
$$

For a complete (or closed) circuit, the expression for vector potential was

$$
\begin{equation*}
\mathbf{A}=\frac{1}{4 \pi} \oint \frac{I d \mathbf{s}}{r} \tag{10-5}
\end{equation*}
$$

* It is not anticipated that any confusion will result from the use of $d V$ for volume element and $V$ for voltage or potential.

When the current is considered to be distributed throughout the cross section of a conductor as a current density $i$ (rather than concentrated in a thin filament), the expression for vector potential becomes

$$
\begin{equation*}
\mathrm{A}=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i}{r} d V \tag{10-6}
\end{equation*}
$$

where the integration is extended over the entire volume of conductors containing current density $i$ (Fig. 10-1).


Fig. 10-1
For alternating or time-changing currents, the current density can be written

$$
\begin{equation*}
i=i_{0} \cos \omega t \tag{10-7}
\end{equation*}
$$

and the expression expected for vector potential would be

$$
\begin{equation*}
\mathrm{A}=\frac{1}{4 \pi} \int_{\text {vol }} \frac{i_{0} \cos \omega t}{r} d V \tag{10-8}
\end{equation*}
$$

In expression (8), $r$ is the distance from the volume element $d V$ to the point $P$ at which the potential is being evaluated. Expression (8) assumes that the vector potential at $P$ will be in phase with the current density $i$, regardless of how large $r$ may be. In effect, an infinite velocity of propagation has been assumed. Actually, electromagnetic disturbances propagate with a finite velocity $v$, which in free space is equal to $c \approx 3 \times 10^{8} \mathrm{~meter} / \mathrm{sec}$. This finite time of propagation requires that there be a time delay between any change in the current density and the effect of this change at $P$.

The amount of this time delay will be $r / v$ seconds, and at an angular frequency $\omega$, this corresponds to a phase delay $\omega r / v$ radians. When the finite time of propagation is taken into account the expression for vector potential is
where

$$
\begin{gather*}
\mathrm{A}=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i_{0} \cos \omega\left(t-\frac{r}{v}\right)}{r} d V  \tag{10-9}\\
=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i_{0} \cos (\omega t-\beta r)}{r} d V  \tag{10-10}\\
\beta=\frac{\omega}{v}=\frac{2 \pi}{\lambda} \tag{10-11}
\end{gather*}
$$

In exactly the same way, the generalized expression for scalar potential due to a time-varying charge density distribution $\rho_{0} \cos \omega t$ would be

$$
\begin{equation*}
V=\frac{1}{4 \pi \epsilon} \int_{\mathrm{vol}} \frac{\rho_{0} \cos \omega\left(t-\frac{r}{v}\right)}{r} d V \tag{10-12}
\end{equation*}
$$

Expressions (9) and (12) indicate that time variations of A and $V$ at the point $P$ correspond to time variations in current and charge densities that occurred at an earlier time $t^{\prime}=[t-(r / v)]$. Thus the potential variations are retarded in time, and for this reason the potentials given by (9) and (12) are known as the retarded potentials.

Instead of eq. (7), the time variations of current density may be shown more generally by

$$
i=i(t)
$$

where $i(t)$ can represent any specified function of time. Similarly the time variations of charge density can be shown as $\rho(t)$. The corresponding expressions for the retarded potentials are

$$
\begin{align*}
& \mathrm{A}=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i\left(t-\frac{r}{v}\right)}{r} d V  \tag{10-13}\\
& V=\frac{1}{4 \pi \epsilon} \int_{\mathrm{vol}} \frac{\rho\left(t-\frac{r}{v}\right)}{r} d V \tag{10-14}
\end{align*}
$$

where $i[t-(r / v)]$ and $\rho[t-(r / v)]$ are the same functions of $(t-r / v)$ as $i$ and $\rho$ are of $t$.

Having obtained expressions for the retarded potentials in terms of the currents and charges, the magnetic and electric field intensities can be obtained from $\mathbf{A}$ and $V$ by taking the appropriate space derivatives. However, the resulting E and H are not entirely independent, but are in fact related through Maxwell's equations. Therefore, if H is obtained through the relation $\mathrm{H}=$ curl A , it should be possible to find E from H , through either of Maxwell's equations.

Using the second Maxwcll equation

$$
\begin{align*}
& \operatorname{curl} \mathbf{E}=-\mu \dot{\mathrm{H}} \\
&=-\mu \operatorname{curl} \dot{\mathrm{A}} \\
& \text { and transposing, } \quad \operatorname{curl}(\mathbf{E}+\mu \dot{\mathrm{A}})=0 \tag{10-15}
\end{align*}
$$

Equation (15) is a differential equation, a particular solution of which is

$$
(\mathrm{E}+\mu \dot{\mathrm{A}})=0
$$

However, a more general solution to (15) is

$$
\begin{equation*}
(\mathrm{E}+\mu \dot{\mathrm{A}})= \pm \operatorname{grad} V_{0} \tag{10-16}
\end{equation*}
$$

where $V_{0}$ is any scalar function. That this is a solution becomes evident when vector identity number (1-26) is recalled. Using the minus sign in (16) gives

$$
\begin{equation*}
\mathrm{E}=-\mu \dot{\mathrm{A}}-\operatorname{grad} V_{0} \tag{10-17}
\end{equation*}
$$

If (17) is a perfectly general expression for $E$, it will give the electric field in the particular case of no time variations, that is, the static field. For no variations with time (17) reduces to

$$
\mathbf{E}=-\operatorname{grad} V_{0}
$$

and it is seen that the scalar function $V_{0}$ [which was arbitrary in (16)] is, in fact, just the scalar potential $V$ due to the charge distribution $\rho$. Therefore, the electric intensity can be obtained from

$$
\begin{equation*}
\mathbf{E}=-\mu \dot{\mathbf{A}}-\operatorname{grad} V \tag{10-18}
\end{equation*}
$$

where $\mathbf{A}$ and $V$ are given by (13) and (14).
Alternatively E can be obtained by using the first Maxwell equation instead of the second. In free space, that is outside the
conducting region carrying current density $i$, use of Maxwell's first equation gives

$$
\begin{align*}
& \operatorname{curl} \mathbf{H}=\epsilon \boldsymbol{E} \\
& \mathbf{E}=\frac{1}{\epsilon} \int \operatorname{curl} \mathbf{H} d t \\
&=\frac{1}{\epsilon} \int \operatorname{curl} \operatorname{curl} \mathbf{A} d t \tag{10-19}
\end{align*}
$$

From (18) and (19) it follows that the following relation between $A$ and $V$ must hold

$$
\begin{equation*}
\frac{1}{c} \int \operatorname{curl} \operatorname{curl} \mathbf{A} d t+\mu \dot{\mathbf{A}}=-\operatorname{grad} V \tag{10-20}
\end{equation*}
$$

Problem 1. Show that equation (20) is satisfied if

$$
\operatorname{div} \mathrm{A}=-\epsilon \dot{V}
$$

(Note: Since H obeys the wave equation, its time and space derivatives and integrals will also obey the wave equation. Therefore $\nabla^{2} \mathrm{~A}=\mu \ddot{\mathrm{A}}$.)

Equation (20) indicates that the potentials $\mathbf{A}$ and $V$ are not independent, but are related to each other, and problem 1 shows that a suitable relation between them would be

$$
\begin{equation*}
\operatorname{div} \mathbf{A}=-\epsilon \dot{V} \tag{10-21}
\end{equation*}
$$

Actually, it can be shown that (21) is a relation that must always hold in any real problem because it follows directly from the equation of continuity

$$
\begin{equation*}
\operatorname{div} i=-\dot{\rho} \tag{10-22}
\end{equation*}
$$

which always holds in a physical problem. Equation (22) states that the charge and current densities cannot be specified independently, but must always be such as to satisfy the equation of continuity. Therefore, in any real problem it is not necessary to specify both charges and currents, because one can be obtained in terms of the other through (22). Correspondingly, the complete electromagnetic field can be obtained by use of the vector potential alone, because $\mathbf{A}$ and $V$ are always related through (21).

Proof that (21) follows from (13), (14), and (22) can be found
in various papers and books,* and will not be carried through here.

Alternative Method of Deriving the Electromagnetic Potentials. In the foregoing portion of this section the electromagnetic potentials were derived as generalizations from the scalar and vector potentials of the static electric and magnetic fields. An alternative approach, and the one usually adopted in most texts on electromagnetic theory, is to use the field equations to set up differential equations that the potentials must obey. The potentials are then written down as solutions of these partial differential equations. Because the vector potential is an important concept in the electromagnetic field, and because it is a new and unfamiliar concept to the engineer at this stage of his training, it is desirable to examine it from several angles in order to gain a more thorough understanding. For these reasons this alternative approach will also be carried through.

In the electrostatic field the electric intensity was related to the scalar potential by

$$
\begin{equation*}
\mathrm{E}=-\operatorname{grad} V \tag{10-1}
\end{equation*}
$$

Also E was related directly to the charge density through Gauss' law

$$
\begin{equation*}
\operatorname{div} E=\frac{1}{\epsilon} \operatorname{div} D=\frac{\rho}{\epsilon} \tag{10-23}
\end{equation*}
$$

Combining (23) with (1) gives Poisson's equation for the electrostatic field

$$
\begin{equation*}
\operatorname{div} \operatorname{grad} V=\nabla^{2} V=-\frac{\rho}{\epsilon} \tag{10-24}
\end{equation*}
$$

Equation (24) is a differential equation relating the scalar potential to the charge density. Now it is known that at point $P$, the potential due to a distribution of charge density $\rho$ is

$$
\begin{equation*}
V_{p}=\frac{1}{4 \pi \epsilon} \int_{\text {vol }} \frac{\rho}{r} d V \tag{10-25}
\end{equation*}
$$

Therefore (25) must be a solution of (24).

[^25]In the electromagnetic field it will be assumed that H can be obtained from some vector potential A, yet to be determined, through the relation

$$
\begin{equation*}
\mathrm{H}=\operatorname{curl} \mathrm{A} \tag{10-03}
\end{equation*}
$$

Then using the second Maxwell equation
or

$$
\operatorname{curl} \mathbf{E}=-\mu \dot{\mathrm{H}}=-\mu \operatorname{curl} \AA
$$

from which

$$
\operatorname{curl}(E+\mu A)=0
$$

$$
\begin{equation*}
\mathbf{E}=-\mu \AA-\operatorname{grad} V \tag{10-26}
\end{equation*}
$$

where, as before, $V$ can be shown to be the scalar potential due to charges, and $\mathbf{A}$ is still to be determined. Writing the first Maxwell equation for a region containing a conduction current density $i$

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}=\epsilon \mathrm{E}+i \tag{10-27}
\end{equation*}
$$

Combining (26), (27), and (3) gives

$$
\begin{equation*}
\text { curl curl } \mathrm{A}=-\mu \epsilon \ddot{\mathrm{A}}-\epsilon \operatorname{grad} \dot{V}+i \tag{10-28}
\end{equation*}
$$

Use of vector identity number (1-28) changes this to

$$
\begin{equation*}
\operatorname{grad} \operatorname{div} \mathbf{A}-\nabla^{2} \mathbf{A}=-\mu \epsilon \ddot{\mathrm{A}}-\epsilon \operatorname{grad} \dot{V}+i \tag{10-29}
\end{equation*}
$$

It has been indicated that the relation between A and $V$ given by (21) must always be satisfied in any real problem, so (29) reduces to

$$
\begin{equation*}
\nabla^{2} \mathrm{~A}-\mu \epsilon \ddot{\mathrm{A}}=-i \tag{10-30}
\end{equation*}
$$

Taking the time derivative of (21) and combining with the divergence of (26) gives

$$
\begin{equation*}
\operatorname{div} E=\mu \epsilon \ddot{V}-\operatorname{div} \operatorname{grad} V \tag{10-31}
\end{equation*}
$$

Application of Gauss' law, (23), finally yields

$$
\begin{equation*}
\nabla^{2} V-\mu \epsilon \dot{V}=-\frac{\rho}{\epsilon} \tag{10-32}
\end{equation*}
$$

Equations (30) and (32) may be regarded as partial differential equations, the solutions of which will give A and $V$. The form of the solution for (32) may be inferred by considering the equation in two limiting cases. First, for the static case in which there are no variations with time, (32) reduces to Poisson's equation (24), for which (25) is a solution. Second, for the time-varying case, but outside the volume occupied by the charge density $\rho$, (32)
reduces to the free-space wave equation, viz.,

$$
\begin{equation*}
\nabla^{2} V=\mu \epsilon \ddot{V} \tag{10-33}
\end{equation*}
$$

A particular solution for (33) (suitable, for example, for the case of no variation of the field with $\theta$ or $\phi$ ) is of the form

$$
\begin{equation*}
V_{p}=\frac{K F\left(t-\frac{r}{v}\right)}{r} \tag{10-34}
\end{equation*}
$$

where $K$ depends upon the source, and $F$ is any function of $\left(t-\frac{r}{y}\right)$.
Now the potential in free space (outside the region where there are charges) is nevertheless due to the distribution in the region occupied by the charge. If the charge distribution is a function of time, the effect of a change in $\rho$ is not felt immediately in all space, but the disturbance propagates outward as a wave traveling with a finite velocity $v$. If (25) is the solution of (24), and (34) is a solution of (33), a logical guess for the solution of the general differential equation (32) might be

$$
\begin{equation*}
V_{p}=\frac{1}{4 \pi \epsilon} \int_{\mathrm{vol}} \frac{\rho\left(t-\frac{r}{v}\right)}{r} d V \tag{10-35}
\end{equation*}
$$

Similarly a possible solution for (30), which is the same equation as (32) from a mathematical point of view, would be

$$
\begin{equation*}
\mathrm{A}_{p}=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i\left(t-\frac{r}{v}\right)}{r} d V \tag{10-36}
\end{equation*}
$$

That (35) and (36) are indeed solutions of (32) and (30) can be checked by reinserting the former into the latter.*

Problem 2. Show that for a current along the $z$ axis the expression $\mathrm{H}=\operatorname{curl} \mathrm{A}$ reduces to

$$
I_{\phi}=-\sin \theta \frac{\partial A_{z}}{\partial r}
$$

when only the distant field is considered.
(Note: This is an important result, for it covers the majority of practical antennas.)
*This process, which is usually quite etraightforward, is rather involved in this case, and reference should be made to one of the following texts: H. A. Lorentz, Theory of Electrons, pp. 17-19; M. Mason and W. Weaver, The Electromagnetic Field, University of Chicago Press, Chicago, 1929 (p. 282).
10.02 The Alternating Current Element (or Oscillating Electric Dipcle). An excellent example of the use of the retarded vector potential occurs in the calculation of the electromagnetic field of an alternating current element (or oscillating electric dipole). A current element Idl refers to a filamentary current $I$ flowing through an elemental length $d l$. This is approximated when a current $I$ flows in a very short length of thin wire, if the length $d l$ considered is so short that the current is essentially constant along the length. Although an isolated current element may appear to be a very unreal concept, any physical circuit or antenna carrying current may be considered to consist of a large number of such elements joined end to end. Therefore, if the electromagnetic field of this "building block" is known, the electromagnetic field of any actual antenna having a specified current distribution may be calculated.

Figure 10-2 shows an alternating-current element Idl cos $\omega t$ located at the origin of a spherical co-ordinate system. The problem is to calculate the electromagnetic field at an arbitrary point $P$.

The first step is to obtain the vector potential $\mathbf{A}$ at $P$. The general expression for $\mathbf{A}$ is given by

$$
\begin{equation*}
\mathrm{A}=\frac{1}{4 \pi} \int_{\mathrm{vcl}} \frac{i\left(t-\frac{r}{v}\right)}{r} d V \tag{10-36}
\end{equation*}
$$

The integration over the volume in (36) consists of an integration over the cross-sectional area of the wire and an integration along its length. The current density $i$, integrated over the cross-sectional area of the wire, is just the current $I$, and because this is assumed to be constant along the length, integration over the length gives Idl. Therefore in this simple example the expression for vector potential becomes

$$
\begin{equation*}
\Lambda_{z}=\frac{1}{4 \pi}-\frac{I d l \cos \omega\left(t-\frac{r}{v}\right)}{r} \tag{10-37}
\end{equation*}
$$

The vector potential has the same direction as the current element, in this case the $z$ direction, and is retarded in time by $r / v$ seconds.

The magnetic intensity H is obtained through the relation

$$
H=\operatorname{curl} A
$$

Reference to the expressions in chap. 1, showing the curl in spherical co-ordinates, gives the components of H in terms of $A_{\mathrm{r}}, A_{\theta}$, and $A_{\phi}$. From Fig. (10-2) it is seen that for this case

$$
\begin{equation*}
A_{\mathrm{r}}=A_{z} \cos \theta ; \quad A_{\theta}=-A_{z} \sin \theta ; \quad A_{\phi}=0 \tag{10-38}
\end{equation*}
$$



Fig. 10-2. A current element at the center of a spherical coordinate system.
Then from expressions ( $1-39 \mathrm{a}, \mathrm{b}$, and c ) and noting that because of symmetry, $\partial / \partial \phi=0$,

$$
\begin{align*}
& H_{r}=\operatorname{curl}_{r} \mathbf{A}=0 \\
& H_{\theta}=\operatorname{curl}_{\theta} \mathbf{A}=0 \\
& H_{\phi}=\frac{1}{r}\left[\frac{\partial}{\partial r}\left(r A_{\theta}\right)-\frac{\partial A_{r}}{\partial \theta}\right] \\
&=\frac{I d l}{4 \pi r}\left\{\frac{\partial}{\partial r}\left[-\sin \theta \cos \omega\left(t-\frac{r}{v}\right)\right]-\frac{\partial}{\partial \theta}\left[\frac{\cos \theta}{r} \cos \omega\left(t-\frac{r}{v}\right)\right]\right\} \\
&=\frac{I d l \sin \theta}{4 \pi}\left[\frac{-\omega \sin \omega\left(t-\frac{r}{v}\right)}{r v}+\frac{\cos \omega\left(t-\frac{r}{v}\right)}{r^{2}}\right] \tag{10-39}
\end{align*}
$$

The electric intensity E can be obtained from H through Maxwell's first equation, which at the point $P$ (in free space) is

$$
\begin{gather*}
\text { curl } \mathrm{H}=\epsilon \mathrm{E} \\
\mathrm{E}=\frac{1}{\epsilon} \int \operatorname{curl} \mathrm{H} d t \tag{10-40}
\end{gather*}
$$

Taking the curl of (39) and then integrating with respect to time (the order is immaterial) gives for the components of $\mathbf{E}$,

$$
\begin{align*}
& E_{\theta}=\frac{I d l \sin \theta}{4 \pi \epsilon}\left(\frac{-\omega \sin \omega t^{\prime}}{r v^{2}}+\frac{\cos \omega t^{\prime}}{r^{2} v}+\frac{\sin \omega t^{\prime}}{\omega r^{3}}\right)  \tag{10-41}\\
& E_{r}=\frac{2 I d l \cos \theta}{4 \pi \epsilon}\left(\frac{\cos \omega t^{\prime}}{r^{2} v}+\frac{\sin \omega t^{\prime}}{\omega r^{3}}\right) \tag{10-42}
\end{align*}
$$

and rewriting (39)

$$
\begin{equation*}
H_{\phi}=\frac{I d l \sin \theta}{4 \pi}\left(\frac{-\omega \sin \omega t^{\prime}}{r v}+\frac{\cos \omega t^{\prime}}{r^{2}}\right) \tag{10-43}
\end{equation*}
$$

where $t^{\prime}=\left(t-\frac{r}{v}\right)$.
It is somewhat surprising to find that something so apparently simple as a current element should give rise to an electromagnetic field as complicated as that given by (41), (42), and (43). However a study of these expressions soon shows the significance and necessity for each of the terms.

Consider first the expression for $H_{\phi}$. It is seen to consist of two terms, one of which varies inversely as $r$ and the other inversely as $r^{2}$. The second of these, called the induction field, will predominate at points close to the current element where $r$ is small, whereas at great distances, where $r$ is large, the second term becomes negligible compared with the first. This first inverse-distance term is called the radiation or distant field. The two fields will have equal amplitudes at that value of $r$, which makes
that is, at

$$
\begin{gathered}
\frac{1}{r^{2}}=\frac{\omega}{r v} \\
r=\frac{v}{\omega}=\frac{\lambda}{2 \pi} \approx \frac{\lambda}{6}
\end{gathered}
$$

Except for the fact that $t^{\prime}$ has replaced $t$, the induction term

$$
\frac{I d l \sin \theta \cos \omega t^{\prime}}{4 \pi r^{2}}
$$

is just the magnetic field intensity that would be given by a direct application of the Biot-Savart law (or Ampère's law for the current element) if this were extended to cover the case of an alternating current $I \cos \omega t$. The fact that the true field is a function of $t^{\prime}=t-(r / v)$ instead of $t$, accounts for the finite time of propagation. However, at points close to the element where the induction term predominates, $r / v$ is a very small quantity and $t^{\prime} \approx t$.

The inverse-distance (radiation) term is an extra term, not present for steady currents. It results from the fact of the finite time of propagation, which is of no account in the steady-field case. It will be shown later that this radiation term contributes to a flow of energy away from the source (the current element), whereas the induction term contributes to energy that is stored in the field during one quarter of a cycle and returned to the circuit during the next.

Examination of the expressions for $E_{\theta}$ and $E_{r}$ shows that $E_{\theta}$ has an induction ( $1 / r^{2}$ ) term and a radiation ( $1 / r$ ) term, and $E_{r}$ has a $1 / r^{2}$ term. In addition both components of E have a term that varies as $1 / r^{3}$. From their similarity with the components of the field of an electrostatic dipole (see chap. 2, example 3), these $1 / r^{3}$ terms are called the electrostatic field terms (or sometimes just electric field terms).

Relation between a Current Element and an Electric Dipole. It is not just a coincidence that the expressions for the electric field of the alternating current element should contain terms that correspond to the field of an oscillating electric dipole. Although only current was specified in setting up the hypothetical current element, the equation of continuity (or conservation of charge) requires that there be an accumulation of charge at the ends of the element, which is given by

$$
\frac{\partial q}{\partial t}=I \cos \omega t
$$

That is, the charge at one end is increasing and at the other end decreasing, by the amount of the current flow (coulombs per second). In order to obtain a physical approximation of an isolated current
element, one could terminate the current element in two small spheres or disks on which the charges could accumulate. If the wire is very thin compared with the radius of the spheres (so that its distributed capacitance is negligible compared with the capacitance between the spheres), the current in the wire will be uniform. In addition, the radii of the spheres should be small compared with $d l$, their distance apart, and in turn $d l$ should be very much shorter


Fia. 10-3. Hertzian dipole.


Fia. 10-4. Chain of IIertzian dipoles. than a wavelength. The arrangement then is csseatially that of the original Hertzian oscillating electric dipole (Fig. 10-3).

$$
\begin{aligned}
\frac{\partial q}{\partial t} & =I \cos \omega t \\
\prime q & =\frac{I \sin \omega t}{\omega}
\end{aligned}
$$

From comparison with the electrostatic dipole, the electric intensity that would be expected to result from the separated charges at the ends of the current element would be

$$
\begin{gather*}
E_{\theta}=\frac{q d l \sin 0}{4 \pi \epsilon r^{3}}=\frac{I d l \sin \theta \sin \omega t^{\prime}}{4 \pi \epsilon \omega r^{3}}  \tag{10-44}\\
E_{r}=\frac{2 q d l \cos \theta}{4 \pi \epsilon r^{3}}=\frac{2 I d l \cos \theta \sin \omega t^{\prime}}{4 \pi \epsilon \omega r^{3}} \tag{10-45}
\end{gather*}
$$

These are exactly the $1 / r^{3}$ terms that automatically appeared in the solution for the electromagnetic field of the current element.

When a current element forms part of a complete circuit there is no accumulation of charge at its ends if the current is uniform throughout the circuit, for the current from one element flows into
the next. In this case, as would be expected, the $1 / r^{3}$ terms due to accumulated charge vanish, leaving only induction and radiation fields. In terms of a chain of Hertzian dipoles (Fig. 10-4), the positive charge at the end of one dipole is just cancelled by an equal amount of negative charge at the


Fig. 10-5. Current and charge distribution on a linear antenna. opposite end of the adjacent dipole. However, if the current along the circuit or antenna is not uniform along its length, but is distributed as, for example, in Fig. 10-5, this could be represented as a chain of current elements, or Hertzian dipoles, having slightly different amplitudes. In this case the adjacent charges do not completely cancel, and there is an accumulation of charge on the surface of the wire, as indicated in Fig. 10-5. These surface charges are responsible for a relatively strong component of electric intensity normal to the surface of the wire.

Problem 3. Obtain expressions (41) and (42) for $E_{\theta}$ and $E_{r}$ due to a current element through the alternative relation

$$
\mathbf{E}=-\mu \dot{\mathbf{A}}-\operatorname{grad} V
$$

(Note: Obtain $V$ from $\mathbf{A}$ through $\operatorname{div} \mathrm{A}=-\epsilon \dot{V}$; alternatively write $V$ directly from the charges that can be obtained from $I$ through the equation of continuity.)

Problem 4. Starting with the expression Idl $e^{i \omega 1}$ for a current element, show that the expressions for vector potential and field intensities will be

$$
\begin{aligned}
A_{z} & =\frac{I d l}{4 \pi r} e^{-i \beta_{r}} \\
H_{\phi} & =\frac{I d l \sin \theta e^{-j \beta_{r}}}{4 \pi r}\left(j \beta+\frac{1}{r}\right) \\
E_{\theta} & =\frac{\eta I d l \sin \theta e^{-j \beta_{r}}}{4 \pi r}\left(j \beta+\frac{1}{r}+\frac{1}{j \beta r^{2}}\right) \\
E_{r} & =\frac{\eta I d l \cos \theta e^{-j \beta_{r}}}{4 \pi r}\left(\frac{2}{r}+\frac{2}{j \beta r^{2}}\right)
\end{aligned}
$$

where $\beta=\omega / v, \eta==\sqrt{\mu / \epsilon}=\mu v$ and the time factor $e^{j \omega t}$ is understood.
10.03 Power Radiated by a Current Element. The power flow per unit area at the point $P$ will be given by the Poynting vector at that point. The instantaneous Poynting vector is given by $\mathbf{E}_{\text {inat }} \times \mathbf{H}_{\text {inat }}$ and it will have both $\theta$ and $r$ components. Replacing $v$ by $c \approx 3 \times 10^{8}$ for free-space propagation, the $\theta$ component of instantaneous Poynting vector will be

$$
\begin{align*}
& P_{\theta}=-E_{r} H_{\phi} \\
& =\frac{I^{2} d l^{2} \sin 2 \theta}{16 \pi^{2} \epsilon}\left(\frac{\sin ^{2} \omega t^{\prime}}{r^{4} c}-\frac{\cos ^{2} \omega t^{\prime}}{r^{4} c}-\frac{\sin \omega t^{\prime} \cos \omega t^{\prime}}{\omega r^{6}}+\frac{\omega \sin \omega t^{\prime} \cos \omega t^{\prime}}{r^{3} c^{2}}\right) \\
& =\frac{I^{2} d l^{2} \sin 2 \theta}{16 \pi^{2} \epsilon}\left(\frac{-\cos 2 \omega t^{\prime}}{r^{4} c}-\frac{\sin 2 \omega t^{\prime}}{2 \omega r^{5}}+\frac{\omega \sin 2 \omega t^{\prime}}{2 r^{3} c^{2}}\right) \tag{10-46}
\end{align*}
$$

The average value of $\sin 2 \omega t^{\prime}$ or $\cos 2 \omega t^{\prime}$ over a complete cycle is zero. Therefore, for any value of $r$, the average of $P_{\theta}$ over a complete cycle is zero. $P_{\theta}$ represents only a surging back and forth of power in the $\theta$ direction without any net or average flow. The radial Poynting vector is given by

$$
\begin{align*}
& P_{r}=E_{\theta} H_{\phi} \\
& \begin{aligned}
= & \frac{I^{2} d l^{2} \sin ^{2} \theta}{16 \pi^{2} \epsilon}\left(\frac{\sin \omega t^{\prime} \cos \omega t^{\prime}}{\omega r^{5}}+\frac{\cos ^{2} \omega t^{\prime}}{r^{4} c}-\frac{\omega \sin \omega t^{\prime} \cos \omega t^{\prime}}{r^{3} c^{2}}\right. \\
& \left.\quad-\frac{\sin ^{2} \omega t^{\prime}}{r^{4} c}-\frac{\omega \sin \omega t^{\prime} \cos \omega t^{\prime}}{r^{3} c^{2}}+\frac{\omega^{2} \sin ^{2} \omega t^{\prime}}{r^{2} c^{3}}\right) \\
= & \frac{I^{2} d l^{2} \sin ^{2} \theta}{16 \pi^{2} \epsilon}\left(\frac{\sin 2 \omega t^{\prime}}{2 \omega r^{5}}+\frac{\cos 2 \omega t^{\prime}}{r^{4} c}-\frac{\omega \sin 2 \omega t^{\prime}}{r^{3} c^{2}}+\frac{\omega^{2}\left(1-\cos 2 \omega t^{\prime}\right)}{2 r^{2} c^{3}}\right)
\end{aligned}
\end{align*}
$$

The average value of radial Poynting vector over a cycle will be due to part of the final term only and is

$$
\begin{align*}
P_{r(\mathrm{av})} & =\frac{\omega^{2} I^{2} d l^{2} \sin ^{2} \theta}{32 \pi^{2} r^{2} c^{3} \epsilon} \\
& =\frac{\eta}{2}\left(\frac{\omega I d l \sin \theta}{4 \pi r c}\right)^{2} \tag{10-48}
\end{align*}
$$

None of the terms in the expressions for Poynting vector represent an average power flow except that of eq. (48). The only terms of E and H that contribute to this average power flow are the radiation or inverse-distance terms. At a large distance from the source
these radiation terms are the only ones that have appreciable value, but even close to the current element, where the induction and electric fields predominate, only the $1 / r$ terms contribute to an average outward flow of power.

That it is only the inverse-distance terms that can contribute to an outward flow of power from the source can be proven by simple reasoning. If one considers two concentric shells or adii $r_{1}$ and $r_{2}$ enclosing the source, then the gverage outward rate of energy flow through shell $r_{2}$ must be the same as through shell $r_{1}$. if there is to be no continuous acc.mmulation (or


Fig. 10-6. Element of area on a spherical surface. decrease) of energy stored in the region between the.n. This requires that the power density decrease as $1 / r^{2}$ since the area of the shells increases as $r^{2}$. The power density is proportional to $E$ times $H$ (or to $E^{2}$ or $H^{2}$ ), su $E$ and $H$, which contribute to an average radial power flow, must be proportional to $1 / r$. Components of $E$ or $I I$, which are inversely proportional to $r^{2}$ or $r^{3}$, can contribute to an instantaneous flow of energy into the region between the shells, but this energy must later be returned to the source because it cannot be stored permanently in a finite volume of the medium.

From eqs. (41), (42), and (43) the amplitudes of the radiation fields of an electric current element $I d l$ are

$$
\begin{align*}
E_{\theta} & =\frac{\omega I d l \sin \theta}{4 \pi \epsilon \epsilon^{\prime 2} r} \\
& =\frac{\eta I d l \sin \theta}{2 \lambda r} \\
& =\frac{60 \pi I d l \sin \theta}{r \lambda}  \tag{10-49}\\
I_{\phi} & =\frac{\omega I d l \sin \theta}{4 \pi v r} \\
& =\frac{I d l \sin \theta}{2 \lambda r} \tag{10-50}
\end{align*}
$$

The radiation terms of $E_{\theta}$ and $I I_{\phi}$ are in time phase and are related by

$$
\begin{equation*}
\frac{E_{0}}{H_{\phi}}=\eta \tag{10-51}
\end{equation*}
$$

The total power radiated by the current element can be computed by integrating the radial Poynting vector over a spherical surface centered at the element. $P$ is independent of the azimuthal angle $\phi$, so the element of area on the spherical shell will be taken as the strip $d a$ where

$$
d a=2 \pi r^{2} \sin \theta d \theta
$$

Then the total power radiated is

$$
\begin{array}{rlr}
\text { Power } & =\oint_{\text {surface }} P_{r(\mathrm{ev})} d a=\int_{0}^{\pi} \frac{\eta}{2}\left(\frac{\omega I d l \sin \theta}{4 \pi r c}\right)^{2} 2 \pi r^{2} \sin \theta d \theta \\
& =\frac{\eta \omega^{2} I^{2} d l^{2}}{16 \pi c^{2}} \int_{0}^{\pi} \sin ^{3} 0 d 0 \\
& =\frac{\eta \omega^{2} I^{2} d l^{2}}{16 \pi c^{2}}\left[\frac{-\cos 0}{3}\left(\sin ^{2} \theta+2\right)\right]_{0}^{\pi} \\
& =\frac{\eta \omega^{2} I^{2} d l^{2}}{12 \pi c^{2}} \quad \quad \text { watts (10-5 } \tag{10-52}
\end{array}
$$

In this expression $I$ is maximum or peak current. In terms of effective current the power radiated is

$$
\begin{aligned}
\text { Power } & =\frac{\eta \omega^{2} I^{2} \text { eff } d l^{2}}{6 \pi c^{2}} \\
& =80 \pi^{2}\left(\frac{d l}{\lambda}\right)^{2} I_{\text {eff }}{ }^{2}
\end{aligned}
$$

The coefficient of $I_{\text {off }}{ }^{2}$ has the dimensions of resistance and is called the radiation resistance of the current element. Then, for a current element,

$$
\begin{equation*}
\Lambda_{\mathrm{rad}}=\varepsilon 0 \pi^{2}\left(\frac{d l}{\lambda}\right)^{2} \tag{10-53}
\end{equation*}
$$

10.04 Application to Short Antennas. The hypothetical current element is a useful tool for theoretical work, but it is not a practical antenna. The practical "elementary dipole" is a center-fed antenna having a length that is very s'.hort in wavelengths. The current amplitude on such an antenna decreases uniformly from a maximum at the center to zero. at the ends (Fig. 10-7a). For the
same current $I$ (at the terminals) the (short) practical dipole of length $l$ will radiate only one-quarter as much power as the current element of the same length, which has the current $I$ throughout its entire length. (The field intensities at every point are reduced to

(a)

(b)

Fia. 10-7. Current distribution on short antennas: (a) short dipole; (b) short monopole. one-half, and the power density will be reduced to one-quarter.) Therefore, the radiation resistance of a practical short dipole is onequarter that of the current element of the same length. That is

$$
\begin{align*}
& R_{\text {rad }}(\text { short dipole })=20 \pi^{2}\left(\frac{l}{\lambda}\right)^{2} \\
& \quad \approx 200\left(\frac{l}{\lambda}\right)^{2} \text { ohms } \tag{10-53}
\end{align*}
$$

The monopole of height $h$ (Fig. 10-7b), or short vertical antenna mounted on a reflecting plane, produces the same field intensities above the plane as does the dipole of length $l=2 h$ when both are fed with the same current. However, the short vertical antenna radiates only through the semispherical surface above the plane, so its radiated power is only one-half that of the corresponding dipole. Therefore, the radiation resistance of the monopole of height $h=l / 2$ is

$$
\begin{aligned}
R_{\mathrm{rad}}(\text { monopole }) & =10 \pi^{2}\left(\frac{l}{\lambda}\right)^{2} \\
& =40 \pi^{2}\left(\frac{h}{\lambda}\right)^{2}
\end{aligned}
$$

$$
\begin{equation*}
\approx 400\left(\frac{h}{\lambda}\right)^{2} \quad \text { ohms } \tag{10-54}
\end{equation*}
$$

These formulas hold strictly for very short antennas* only, but they are good approximations for dipoles of lengths up to quarter wavelength, and monopoles of heights up to one-eighth wavelength.

[^26]10.05 Assumed Current Distribution. In order to calculate the electromagnetic fields of longer antennas, it is necessary to know the current distribution along the antennas. This information should be obtainable by solving Maxwell's equations subject to the appropriate boundary conditions along the antenna. However, for the cylindrical antenna, this is a comparatively difficult problem, and it is only in quite recent years that satisfactory solutions have been obtained. One of these will be considered in chap. 13. In the absence of a known antenna current, it is possible to assume a certain distribution and from that to calculate approximate field distributions. The accuracy of the fields so calculated will, of course, depend upon how good an assumption was made for current distribution. By thinking of the center-fed antenna as an open-circuited transmission line that has been opened out, a sinusoidal current distribution with current nodes at the ends is suggested. The fact that it is known from Abraham's work on thin ellipsoids that the current will be truly sinusoidal for the infinitely thin case, makes this assumption more justifiable. It turns out to be a very good assumption for thin antennas, sufficiently good in fact, that even with more accurate (and much more complicated) formulas available, the sinusoidal distribution is still used for much of the work in the antenna field. When greater accuracy is desired, and in those particular cases where the sinusoidal assumption breaks down entirely, it is necessary to use a distribution that is closer to the true one.

Figure 10-8a shows a center-fed dipole with a sinusoidal current distribution, and Fig. 10-8b shows the corresponding monopole. "A dipole antenna* is a straight radiator, usually fed in the center, and producing a maximum of radiation in the plane normal to the axis. The length specified is the over-all length." The vertical antenna (of height $H=L / 2$ ) fed against an infinitely-large per-fectly-conducting plane has the same radiation characteristics above the plane as does the dipole antenna of length $L$ in free space. This is because the fields due to a current element $I d z$ when reflected from the plane, appear to originate at an image element located beneath the plane: Moreover, the impedance of the vertical antenna fed against the reflecting plane is just one-half that of the corresponding dipole of length $L=2 H$. Thus the dipole of Fig. 10-8a and the corresponding base-fed vertical antenna of Fig. 10-8b

[^27]can be solved conveniently as one problem. The base-fed vertical antenna of Fig. 10-8b will be referred to simply as a monopole of height $H$, the infinitely large perfectly reflecting plane being understood, unless otherwise stated. The corresponding center-fed dipole will be referred to as a dipole of length $L=2 I I$ or as a dipole of half-length II.

The image principle used here is discussed farther in chap. 12.


Fig. 10-8. (a) Center-fed dipole with assumcd sinusoidal current distribution, (b) corresponding menopole.
10.06 Radiation from a Quarter-wave Monopole or Half-wave Dipole. It will be assumed that the current is sinusoidally distributed as shown in Fig. 10-8 and that time variations will be indicated by $e^{\ell \omega t}$. Then

$$
\begin{array}{ll}
I=I_{m} \sin \beta(H-z) e^{i \omega t} & z>0 \\
I=I_{m} \sin \beta(H+z) e^{i \omega t} & z<0
\end{array}
$$

where $I_{m}$ is the value of current at the current loop or current maximum. Then the expression for the vector potential at a point $P$ due to the current element $I d z$ will be

$$
d A_{z}=\frac{I d z e^{i(\omega t-\beta r)}}{4 \pi r}=\frac{I e^{-i \beta r} d z}{4 \pi r}
$$

where $r$ is the distance from the current element to the point $P$, and where the time factor has been dropped in the second expression. The total vector potential at $P$ due to all the current elements will be

$$
\begin{align*}
& A_{z}=\frac{1}{4 \pi} \int_{-I I}^{0} \frac{I_{m} \sin \beta(H+z) e^{-j \beta r} d z}{r} \\
&+\frac{1}{4 \pi} \int_{0}^{I I} \frac{I_{m} \sin \beta(I I-z) e^{-j \beta r} d z}{r} \tag{10-55}
\end{align*}
$$

Because only the distant or radiation fields are required in this problem, it is possible to make some simplifying approximations. For the inverse-distance factor (the $r$ in the denominator) it is valid to write

$$
r \approx r_{0}
$$

However for the $r$ in the phase factor in the numerator, it is the difference between $r$ and $r_{0}$ that is important. For very large values of $r$ the lines to the point $P$ are essentially parallel ( $\theta \approx \theta_{0}$ ) and for the $r$ in the phase factor one can write approximately

$$
r=r_{0}-z \cos \theta
$$

Then the expression for $\Lambda_{s}$ becomes

$$
\begin{align*}
A_{z}=\frac{I_{m} e^{-j \beta r_{0}}}{4 \pi r_{0}}\left[\int_{-H}^{0} \sin \beta(H\right. & +z) e^{j \beta z \cos \theta} d z \\
& \left.+\int_{0}^{I I} \sin \beta(H-z) e^{i \beta z \cos \theta} d z\right] \tag{10-56}
\end{align*}
$$

For the particular case of $H=\lambda / 4$,

$$
\sin \beta(H+z)=\sin \beta(H-z)=\cos \beta z
$$

and the integral becomes

$$
\begin{align*}
A_{z} & =\frac{I_{m} e^{-j \beta r_{0}}}{4 \pi r_{0}} \int_{0}^{H} \cos \beta z\left(e^{j \beta z \cos \theta}+e^{-j \beta z \cos \theta) d z}\right. \\
& =\frac{I_{m} e^{-j \beta r_{0}}}{4 \pi r_{0}} \int_{0}^{H}[\cos \{\beta z(1+\cos \theta)\}+\cos \{\beta z(1-\cos \theta)\}] d z \\
& =\frac{I_{m} e^{-j \beta r_{0}}}{4 \pi r_{0}}\left\{\frac{\sin [\beta z(1+\cos \theta)]}{\beta(1+\cos \theta)}+\frac{\sin [\beta z(1-\cos \theta)]}{\beta(1-\cos \theta)}\right\}_{0}^{\lambda / 4} \\
& =\frac{I_{m} e^{-j \beta r_{0}}}{4 \pi \beta r_{0}} \\
& {\left[\frac{(1-\cos \theta) \cos \left(\frac{\pi}{2} \cos 0\right)+(1+\cos \theta) \cos \left(\frac{\pi}{2} \cos 0\right)}{\sin ^{2} \theta}\right] } \\
& =\frac{I_{m} e^{-j \beta r_{0}}}{2 \pi \beta r_{0}}\left[\frac{\cos \left(\frac{\pi}{2} \cos 0\right)}{\sin ^{2} \theta}\right] \tag{10-57}
\end{align*}
$$

Recalling from problem (2) that when the current is entirely in the $z$ direction,

$$
H_{\phi}=\frac{-\partial A_{z}}{\partial r} \sin \theta
$$

The expression for magnetic intensity at a distant point will be

$$
\begin{equation*}
H_{\phi}=\frac{j I_{m} e^{-j \beta r_{0}}}{2 \pi r_{0}}\left[\frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta}\right] \tag{10-58}
\end{equation*}
$$

where only the inverse-distance term has been retained. The electric intensity for the radiation field will be

$$
\begin{align*}
E_{\theta} & =\eta H_{\phi} \\
& =\frac{j 60 I_{m} e^{-j \beta r_{0}}}{r_{0}}\left[\frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta}\right] \tag{10-59}
\end{align*}
$$

The magnitude of the electric intensity for the radiation field of a half-wave dipole or quarter-wave monopole is

$$
\begin{equation*}
E_{\theta}=\frac{60 I_{m}}{r_{0}}\left[\frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta}\right] \quad \mathrm{volt} / \mathrm{m} \tag{10-60}
\end{equation*}
$$

$E_{\theta}$ and $H_{\phi}$ are in time phase so the maximum value in time of the Poynting vector is just the product of the peak values of $E_{\theta}$ and $H_{\phi}$, and the average value in time of the Poynting vector will be onehalf the peak value. Then

$$
P_{\mathrm{av}}=\frac{\eta I_{m^{2}}}{8 \pi^{2} r_{0}{ }^{2}}\left[\frac{\cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}{\sin ^{2} \theta}\right]
$$

The total power radiated through a semispherical surface of radius $r_{0}$ (Fig. 10-6) will equal

$$
\begin{equation*}
\oint P_{\mathrm{av}} d a=\frac{\eta I_{m}^{2}}{4 \pi} \int_{0}^{+\pi / 2} \frac{\cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta} d \theta \tag{10-61}
\end{equation*}
$$

It is necessary to evaluate this integral. Most of the difficulty in radiation problems is usually in connection with the evaluation of an integral. The following substitutions are typical.

$$
\begin{aligned}
& \int_{0}^{\int_{0}^{\pi / 2} \frac{\cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta} d \theta}=\begin{aligned}
2 & \int_{0}^{\pi / 2} \frac{1+\cos (\pi \cos \theta)}{\sin \theta} d \theta \\
u & =\cos 0 \\
d u & =-\sin \theta d \theta \\
\frac{d \theta}{\sin \theta} & =\frac{-d u}{\sin ^{2} \theta}=-\frac{d u}{1-u^{2}} \\
& \begin{aligned}
\int_{0}^{\pi / 2} \frac{\cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta} d \theta & =-\frac{1}{2} \int_{1}^{0} \frac{(1+\cos \pi u)}{1-u^{2}} d u \\
& =\frac{1}{4} \int_{0}^{1}(1+\cos \pi u)\left(\frac{1}{1+u}+\frac{1}{1-u}\right) d u \\
& =\frac{1}{4} \int_{-1}^{+1} \frac{1+\cos \pi u}{1+u} d u \\
v & =\pi(1+u) \\
d v & =\pi d u \\
\frac{d v}{v} & =\frac{d u}{1+u} \\
\pi u & =v-\pi
\end{aligned}
\end{aligned} \text { Let } \quad
\end{aligned}
$$

$\cos \pi u=\cos v \cos \pi+\sin v \sin \pi=-\cos v$
Therefore $\int_{0}^{\pi / 2} \frac{\cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta} d 0=\frac{1}{4} \int_{0}^{2 \pi} \frac{1-\cos v}{v} d v$

$$
\begin{align*}
& =\frac{1}{4} \int_{0}^{2 \pi}\left(\frac{v^{1}}{2!}-\frac{v^{3}}{4!}+\frac{v^{5}}{6!}-\frac{v^{7}}{8!}+\cdots\right) d v \\
& =\frac{1}{4}\left(\frac{v^{2}}{2 \cdot 2!}-\frac{v^{4}}{4 \cdot 4!}+\frac{v^{6}}{6 \cdot 6!}-\frac{v^{3}}{8 \cdot 8!}+\cdots\right)_{0}^{2 \pi} \tag{10-62}
\end{align*}
$$

The series of eq. (10-62) can be evaluated by substitution. It does not converge rapidly and so a number of terms must be used. This evaluation is shown below.

$$
\begin{array}{rlrl}
v=2 \pi=6.2832 & \log _{10} v & =0.79818 \\
2 \cdot 2!=4 & \log _{10} v^{2} & =1.59636 \\
\log _{20} 2 \cdot 2! & =0.60206 \\
\log _{10} \frac{v^{2}}{2 \cdot 2!}=.99430 & \frac{v^{2}}{2 \cdot 2!} & =9.870
\end{array}
$$

The other terms are found in a similar manner. Using eight terms, the sum of the positive terms is 26.878 and the sum of the negative terms is 24.441 . Therefore

$$
\begin{equation*}
\int_{0}^{\pi / 2} \frac{\cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta} d \theta=0.6093 \tag{10-63}
\end{equation*}
$$

It is also possible to integrate such a function as

$$
\int_{0}^{\pi / 2} \frac{\cos ^{2}\left(\frac{\pi}{2} \cos 0\right)}{\sin 0} d \theta
$$

graphically or by Simpson's or the trapezoidal rule. For example by the trapezoidal rule if $\theta$ is taken in increments of $5^{0}$, then the following table is constructed:

| $\theta$ in degrecs 0 | 5 | 10 | 15 | 20 | 25 | 30 | 35 | 40 | 45 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\cos ^{2}\left(\frac{\pi}{2} \cos 0\right)$ | 0 | . 003 | . 011 | . C 28 | . 050 | . 686 | . 138 | . 201 | . 280 |
| 0 in degrees | 50 | 55 | 60 | 65 | 70 | 75 | 83 | 85 | 03 |
| $\frac{\cos ^{2}\left(\frac{\pi}{2} \cos 0\right)}{\sin \theta}$ | . 260 | . 468 | . 578 | .C53 | . 788 | . 275 | . 942 | . 080 | 1.03 |

Now

$$
\left.\begin{array}{rl}
\int_{0}^{\pi / 2} \frac{\cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta} d \theta & =\frac{\pi}{2} \times \frac{1}{18}\left[\frac{1.000+0}{2}+\sum_{\theta=5^{\circ}}^{\theta=85^{\circ} \cos ^{2}\left(\frac{\pi}{2} \cos \theta\right)}\right. \\
\sin \theta
\end{array}\right]
$$

This method of numerical integration shows that in a given antenna problem, if the current distribution is known, the radiation resistance may always be found by straightforward methods, although the integration may be tedious. The power radiated through the semispherical surface is obtained by inserting the value of the integral in (61). Then

$$
\text { Radiated power }=\frac{0.609 \eta I_{m}{ }^{2}}{4 \pi}
$$

In this expression $I_{m}$ is peak current. In terms of effective current the radiated power would be

$$
\begin{align*}
\text { Radiated power } & =\frac{0.609{ }_{\eta} I^{2}{ }_{m \text { (off) }}}{2 \pi} \\
& =36.5 I^{{ }^{2}(\text { off })} \tag{10-64}
\end{align*}
$$

Therefore the radiation resistance of a quarter-wave monopole antenna is $\mathbf{3 6 . 5}$ ohms.

For the half-wave dipole antenna in free space, power would be radiated through a complete spherical surface. Therefore, for the same current the power radiated would be twice as much, and the radiation resistance for the half-wave dipole is

$$
R_{\mathrm{rad}}=73 \mathrm{ohms}
$$

Problem 5. Derive the exprossion for the radiation term of the electric field of a half-wave dipole [cq. (10-60)] without the use of the vector potential; that is, by adding directly the (distant) fields owing to the current elements.

Problem 6. Derive the general expression corresponding to eq. (59) for the (distant) electric field of a dipole antenna of any half-length $H$. It is

$$
E_{\theta}=\frac{j 60 I_{m} c^{-j B r_{0}}}{r_{0}}\left[\frac{\cos (3 I I \cos \theta)-\cos \beta H}{\sin \theta}\right]
$$

Problem 7. Write the expression for the power radiated through a spherical surface by the dipole of half-length $H$.
10.07 Sine Integral and Cosine Integral. The series of eq. (62) that resulted from the integral

$$
\int_{0}^{x} \frac{1-\cos v}{v} d v
$$

has been evaluated and can be found in tables. It is designated as $S_{1}(x)$. This series also occurs in the integral

$$
\begin{equation*}
\operatorname{Ci}(x)=-\int_{x}^{\infty} \frac{\cos v}{v} d v \tag{10-65}
\end{equation*}
$$

This latter integral is called the cosine integral of $x$, and is abbreviated as shown. A companion integral defined by

$$
\begin{equation*}
\operatorname{Si}(x)=\int_{0}^{x} \frac{\sin v}{v} d v \tag{10-66}
\end{equation*}
$$

is known as the sine integral of $x$.
The cosine integral of $x$ is related to $S_{1}(x)$ by

$$
\mathrm{Ci}(x)=\ln x+C-S_{1}(x)
$$

where $C=0.5772157$ is Euler's constant, and

$$
\begin{equation*}
S_{1}(x)=\int_{0}^{x} \frac{1^{-}-\cos v}{v} d v=\left(\frac{x^{2}}{2 \cdot 2!}-\frac{x^{4}}{4 \cdot 4!}+\frac{x^{6}}{6 \cdot 6!}-+\cdots\right) \tag{10-67}
\end{equation*}
$$

These integrals occur frequently in radiation problems. They have been studied extensively, and tables giving their values may be found in several books.*

Problem 8. Integrate the expression of problem 7 and show that the general expression for the radiation resistance of a dipole of half-length $H$ is $R_{\text {rad }}=30\left\{S_{1}(b)-\left[S_{1}(2 b)-S_{1}(b)\right] \cos b+\left[S_{1}(2 b)-S i(b)\right] \sin b\right.$
where

$$
\left.b=2 \beta H \quad+[1+\cos b] S_{1}(b)-\sin b \operatorname{Si}(b)\right\}
$$

10.08 Electromagnetic Field Close to an Antenna. In section (10.06) and problem 6 expressions for the radiation or distant fields

[^28]of an antenna were derived. For some purposes, for example to determine the mutual impedance between antennas, it is necessary to know the electric and magnetic intensities in the neighborhood of the antenna. In this region the field is often called the near field, in contrast to the distant or radiation field. Because the near field will include induction and electric as well as radiation fields, it can be expected to be more complex than the distant field. The answer of most interest will be the component of electric intensity parallel to the antenna, that is $E_{z}$. For this reason it is convenient to use a cylindrical co-ordinate system, or actually, a combination of cylindrical, spherical, and rec-


Fig. 10-9. Geometry for fields near the antenna. tangular co-ordinate systems. This is shown in Fig. 10-9, where the antenna is assumed to extend along the $z$ axis. In this figure the following relations will hold:

$$
\begin{aligned}
r & =\sqrt{(z-h)^{2}+y^{2}} \\
r_{1} & =\sqrt{(z-H)^{2}+y^{2}} \\
r_{2} & =\sqrt{(z+H)^{2}+y^{2}} \\
r_{0} & =\sqrt{z^{2}+y^{2}}
\end{aligned}
$$

The co-ordinates of the point $P$ are ( $\rho, \phi, z$ ) in cylindrical co-ordinates (or $r_{0}, \theta, \phi$ in spherical co-ordinates). However, because of symmetry, there are no variations in the $\phi$ direction and so, without loss of generality, the point $P$ may be located in the $y-z$ plane ( $\phi=90^{\circ}$ plane). In this case $\rho=y$, and the distances from various points along the antenna will be as indicated in the figure.

Again assuming a sinusoidal distribution of current, the antenna current will be

$$
\begin{array}{ll}
I=I_{m} \sin \beta(H-h) & h>0 \\
I=I_{m} \sin \beta(H+h) & h<0
\end{array}
$$

where again the exponential time factor $e^{j \omega t}$ has been dropped. The expression for vector potential at the point $P$ will be

$$
A_{z}=\frac{I_{m}}{4 \pi}\left[\int_{0}^{H} \frac{\sin \beta(H-h) e^{-i \beta r}}{r} d h+\int_{-H}^{0} \frac{\sin \beta(H+h) e^{-i \beta r}}{r} d h\right]
$$

Replacing $\sin \beta(H-h)$ with

$$
\frac{e^{i \beta(H-h)}-e^{-j \beta(H-h)}}{2 j}
$$

and using a corresponding expression for $\sin \beta(H+h)$, there results

$$
\begin{align*}
A_{z}=\frac{I_{m}}{8 \pi j} & {\left[e^{i \beta H} \int_{0}^{H} \frac{e^{-j \beta(r+h)}}{r} d h-e^{-j \beta H} \int_{0}^{H} \frac{e^{-j \beta(r-h)}}{r} d h\right.} \\
& \left.+e^{i \beta H} \int_{-H}^{0} \frac{e^{-j \beta(r-h)}}{r} d h-e^{-j \xi H} \int_{-H}^{0} \frac{e^{-j \beta(r+h)}}{r} d h\right] \tag{10-68}
\end{align*}
$$

In cylindrical co-ordinates the magnetic intensity at the point $P$ will be given by

$$
H_{\phi}=\operatorname{curl}_{\phi} \mathbf{A}=-\frac{\partial A_{z}}{\partial \rho}
$$

With the point $P$ in the $y-z$ plane, this can be written as

$$
\begin{gather*}
H_{\phi}=-I I_{x}=-\frac{\partial A_{g}}{\partial y} \\
H_{\phi}=-\frac{I_{m}}{8 \pi j}\left[e^{j \beta H} \int_{0}^{H} \frac{\partial}{\partial y}\left(\frac{e^{-j \beta(r+h)}}{r}\right) d h-e^{-j \beta H} \int^{H} \frac{\partial}{\partial y}\left(\frac{e^{-j \beta(r-h)}}{r}\right) d h\right. \\
\left.+e^{i \beta H} \int_{-H}^{0} \frac{\partial}{\partial y}\left(\frac{e^{-j \beta(r-h)}}{r}\right) d h-e^{-j \beta H} \int_{-H}^{0} \frac{\partial}{\partial y}\left(\frac{e^{-j \beta(r+h)}}{r}\right) d h\right](10-69) \tag{10-69}
\end{gather*}
$$

Consider the first term only,

$$
\begin{align*}
& e^{j \beta H} \int_{0}^{H} \frac{\partial}{\partial y}\left(\frac{e^{-i \beta(r+h)}}{r}\right) d h=e^{j \beta I I} \int_{0}^{I I} {\left[\frac{-j \beta y e^{-j \beta(r+h)}}{r^{2}}\right.} \\
&\left.-\frac{y e^{-j \beta(r+h)}}{r^{3}}\right] d h \tag{10-70}
\end{align*}
$$

The integrand turns out to be a perfect differential. Integrating gives

$$
\begin{aligned}
e^{j \beta H}\left[\frac{y e^{-j \beta(r+h)}}{r(r+h-z)}\right]_{h=0}^{h}=H & =y e^{j \beta H}\left[\frac{e^{-j \beta\left(r_{1}+H\right)}}{r_{1}\left(r_{1}+H-z\right)}-\frac{e^{-j \beta r_{0}}}{r_{0}\left(r_{0}-z\right)}\right] \\
& =y \varepsilon^{i \beta H}\left[\frac{\left(r_{1}-I I+z\right) e^{-j \beta\left(r_{1}+H\right)}}{r_{2}\left[r_{2}{ }^{2}-(H-z)^{2}\right]}-\frac{\left(r_{0}+z\right) e^{-j \beta r_{0}}}{r_{0}\left(r_{0}{ }^{2}-z^{2}\right)}\right]
\end{aligned}
$$

But

$$
r_{1}^{2}-(H-z)^{2}=r_{0}^{2}-z^{2}=y^{2}
$$

so that the first term becomes

$$
\frac{e^{i \beta r t}}{y}\left[\left(1-\frac{I I-z}{r_{1}}\right) e^{-i \beta\left(r_{1}+H\right)}-\left(1+\frac{z}{r_{0}}\right) e^{-i \beta r_{0}}\right]
$$

Similarly the second, third, and fourth terms of equation (10-69) are

$$
\begin{aligned}
& \frac{e^{-j \beta I}}{y}\left[\left(1+\frac{I I-z}{r_{1}}\right) e^{-j \beta\left(r_{2}-H\right)}-\left(1-\frac{z}{r_{0}}\right) e^{-j r_{0}}\right] \\
& \frac{e^{j \beta H}}{y}\left[\left(1-\frac{I I+z}{r_{2}}\right) e^{-j \beta\left(r_{3}+H\right)}-\left(1-\frac{z}{r_{0}}\right) e^{-j \beta r_{0}}\right] \\
& \frac{e^{-\beta \beta I I}}{y}\left[\left(1+\frac{I I+z}{r_{2}}\right) e^{-j \beta\left(r_{2}-H\right)}-\left(1+\frac{z}{r_{0}}\right) e^{-j i r_{0}}\right]
\end{aligned}
$$

Adding these four terms, the magnetic field strength can be obtained. It is

$$
\begin{equation*}
H_{\phi}=-\frac{I_{m}}{4 \pi j}\left(\frac{e^{-j \beta r_{2}}}{y}+\frac{e^{-j \beta r_{2}}}{y}-\frac{2 \cos \beta H e^{-i j r_{0}}}{y}\right) \tag{10-71}
\end{equation*}
$$

The electric field can be obtained from the magnetic field by recalling that in free space

$$
\operatorname{curl} H=\epsilon \dot{E}
$$

so that

$$
E=\frac{1}{j \omega \epsilon} \operatorname{curl} H
$$

In the $x=0$ plane

$$
\begin{aligned}
& E_{z}=\frac{1}{j \omega \epsilon}\left(\operatorname{curl} H_{\phi}\right)_{v}=\frac{1}{j \omega \epsilon y} \frac{\partial}{\partial y}\left(y H_{\phi}\right) \\
& E_{y}=\frac{1}{j \omega \epsilon}\left(\operatorname{curl} H_{\phi}\right)_{y}=-\frac{1}{j \omega \epsilon} \frac{\partial}{\partial z}\left(H_{\phi}\right)
\end{aligned}
$$

Substituting the expression for $H_{\phi}$ in these equations gives

$$
E_{s}=\frac{-j \beta I_{m}}{4 \pi \omega \epsilon y}\left(\frac{y e^{-j \beta r_{2}}}{r_{1}}+\frac{y e^{-j \beta r_{2}}}{r_{2}}-2 \cos \beta H \frac{y e^{-i \xi r_{0}}}{r_{0}}\right)
$$

which reduces to

$$
\begin{equation*}
E_{z}=-j 30 I_{m}\left(\frac{e^{-j \beta r_{2}}}{r_{1}}+\frac{e^{-j \beta r_{3}}}{r_{2}}-2 \cos \beta I I \frac{e^{-j i r_{0}}}{r_{0}}\right) \tag{10-72}
\end{equation*}
$$

Similarly,
$E_{y}=j 30 I_{m}$

$$
\begin{equation*}
\left(\frac{z-I I}{y} \cdot \frac{e^{-j j r_{2}}}{r_{1}}+\frac{z+I I}{y} \cdot \frac{e^{-j 3 r_{2}}}{r_{2}}-\frac{2 z \cos \beta H}{y} \frac{e^{-j \beta r_{0}}}{r_{0}}\right) \tag{10-73}
\end{equation*}
$$

and rewriting the expression for magnetic intensity

$$
\begin{equation*}
H_{\phi}=\frac{j 30 I_{m}}{\eta y}\left(e^{-j \beta r_{1}}+e^{-j \beta r_{2}}-2 \cos \beta H e^{-j \beta r_{0}}\right) \tag{10-74}
\end{equation*}
$$

Equations (72), (73), and (74) give the electric and magnetic intensities both near to and far from an antenna carrying a sinusoidal current distribution. It is quite remarkable that something so complex as the electromagnetic field close to an antenna should be expressible by such simple relations. The secret of this result lies in the integral of eq. (70), the integrand of which turned out to be a perfect differential. This happy circumstance occurred only because the current distribution was stipulated to be sinusoidal (although it also occurs for an unattenuated traveling-wave distribution, two of which can be combined to give the sinusoidal distribution). The result becomes even more remarkable when the expression for the important parallel component $E_{z}$ is considered and interpreted. Examining eq. (72), it is seen that the first term represents a spherical wave originating at the top of the antenna. The numerator is the phase factor ( $e^{j \omega t}$ is understood) and the denominator is the inverse-distance factor. Similarly, the second term represents a spherical wave of equal amplitude originating at the other end of the antenna, or, in the case of a monopole antenna on a reflecting plane, at the image point of the top of the antenna. Finally, the third term represents a wave originating at the center of the antenna (at the base in the case of a monopole antenna). The amplitude of this latter wave depends upon the antenna half-length $H$. It is zero for $H=\lambda / 4$, that is, for a halfwave dipole or quarter-wave monopole. The sources of the spherical waves represented by the terms of eq. (72) are isotropic, that is they radiate uniformly in all directions, as is the case, for example, for a point source of sound. If a point source of sound is situated above a perfect (acoustic) reflecting plane, an equal image source is automatically obtained. Thus it is seen that the pressure field of a single, point source of sound located one-quarter wavelength above a reflecting plane will give a true representation of both magnitude and phase of the parallel component of electric intensity about a quarter-wave monopole or half-wave dipole carrying a sinusoidally distributed current. Antennas of other lengths may be represented by two point sources. This fact has
been used* to give experimental data from which the (electrical) mutual impedance between antennas can be computed.

Equations (72) and (73) can be used to calculate the parallel and normal components of electric intensity in the immediate neighborhood of an antenna. Figures $10-10$ and $10-11$ show the calculated values $\dagger$ of the components of E at the surface of a halfwave dipole for the assumed sinusoidal current distribution. Fig-


Fig. 10-10. In-phase and quadrature terms of parallel component of electric intensity along a half-wave dipole. (Calculated for a number 4 wire at 20 mc carrying an assumed sinusoidal current distribution.)
ure 10-10 shows the relative magnitudes of the in-phase and quadrature terms of $E_{\mathrm{z}}$, the parallel components of E. Figure 10-11 compares the relative magnitudes of the quadrature terms of parallel and perpendicular components of $\mathbf{E}$. It is seen that except very near the ends of the antenna the normal component is very large compared with the parallel component.

Problem 9. Verify that

$$
\int\left[\frac{-j \beta y e^{-j \beta(r+h)}}{r^{2}}-\frac{y e^{-j \beta(r+h)}}{r^{3}}\right] d h=\frac{y e^{-j \beta(r+h)}}{r(r+h-z)}
$$

where $r, h, z$, and $y$ are as indicated in Fig. 10-9.

- E. C. Jordan and W. L. Everitt, "Acoustic Models of Radio Antennas," Proc. IRE, 29, 4, 186 (1941).
$\dagger$ P. S. Carter, "Circuit Relations in Radiating Systems," Proc. IRE, 20, 6, 1004 (1932).
10.09 Network and Antenna Theorems. In ordinary circuit theory certain network theorems have proven very useful in simplifying the solution of many problems. The validity of these theorems is based upon the linearity and/or the bilaterialism of the networks. In electromagnetic field theory the solution of any antenna problem can be obtained (at least in theory) by application of Maxwell's equations and the appropriate boundary conditions. The field equations themselves are linear and as long as the "con-


Fig. 10-11. Quadrature terms of both parallel and perpendicular components of electric intensity along a half-wave dipole. (Calculated for a number 4 wire at 20 mc carrying an assumed sinusoidal current distribution.)
stants" $\mu, \epsilon$, and $\sigma$ of the media involved are truly constant, that is, do not vary with the magnitude of the signal (linearity) nor with direction (bilateralism), the same theorems can be applied. The usefulness of such theorems in antenna work is evidenced by the fact that with their aid nearly all the properties of a receiving antenna can be deduced from the known transmitting properties of the same antenna. A few of these theorems that find most usefulness in antenna problems are the following:

Superposition Theorem. "In a network of generators and linear impedances, the current flowing at any point is the sum of the currents that would flow if each generator were considered separately,
all other generators being replaced at the time by impedances equal to their internal impedances."

This fundamental principle follows directly from the linearity of the field equations and Ohm's law. When an impedance or network of impedances is linear, a given increase of voltage produces an increase of current that is independent of the magnitude of the current aiready flowing. Therefore the effect of each generator can ke considered separately and independently of whether or not other generators are generating.

Thevenin's Theorem. "If an impedance $Z_{B}$ be connected between any two terminals of a linear network containing one or more generators, the current which flows through $Z_{R}$ will be the same as it would be if $Z_{R}$ were connected to a simple generator whose generated voltage is the open circuit voltage that appeared at the terminals in question and whose impedance is the impedance of the network looking back from the terminals, with all generators replaced by impedances equal to the internal impedances of these generators."

This thecrem follows from the principle of superposition. A proof of it can be found in any of the references on circuit theory.

Maximum Power Transfer Theorem. "An impedance connected to two terminals of a network will absorb maximum power from the network when the impedance is equal to the conjugate of the impedance seen looking back into the network from the two terminals."

Corollary: "The maximum power that can be absorbed from a network equals $V_{o c}{ }^{2} / 4 R$, where $V_{o s}$ is the open-circuit voltage at the output terminals and $R$ is the resistive component of the impedance looking back from the output terminals."

Compensation Theorem. "Any impedance in a network may be replaced by a generator of zero internal impedance, whose generated voltage at every instant is equal to the instantaneous potential difference that existed across the impedance because of the current flowing through it."

Reciprocity Theorem. "In any system composed of linear bilateral impedances, if an electromotive force $V$ is applied between any two terminals and the current $I$ is measured in any branch, the ratio of $V$ to $I$, called the transfer impedance, will be the same as the ratio of $V$ to $I$ obtained when the positions of generator and ammeter are interchanged."

In the above statement of this theorem the generator and ammeter are assumed to have zero impedance. It is readily shown that the theorem also holds if the generator and ammeter have impedances which are equal.* The reciprocity theorem is one of the most powerful theorems in both circuit and field theory. It was originally stated by Rayleigh in a form somewhat similar to the above. A generalized statement of the theorem, suitable for application to fields as well as circuits, has been made and proven by Carson. $\dagger$

Generalized Reciprocal Theorem. "Let a distribution of impressed periodic electric intensity $\mathrm{E}^{\prime}=\mathrm{E}^{\prime}(x, y, z)$, produce a corresponding distribution of current intensity $i^{\prime}=i^{\prime}(x, y, z)$, and let a second distribution of equiperiodic impressed electric intensity $\mathrm{E}^{\prime \prime}=\mathrm{E}^{\prime \prime}(x, y, z)$ produce a second distribution of current density $i^{\prime \prime}=i^{\prime \prime}(x, y, z)$, then

$$
\begin{equation*}
\int_{\mathrm{vol}}\left(\mathrm{E}^{\prime} \cdot i^{\prime \prime}\right) d V=\int_{\mathrm{vol}}\left(\mathrm{E}^{\prime \prime} \cdot i^{\prime}\right) d V \tag{10-75}
\end{equation*}
$$

the volume integration being extended over all conducting and


Fig. 10-12 dielectric media." E and $i$ are vectors and $\mathrm{E} \cdot \boldsymbol{i}$ denotes the scalar product. This statement of the theorem was derived from Maxwell's equations and the only restriction is that magnetic matter be excluded (that is $\mu=\mu_{v}$ ). The statement for networks is a particular case of this more general statement and can be derived from it.
Consider the application of this general theorem to the simple problem of two antennas (1) and (2) far removed from other conducting bodies (Fig. 10-12). Assume a voltage $V_{1}^{\prime}$ to be applied

[^29]at the terminals of (1), as a result of which a current $I_{2}{ }^{\prime}$ flows in the zero impedance ammeter connected between the terminals of (2). Then apply a voltage $V_{2}^{\prime \prime}$ at (2) and obtain a current $I_{1}{ }^{\prime \prime}$ at (1).

Now applying the general theorem, consider the term

$$
\int_{\mathrm{vol}} \mathrm{E}^{\prime} \cdot i^{\prime \prime} d V
$$

For perfectly conducting antennas, $E^{\prime}$ will be zero everywhere along the antennas, except between the terminals of (1) where the voltage $V_{1}$ is applied. Therefore the first integral reduces to

$$
\int_{\mathrm{vol}} \mathbf{E}^{\prime} \cdot i^{\prime \prime} d V=V_{1}^{\prime} I_{1}^{\prime \prime}
$$

Similarly the second integral becomes

$$
\int_{\mathrm{vol}} \mathrm{E}^{\prime \prime} \cdot i^{\prime} d V=V_{2}^{\prime \prime} I_{2}^{\prime}
$$

Thus the general statement reduces to
or

$$
\begin{align*}
V_{1}^{\prime} I_{1}^{\prime \prime} & =V_{2}{ }^{\prime \prime} I_{2}^{\prime} \\
\frac{V_{1}^{\prime}}{I_{2}^{\prime}} & =\frac{V_{2}^{\prime \prime}}{I_{1}^{\prime \prime}} \tag{10-76}
\end{align*}
$$

which is the simple statement for networks.
The reciprocity theorem has proven a powerful and useful tool in circuit and field theory, and many corollary statements have been derived from it. Some of these corollaries, especially those concerning reciprocity of powers, have been derived under special conditions. If applied in circumstances where these special conditions are violated, the corollary statements may break down. The reciprocity theorem itself, in the form of eqs. (75) or (76) is perfectly general, and always gives the correct answer as long as only linear bilateral circuits or media are involved.

Antenna Theorems. From the above theorems can be deduced several very useful antenna theorems, relating the properties of transmitting and receiving antennas. So far, most of the analysis has been concerned with transmitting antennas for which the assumption of sinusoidal current distribution is known to yield results of usable accuracy. On the other hand, for antennas excited as receiving antennas, the current distribution varies with the direction of arrival of the received field and is not even approximately
sinuzoidal, except for the resonant lengths (half-wave dipole, etc.). This being the case; it is by no means obvious that the directional and impedance properties of an antenna should be identical fcr the transmitting and receiving conditions. Because, in the general case, the current distribution is not sinusoidal for the receiving antenna, direct computation of its properties is usually a relatively complicated problem. The following theorems make it possible to infer the properties of a receiving antenna from its properties as a transmitting antenna, and vice versa.


Fia. 10-13
Lquality of Directional Patterns. "The directional pattern of a receiving antenna is identical with its directional pattern as a transmitting antenna."

Proof: This theorem results directly from an application of the reciprocity theorem. The directional pattern of a transmitting antenna is the polar characteristic that indicates the intensity of the radiated field at a fixed distance in different directions in space. The directional pattern of a receiving antenna is the polar characteristic that indicates the response of the antenna to unit field intensity from different directions. The pattern as a transmitting antenna could be measured as indicated in Fig. (10-13) by means of a short exploring dipole moved about on the surface of a large sphere centered at the antenna under test. (The exploring dipole is always oriented so as to be perpendicular to the radius vector and in the plane containing the electric vector). $\Lambda$ voltage $V$ is applied to the test antenna, and the current $I$ flowing in the short dipole
antenna will be a measure of the electric field at the position of the dipole antenna. If then the voltage $V$ is applied to the dipole and the test antenna current is measured, the receiving pattern of the test antenna can be obtained. But by the reciprocity theorem, for every location of the probe antenna, the ratio of $V$ to $I$ is the same as before. Therefore the radiation pattern as a receiving antenna will be identical with the pattern as a transmitting antenna.

When the test antenna radiates an elliptically polarized wave, that is, when the radiated electric intensity has two components, $E_{\theta}$ and $E_{\phi}$, that are not in time phase, the radiation patterns for the $\theta$ polarization and $\phi$ polarization are shown separately. The


Fia. 10-14
pattern for the particular polarization specified is obtained by keeping the exploring dipole parallel to that polarization. It follows as before that for each of the polarizations the radiation patterns for transmitting and receiving will be the same.

Equivalence of Transmitting and Receiving Antenna Impedances. "The impedance of an antenna referred to a given pair of terminals is independent of the method of excitation. In particular, the antenna impedance for receiving is the same as for transmitting."
Proof: This theorem follows directly from the principle of superposition. Consider the antenna of Fig. 10-14 connected in series with an impedance $Z_{2}$ and excited as a receiving antenna (a), a transmitting antenna (b), or both ( $心$ ). д́s a receiving antenna (a), a field E is assumed c . in incident upon the antenna, and a current $I_{n}$ flows through the load impedance $Z_{L}$, and the shorting
link connecting terminals $a-b$. Applying Thevenin's theorem, the value of $I_{R}$ will be

$$
I_{R}=\frac{V_{\infty}}{Z_{r}+Z_{L}}
$$

where $V_{o c}$ is the open-circuit voltage at $a-b$ and $Z_{r}$ is the antenna impedance for the receiving condition.

Now insert at terminals $a-b$ an opposing voltage $V$ such that

$$
V=-V_{\infty}
$$

This will reduce the current through $Z_{L}$ and at $a-b$ to zero (Fig. 10-14c).

Finally remove the exciting field $\mathbf{E}$, but continue to apply the voltage $V$ at $a-b$. The current $I_{t}$, which now flows, will be given by

$$
I_{t}=\frac{V}{Z_{t}+Z_{L}}
$$

where $Z_{t}$ is the antenna impedance for the transmitting condition.
By the principle of superposition the current which flows when both excitations are applied simultaneously is the sum of the currents which flow when the excitations are applied separately. In this case the sum of the currents is zero, that is
or

$$
\begin{gathered}
I_{R}+I_{t}=0 \\
I_{R}=-I_{t}
\end{gathered}
$$

From this it follows that

$$
\begin{equation*}
\frac{V_{\infty}}{Z_{r}+Z_{L}}=-\frac{V}{Z_{t}+Z_{L}} \tag{10-77}
\end{equation*}
$$

and since $V=-V_{\infty}$, the only way (77) can be satisfied is to have

$$
\begin{equation*}
Z_{r}=Z_{\iota}=Z_{a} \tag{10-78}
\end{equation*}
$$

Thus the impedance of an antenna is the same, whether it be used as a transmitting antenna or as a receiving antenna. The relation (78) will hold whatever may be the value of $Z_{L}$. In actual operation $Z_{L}$ would be the load impedance in the receiving case and the generator impedance in the transmitting case.

In the discussion above, no restriction was put upon the exciting field E . It could be obtained as the result field owing to any
number and combination of radiators. However, it is necessary for these radiators to be distant radiators; otherwise the impedance $Z_{r}$ or $Z_{t}$ will not represent the self-impedance of the antenna. If the radiators producing the excitation E are sufficiently close that the mutual impedance between them and the antenna being considered is not negligible (compared with the impedance of this antenna) then $Z_{r}$ will actually be the self-impedance of the antenna plus the impedance coupled-in owing to the presence of the other antennas. However, even under these conditions the relation $Z_{r}=Z_{t}$ will hold if in the transmitting case the radiators that produced E are left in position and connected to impedances equal to the impedances of the generators that excited them.


Fig. 10-15
Equality of Effective Lengths. The effective length, $l_{\text {eff }}$, of an antenna is a term used to indicate the effectiveness of the antenna as a radiator or collector of electromagnetic energy. The significance of the term as applied to transmitting antennas is illustrated in Fig. 10-15. The effective length of a transmitting antenna is that length of an equivalent linear antenna that has a current $I(0)$ at all points along its length and that radiates the same field intensity as the actual antenna in the direction perpendicular to its length. $I(0)$ is the current at the terminals of the actual antenna. That is, for transmitting
or

$$
\begin{align*}
& I(0) l_{\mathrm{eff}}(\text { trans })=\int_{-L / 2}^{+L / 2} I d l \\
& l_{\mathrm{eff}}(\text { trans })=\frac{1}{I(0)} \int_{-L / 2}^{+L / 2} I d l \tag{10-79}
\end{align*}
$$

The effective length of a receiving antenna is defined in terms of the open-circuit voltage developed at the terminals of the antenna for a given received field intensity E. That is, for receiving

$$
\begin{equation*}
l_{\mathrm{eff}}(\mathrm{rec})=\frac{V_{\infty}}{E} \tag{10-80}
\end{equation*}
$$

where $V_{\infty}$ is the open-circuit voltage produced at the terminale of the antenna because of a uniform exciting field $E$ volts per meter parallel to the antenna.

Using the reciprocity theorem it is readily shown that these two definitions yield the same value of effective length for a given

(a)

(b)
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antenna. First consider the transmitting antenna case (Fig. 10-16a). A voltage $V$ applied at the terminals produces a current $I(0)=V / Z_{a}$ at the terminals and a current $I(z)$ at any point $z$ along the antenna. $Z_{a}$ is the antenna impedance measured at the terminals.

Next consider the same antenna as a receiving antenna (Fig. $10-16 \mathrm{~b}$ ) where an exciting field $E$ is parallel to the vertical portion of the antenna. In each elemental length $d z$ there will be induced a voltage $E d z$. Now by the reciprocity theorem a voltage $E d z$ at $z$ will produce a current at the terminals (with terminals shortcircuited) of amount

$$
d I=\frac{E d z}{V} I(z)
$$

The total current at the short-circuited terminals due to all the induced voltages $E d z$ along the antenna will be

$$
\begin{aligned}
I_{\infty} & =\int \frac{E d z}{V} I(z) \\
& =\frac{E}{V} \int I(z) d z
\end{aligned}
$$

since $E$ is uniform along the antenna. The open-circuit voltage at the base due to this induced voltage will be

$$
\begin{aligned}
V_{\infty} & =I_{\mathrm{so}} Z_{a} \\
& =\frac{E Z Z_{a}}{\bar{V}} \int I(z) d z
\end{aligned}
$$

But

$$
\frac{V}{Z_{a}}=I(0)
$$

Therefore

$$
\frac{V_{\infty}}{E^{\prime}}=\frac{1}{I(0)} \int I(z) d z=l_{\text {eff }}(\text { trans })
$$

Therefore $l_{\text {effr }}($ rec $)=l_{\text {eff }}$ (trans). That is, the effective length of an antenna for receiving is equal to its effective length as a transmitting antenna.

At low and medium frequencies the antenna usually consists of a vertical radiator (with or without top-loading), fed against ground. Under these conditions the "image" forms half of the antenna system, and it becomes convenient to speak of the halflength of the antenna system. In this terminology a vertical antenna a quarter-wavelength high has a half-length of $\lambda / 4$. Its effective half-length* is the length of linear antenna, also fed against ground, that will produce the same field intensity $\mathbf{E}$ when carrying a current $I(0)$ at all points along its length. The effective halflength of a quarter-wave vertical antenna with a sinusoidal current distribution is $2 / \pi \times \lambda / 4=\lambda / 2 \pi$. A curve of effective length $v s$. length for straight radiators having the sinusoidal current distribution is plotted in Fig. 10-17.

* This was originally termed the effective height of the ground-based antenna, but this usage has been discontinued because of confusion with the height above the ground of elevated antennas. The effective height of an (elevated) antenna is now defined as the height of its center of radiation above the effective ground level.

Generalized Effective Length. As ordinarily used, the effective length of an antenna is a measure of the effectiveness of the antenna as a radiator or receptor in directions perpendicular to its axis. However, the term can be generalized to give a measure of radiated field intensity in any direction, and in this case the effective length of an antenna will be a function of direction ( $\theta$ and $\phi$ ). The equivalent linear antenna, having the constant current $I(0)$ along its length, is always oriented to be perpendicular to the direction


Fig. 10-17. Effective length vs. length for dipole antennas.
being considered. (It lies in the plane containing E and the radius vector.) In the most general case the radiated field intensity from an actual antenna may be elliptically polarized. This can be handled by specifying separately the effective lengths of the antenna for two components of the electric intensity E ; for example, an effective length $l^{\theta}$ eff for the $\theta$ component and $l^{\phi}$ eff for the $\phi$ component. Since the $\theta$ and $\phi$ components of $E$ will, in general, not have the same time phase, the resultant generalized effective length $l_{\text {eff }}^{\prime}$ will be a complex vector. That is

$$
\begin{equation*}
1_{\mathrm{fff}}^{\prime}=\mathfrak{u}_{\theta} l^{l_{\text {eff }}}+K u_{\phi} l^{l{ }_{\mathrm{off}}} \tag{10-81}
\end{equation*}
$$

where $K$ is a unit complex number, and $l^{\theta}{ }_{\text {off }}$ and $l^{\phi_{\text {off }}}$ are functions (usually different) of $\theta$ and $\phi$. Using the reciprocity theorem it is easy to show that this generalized effective length will be the same for receiving as transmitting.

The problem of elliptical polarization will be considered further in sec. (12.12).

Field Intensity in Terms of Effective Length. A current I amperes flowing in an elemental length $d l$ produces a radiation field intensity at a distance $r$ meters in a direction normal to the current element of amount

$$
E=\frac{60 \pi I d l}{r \lambda} \quad \text { volts } / \text { meter }
$$

Therefore the field intensity produced by an antenna having an effective length $l_{\text {eff }}$ will be

$$
\begin{equation*}
E=\frac{60 \pi I(0) l_{\mathrm{fff}}}{r \lambda} \quad \text { volts } / \text { meter } \tag{10-82}
\end{equation*}
$$

where $I(0)$ is the current at the terminals. If the generalized effective length is used in expression (82), the radiation field will be completely specified in all directions. Conversely, if the field intensity $E$ is known, the effective length is given in terms of $E$ by

$$
\begin{equation*}
l_{\mathrm{eff}}=\frac{r \lambda E}{60 \pi I(0)} \tag{10-83}
\end{equation*}
$$

From eq. (82) it is seen that the effective length of an antenna gives the field intensity $E$ at a given distance for a given current flowing at the antenna terminals (or some other specified reference point). However, no indication is given of the power required to produce the field intensity. A term that can be used to specify the field intensity at a given distance (and therefore the power radiated per unit solid angle in that direction) for a given total power is antenna gain. The gain of an antenna will be considered in chap. 12.

## ADDITIONAL PROBLEMS

10. (a) Using the reciprocity principle, show that the current at the center of a half-wave dipole is

$$
I=\frac{\lambda E}{\pi Z_{a}}
$$

when excited by a uniform feld $E$ paraliei to the antenna and when the terminals are short-circuited. $Z_{a}$ is the antenna impedance measured at the terminals. Assume that the current distribution as a transmitting antenna is sinusoidal, that is $I(z)=I_{m} \sin \beta(I I-|z|)=I_{m} \cos \beta z$ (for the half-wave dipole).
(b) Under the same conditions what will be the open-circuit voltage at the antenna terminals? How much current would flow in a load impedance $Z_{L}$ connected to those terminals?
11. If the dipole receiving antenna of problem 10 has any length $L=2 I I$, show that the short-circuit current at the terminals would be

$$
I=\frac{L \lambda(1-\cos \beta H)}{Z_{\mathrm{a}} \pi \sin \beta H}
$$

Assume that, as a transmitting antenna, the current distribution would be sinusoidal, i.e.,

$$
I(z)=I_{m} \sin \rho(I I-|z|)
$$

12. The current distribution in a half-wave dipole transmitting antenna is known to be nearly sinusoidal. The current distribution of a half-wave dipole receiving antenna is also nearly sinusoidal when the terminals are short-circuited. Using the superposition and compensation theorems, verify that the current distribution of the half-wave dipole as a receiving antenna must be approximately sinusoidal when the terminals are connected to any load impedance $Z_{L}$.
13. A half-wave dipole antenna is excited by a uniform electric field $\mathbf{E}$, which is parallel to a plane through the antenna, but which arrives from a polar angle $\theta$. (In problem $10, \theta$ was $90^{\circ}$.) Using the reciprocity principle, determine the expression for the short-circuit current. Do it two ways.

$$
\text { Answer: } I_{\mathrm{ac}}=\frac{\lambda E}{\pi Z_{a}} \frac{\cos \left(\frac{\pi}{2} \cos 0\right)}{\sin \theta}
$$

14. Assuming the sinusoidal current distribution

$$
I(\approx)=I_{m} \sin \beta(I I-|z|)
$$

derive the expression for the effective length of a dipole antenna of length $L=21 I$.

$$
A n s w c r: l_{\text {lff }}=\frac{\lambda(1-\cos \beta H)}{\pi \sin \beta H}
$$

15. (a) At what distance from a 60 -cycle ciscuit is the radiation field approximately equal to the induction feld?
(b) Approximately what are the relative amplitudes of the radiation, induction, and clectric fields at a distance of 1 wavelength from a Hertzian dipole?
16. (a) Show that the unattenuated radiation field at the surface of the earth of a quarter-wave monopole is given by the formula

$$
E=\frac{6.14}{r} \sqrt{W} \quad \mathrm{mv} / \mathrm{m} \text { effective }
$$

where $r$ is in miles and $W$ is the power radiated in watts. The unattenuated field is the value of field intensity that would exist if the earth were perfectly conducting.
(b) Derive the corresponding expression for a short monopole ( $H \ll \lambda$ ).
17. An "inverted $L$ " receiving antenna has vertical and horizontal legs which are both 10 meters long. The field intensity of the received wave is vertical and has a measured value of $1 \mathrm{mv} / \mathrm{m}$. Frequency is 1 mc . What is the open-circuit voltage at the base of the antenna? (Note: as a transmitting antenna the current distribution on an "inverted $L$ " is approximately sinusoidal, with the current node at the open end of the horizontal arm.)
18. A half-wave dipole is located parallel to and one-quarter wavelength from a plane metallic reflecting sheet. Sketch the lines of current flow in the sheet. (Suggestion: Use the image principle and the relation $\mathrm{J}=\mathrm{n} \times \mathbf{H}$.)
19. Short vertical monopole antennas that are suitably "top-loaded" with a capacitive load, have an essentially uniform current along their whole length. Set up the vector potential and derive an expression for the average value (in time) of the Poynting vector at large distances from such an antenna.
20. (a) Set up an expression for the vector potential due to a travelingwave current distribution

$$
\left[I(z)=I_{m} e^{-i \beta_{z}}\right]
$$

along a terminated wire antenna of length $L$.
(b) Show that the distant field of such an antenna is given by

$$
E_{\theta}=\frac{30 I_{m} \sin \theta}{r(1-\cos \theta)}[2-2 \cos \beta(1-\cos \theta) L]^{3 / 2}
$$

21. (a) A toroidal coil has a large number of closely wound turns on a core of high permeability so that at d-c virtually all of the magnetic flux is confined to the core (Fig. 10-18). When an alternating current flows in the winding, is there at the point $P$ (1) a value of vector potential $A$ ? (2) a value of magnetic intensity $H$ ? (3) a value of electric intensity E ?

Assuming a current of 1 amp at 60 cps through a 1000 -turn winding, and $\mu=1000 \mu_{0}$
(b) approximately what is the voltage around the path $s$ ?
(c) What is the order of magnitude of each of the vectors of parts (1), (2) and (3)?


FIa. 10-18. A toroidal coil on a high-permeability core.
22. It is possible to define a single function, called the Hertzian vector, from which both electric and magnetic intensities may be derived. This vector is

$$
Z=\int \mathbf{A} d t
$$

Using this function, show tha: :
(a) $E=-\mu \ddot{Z}+\frac{1}{\epsilon} \nabla(\nabla \cdot Z)$
(b) $\mathbf{H}=\nabla \times \dot{\mathbf{Z}}$
(c) $\nabla^{2} Z=\mu \in \ddot{Z}$ (in free space, where $\nabla \times \mathbf{H}=\mathbf{D}$ )
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## CHAPTER 11

## IMPEDANCE

## PART I

## Induced-EMF Method of Calculating Impedances

In ${ }^{\circ}$ chap. 10 the radiation resistance of an antenna was obtained by the Poynting vector method. In that method the distant or radiation field of the antenna was determined, and then the power radiated was computed by integrating the Poynting vector over a large spherical surface. The same method can be used to determine the total power radiated by an array of antennas, but it will give no information as to how much power is contributed by the individual elements of the array. Moreover, whereas the distant field determines the power radiated, and hence the radiation resistance of an antenna, the reactive power and reactance of an antenna are determined by the near fields in close to the antenna, and so the distant-field method cannot be used to obtain reactance.

These limitations are not present in an alternative method, which was developed for obtaining the radiation resistance of single antennas and then extended to obtain the impedance of antennas in a multi-element array. In this second method, which is known as the induced-emf method, the electric intensity produced at any point $P$ near or far from the antenna is first determined. Then, if the radiation resistance of a single antenna is required, the point $P$ is brought back to the surface of the antenna and the voltage induced in each element of length of the antenna is determined. The power required to produce the assumed current against the opposition of this induced voltage is computed for each element of length, and then the total power is obtained by integrating over the length of the antenna. This gives the total power required to erablish the assumed current against the self-induced emf and tence gives the power radiated by the antenna (ohmic losses are
neglected). From this the radiation resistance can be determined. The mutual impedance between antennas can be obtained in a similar manner by calculating the power required to drive the assumed current in one antenna against the voltage induced in it by current flow in a second antenna.

### 11.01 Radiation Resistance

 by the Induced-emf Method. The exact expressions for the electric intensity about the antenna of Fig. 11-1, which is assumed to have a sinusoidal current distribution, are given by eqs. (10-72) and (10-73). For

Fia. 11-1 the component of $E$ parallel to the axis of the antenna the expression is

$$
\begin{equation*}
E_{z}=30 I_{m}\left(\frac{-j e^{-j \beta r_{1}}}{r_{1}}+\frac{-j e^{-j \beta r_{2}}}{r_{2}}+\frac{2 j \cos \beta H e^{-j \beta r_{0}}}{r_{0}}\right) \tag{11-1}
\end{equation*}
$$

When the point $P$ is on the antenna:

$$
r_{0}=z \quad r_{1}=H-z \quad r_{2}=H+z
$$

The power required to produce the assumed current against the induced voltage will be

$$
\begin{equation*}
P=-1 / 2 \int_{0}^{I I}\left|E_{z}\right||I(z)| \cos \psi d z \tag{11-2}
\end{equation*}
$$

where $\left|E_{z}\right|$ and $|I(z)|$ are the magnitudes of $E_{z}$ and $I(z)$ and $\psi$ is the phase angle between them. In eq. (1) the factor $-j e^{-i \beta r_{1}}$ in the first term indicates that the electric intensity represented by this term lags the current $I_{m}$ by the angle $\left[(\pi / 2)+\beta r_{1}\right]$. The power factor for this term is then

$$
\cos \left(\frac{\pi}{2}+\beta r_{1}\right)=-\sin \beta r_{1}
$$

Similarly the power factor for the second and third terms is established and, remembering that $I(z)=I_{m} \sin \beta(H-z)$, the expres-
sion for power becomes

$$
\begin{align*}
P=15 I_{m}^{2} \int_{0}^{I I}[ & \frac{\sin \beta(H-z) \sin \beta(H-z)}{H-z} \\
& +\frac{\sin \beta(H-z) \sin \beta(H+z)}{H+z} \\
& \left.-\frac{2 \cos \beta H \sin \beta(H-z) \sin \beta z}{z}\right] d z \tag{11-3}
\end{align*}
$$

This expression can be integrated term by term. Consider the first term and let $u=\beta(H-z), d u=-\beta d z, d u / u=-d z /(H-z)$ so that when $z=0, u=\beta H$, and when $z=H, u=0$. Then

$$
\begin{aligned}
& \int_{0}^{H} \frac{\sin \beta(H-z) \sin \beta(H-z)}{H-z} d z=-\int_{\beta H}^{0} \frac{\sin ^{2} u}{u} d u \\
&=\frac{1}{2} \int_{0}^{2 \beta H} \frac{1-\cos (2 u)}{(2 u)} d(2 u)=\frac{1}{2} S_{1}(2 \beta H)
\end{aligned}
$$

where the function $S_{1}(x)$ is defined by eq. (10-67).
To integrate the second term of eq. (3) let

$$
\begin{aligned}
& \quad w=2 \beta(H+z) \quad d w=2 \beta d z \quad 2 \beta z=w-2 \beta H \\
& \text { Then } \int_{0}^{H} \frac{\sin \beta(H-z) \sin \beta(H+z)}{H+z} d z \\
& =\frac{1}{2} \int_{0}^{H} \frac{\cos 2 \beta z-\cos 2 \beta H}{(H+z)} d z \\
& =-\frac{1}{2} \int_{2 \beta H}^{4 \beta H} \frac{\cos 2 \beta H-\cos (w-2 \beta H)}{w} d w \\
& =-\frac{1}{2} \int_{2 \beta H}^{4 \beta H} \frac{\cos 2 \beta H(1-\cos w)-\sin w \sin 2 \beta H}{w} d w \\
& =-\frac{1}{2} \cos 2 \beta H \int_{2 \beta H}^{4 \beta H} \frac{1-\cos w}{w} d w+\frac{1}{2} \sin 2 \beta H \int_{2 \beta H}^{4 \beta H} \frac{\sin w}{w} d w \\
& =-\frac{1}{2} \cos 2 \beta H\left(\int_{0}^{4 \beta H} \frac{1-\cos w}{w} d w-\int_{0}^{2 \beta H} \frac{1-\cos w}{w} d w\right) \\
& +\frac{1}{2} \sin 2 \beta H\left(\int_{0}^{4 \beta H} \frac{\sin w}{w} d w-\int_{0}^{2 \beta H} \frac{\sin w}{w} d w\right) \\
& =-\frac{1}{2} \cos 2 \beta H\left[S_{1}(4 \beta H)-S_{1}(2 \beta H)\right]+\frac{1}{2} \sin 2 \beta H[\operatorname{Si}(4 \beta H)-\operatorname{Si}(2 \beta H)]
\end{aligned}
$$

where $\mathrm{Si}(x)$ is the sine integral of $x$ and is defined by eq. (10-66)

The third term of eq. (3) can be integrated almost directly. It is

$$
\begin{aligned}
& -2 \cos \beta H \int_{0}^{H} \frac{\sin \beta(H-z) \sin \beta z}{z} d z \\
& \quad=-\cos \beta H \int_{0}^{I I} \frac{\cos \beta(H-2 z)-\cos \beta H}{z} d z \\
& =\cos \beta H \int_{0}^{2 \beta H} \frac{\cos \beta H(1-\cos 2 \beta z)-\sin \beta H \sin 2 \beta z}{2 \beta z} d(2 \beta z) \\
& \quad=\cos ^{2} \beta H S_{1}(2 \beta H)-\cos \beta H \sin \beta H \operatorname{Si}(2 \beta H)
\end{aligned}
$$

Using the notation $2 \beta H=b$, the power radiated as given by equation (3) is

$$
\begin{align*}
P=15 / 2 I_{m}{ }^{2}\left[S_{1}(b)-\right. & \left(S_{1}(2 b)-S_{1}(b)\right) \cos b \\
& +(S i(2 b)-\operatorname{Si}(b)) \sin b \\
& \left.+(1+\cos b) S_{1}(b)-\sin b \mathrm{Si}(b)\right] \tag{11-4}
\end{align*}
$$

Rearranging terms and dividing by $I_{m}{ }^{2} / 2$, an expression for radiation resistance is obtained.

$$
\begin{aligned}
R_{\mathrm{rad}}=15\left[(2+2 \cos b) S_{1}(b)-\cos b S_{1}(2 b)\right. & -2 \sin b \mathrm{Si}(b) \\
& +\sin b \mathrm{Si}(2 b)]
\end{aligned}
$$

Expression (5) gives the radiation resistance of the antenna, referred to the current loop, $I_{m}$. This resistance is plotted in Fig. 11-2 for monopole antennas as a function of antenna height $H$. For centerfed dipole antennas of half-length $H$, the values of resistance should be multiplied by, 2. For example, for a quarter-wave monopole mounted on a reflecting plane the radiation resistance is shown as 36.5 ohms. For a half-wave dipole (in free space) it would be 73 ohms. For a half-wave monopole and a center-fed full-wave dipole the values of radiation resistance are 99.5 and 199 ohms respectively.
11.02 Radiation Resistance Referred to the Base. The radiation resistance of an antenna is that value of resistance which, when multiplied by the square of the antenna current (effective value), gives the power radiated. If the loop current $I_{m}$ is used, the radiation resistance is said to be referred to the loop. If the base current $I(0)$ (or the current at the terminals in the case of a center-fed dipole) is used, the radiation resistance is said to be referred to the
base (or referred to the feed point). Since the radiated power is the same in both cases

$$
\begin{equation*}
1 / 2 I_{m}^{2} R_{r} \text { (loop) }=1 / 2 I^{2}(0) R_{r} \text { (base) } \tag{11-6}
\end{equation*}
$$

where $I_{m}$ and $I(0)$ are both peak values in time. For an antenna having the sinusoidal current distribution, the base or terminal


Fia. 11-2. Radiation resistance (referred to the current loop) of monopole antenna as a function of antenna height $H / \lambda$.
current is related to the loop current by

$$
I(0)=I_{m} \sin \beta H
$$

Therefore, for this case,

$$
\begin{align*}
R_{r} \text { (base) } & =\frac{I_{m}^{2}}{I^{2}(0)} R_{r} \text { (loop) } \\
& =\frac{R_{r} \text { (loop) }}{\sin ^{2} \beta H} \tag{11-7}
\end{align*}
$$

For antenna lengths for which $H$ is a multiple of a half-wavelength, the assumed sinusoidal distribution gives a value of zero for the current at the feed point, and eq. (7) indicates that the input resistance will be infinite. For these lengths the actual input current will be small but not zero, and the input resistance will be large but not infinite. Although a value of infinity may be regard $=$ d
as the first approximation to the actual resistance, it is a worthless approximation for practical purposes. For these cases it becomes necessary to use a method involving a better approximation than the sinusoidal for current distribution. Such methods are considered in chap. 13. It is seen that the sinusoidal current distribution can be used to give useful answers over a certain range of antenna lengths, but there are other ranges in which the approximation fails. In general this is true of every approximate method, and it is necessary for the engineer always to consider the limitations as well as the capabilities of any method he may employ.

(a)

(b)

Fia. 11-3
11.03 Mutual Impedance between Antennas. When two or more antennas are used in an array, the driving-point impedance of each antenna depends upon the self-impedance of that antenna and in addition upon the mutual impedance between that antenna and each of the others. For example, consider the two-element array of Fig. 11-3 in which base currents $I_{1}$ and $I_{2}$ flow as a result of voltages $V_{1}$ and $V_{2}$ applied at the bases. As far as voltages and currents at the terminals $a-b$ and $c-d$ are concerned the two antennas of Fig. 11-3a can be represented by the general four-terminal network of Fig. 11-3b.
$Z_{11}$ is the impedance measured at the terminals $a-b$ with the terminals $c-d$ open; that is, $Z_{11}$ is the mesh impedance of mesh 1. Similarly $Z_{22}$ is the mesh impedance of mesh 2 , and is the impedance that would be measured at terminals $c-d$ with $a-b$ open. $Z_{12}=Z_{91}$ is the mutual impedance between the antennas and is defined in both figures by

$$
Z_{21}=\frac{V_{21}}{I_{1}} \quad Z_{12}=\frac{V_{12}}{I_{2}}
$$

where $V_{21}$ is the open-circuit voltage induced across terminals $c-d$ of antenna 2 owing to current $I_{1}$, flowing (at the base) in antenna 1 . Similarly $V_{12}$ is the open-circuit voltage across the terminals of antenna 1 owing to current $I_{2}$, flowing in antenna 2 . Under most conditions the impedance $Z_{11}$ is approximately equal to the selfimpedance $Z_{s_{1}}$ of antenna 1 . The self-impedance of an antenna is its input impedance with all other antennas entirely removed. Except when antenna 2 is very near a resonant length (that is $H \approx \lambda / 2$ ) or when it is very close to antenna 1 , the input impedance of antenna 1 will be nearly the same with antenna 2 open-circuited as it would be with antenna 2 entirely removed from the field of antenna 1.


Fig. 11-4
The mesh equations for Fig. 11-3 are

$$
\left.\begin{array}{l}
V_{1}=I_{1} Z_{11}+I_{2} Z_{12}  \tag{11-8}\\
V_{2}=I_{1} Z_{21}+I_{2} Z_{22}
\end{array}\right\}
$$

Let $r=I_{1} / I_{2}$, where in general $r$ is a complex number. Then

$$
\begin{align*}
& \frac{V_{1}}{I_{1}}=Z_{11}+\frac{1}{r} Z_{12}  \tag{11-9}\\
& \frac{V_{2}}{I_{2}}=r Z_{21}+Z_{22} \tag{11-10}
\end{align*}
$$

It is seen that the input impedances, $V_{1} / I_{1}$ and $V_{2} / I_{2}$ are dependent upon the current ratio $r$. It is these impedances that any impedance-transforming networks must be designed to feed, and in order to calculate them the mutual impedance must be known.

In the Fig. 11-3 and the corresponding mesh eqs. (8), the voltages $V_{1}$ and $V_{2}$ are assumed to be supplied by zero-impedance generators. When the generators have finite impedances, $Z_{01}$ and $Z_{02}$, equations (8) still apply if the generator impedances are included in the mesh impedances. The representation then becomes that of Fig. 11-4
for which the mesh equations would be

$$
\begin{align*}
& V_{1}=I_{1} \bar{Z}_{11}+I_{2} Z_{: 2} \\
& V_{2}=I_{1} Z_{21}+I_{2} \bar{Z}_{22} \tag{11-11}
\end{align*}
$$

where

$$
\bar{Z}_{11}=Z_{11}+Z_{01} \text { and } \bar{Z}_{22}=Z_{22}+Z_{02}
$$

and where $V_{1}$ and $V_{2}$ are now supplied by zero-impedance generators, which produce voltages equal to the open-circuit voltages of the actual generators.
11.04 Computation of Mutual Impedance. The mutual impedance $Z_{21}$ between the two antennas of Fig. 11-3 or 1i-4 is defined by

$$
\begin{equation*}
Z_{21}=\frac{V_{21}}{I_{1}} \tag{11-12}
\end{equation*}
$$

where $V_{21}$ is the open-circuit voltage at the terminals of antenna 2 due to a base current $I_{1}$ in antenna 1 . Now the electric intensity at all points along antenna 2 due to a current in antenna 1 can be calculated, and the problem is that of determining the open-circuit voltage at the terminals of antenna 2 , which results from the voltages induced in all the elemental lengths of the antenna. This result may be obtained by an application of the reciprocity theorem.

Consider antenna 2 with antenna 1 in place, but $V_{1}$ not generating (Fig. 11-4). A voltage $V_{2}=I_{2}(0) Z_{2}{ }^{\prime}$ applied at the terminals ( $z=0$ ) of antenna 2 will produce a base current $I_{2}(0)$ and current at any point $z$, which will be indicated by $I_{2}(z)$. The impedance $Z_{2}{ }^{\prime}$ is the impedance looking into the terminals of 2 and is given by

$$
Z_{2}^{\prime}=\bar{Z}_{23}-\frac{Z^{2}{ }_{12}}{\bar{Z}_{11}}
$$

Applying the reciprocity theorem, if a voltage $I_{2}(0) Z_{2}{ }^{\prime}$ applied at the base produces a current $I_{2}(z)$ at a point $z$ along antenna 2 , then a voltage $E_{z 1} d z$, induced at $z$, will produce at the base a (shortcircuit) current

$$
d I_{\mathrm{sc}}=\frac{E_{z 1} d z}{I_{2}(0) Z_{2}^{\prime}} I_{2}(z)
$$

The total short-circuit current at the base due to voltage induced along the entire length of the antenna will be

$$
I_{00}=\frac{1}{I_{2}(0) Z_{2^{\prime}}} \int_{0}^{I_{2}} E_{z 1} I_{2}(z) d z
$$

By Thevenin's theorem the open-circuit voltage at the base then will be

$$
\begin{aligned}
V_{21} & =-I_{z c} Z_{2}^{\prime} \\
& =-\frac{1}{I_{2}(0)} \int_{0}^{H_{2}} E_{z 1} I_{2}(z) d z
\end{aligned}
$$

The minus sign results from the fact that a current through the short-circuited terminals in the assumed positive direction (upwards) requires on open circuit a voltage across $c-d$ of negative polarity (that is, $d$ positive with respect to $c$, whereas the assumed positive polarity is $c$, positive with respect to $d$ ).

The expression for mutual impedance between the antennas is

$$
\begin{equation*}
Z_{21}=\frac{V_{21}}{I_{1}(0)}=-\frac{1}{I_{1}(0) I_{2}(0)} \int_{0}^{H_{2}} E_{z 1} I_{2}(z) d z \tag{11-13}
\end{equation*}
$$

In expression (13), $I_{2}(z)$ is the current distribution along antenna 2 when fed by a voltage at the base and with antenna 1 closed through the generator impedance $Z_{q_{1}}$; also $E_{z 1}$ is the voltage induced along antenna 2 due to a base current $I_{1}(0)$ in antenna 1 , and with antenna 2 closed through the generator impedance $Z_{g_{\mathbf{g}}}$. Now because of linearity the mutual impedance between the antennas will be independent of the generator impedances $Z_{q_{1}}$ and $Z_{g_{2}}$. By making the latter very large the evaluation of the expression for mutual impedance can be greatly simplified. Thus, if $Z_{g_{1}}$ is very large, antenna 1 is effectively open-circuited when $V_{1}$ is not generating, and, except for the special case of $H_{1} \approx \lambda / 2$, the current distribution $I_{2}(z)$ along antenna 2 due to a voltage at the base of antenna 2 will be nearly the same as it would be with antenna 1 removed. The distribution $I_{2}(z)$ can therefore be represented by the sinusoidal approximation for an isolated transmitting antenna

$$
\begin{equation*}
I_{2}(z)=I_{2 m} \sin \beta\left(I I_{2}-z\right) \tag{11-14}
\end{equation*}
$$

Again with $Z_{\sigma_{2}}$ very large and $V_{2}$ not generating, antenna 2 is essentially open-circuited and the distribution along it of the induced voltage $E_{z_{1}} d z$ due to current in antenna 1 is just that already given in equation (1).

Inserting eqs. (1) and (14) in (13), the expression for mutual impedance becomes

$$
\begin{array}{r}
Z_{21}=-\frac{30 I_{1 m} I_{2 m}}{I_{1}(0) I_{2}(0)} \int_{0}^{H_{2}}\left(\frac{-j e^{-j \beta r_{1}}}{r_{1}}-\frac{j e^{-j \beta r_{2}}}{r_{2}}+\frac{2 j \cos \beta H e^{-j \beta r_{0}}}{r_{0}}\right) \\
\sin \beta\left(H_{2}-z\right) d z \quad(11-15)
\end{array}
$$

Equation (15) gives the mutual impedance referred to the base. The mutual impedance referred to the loop currents will be given by expression (15) multiplied by the ratio of the product of base currents to the product of loop currents, that is by

$$
\frac{I_{1}(0) I_{2}(0)}{I_{1 m} I_{2 m}}
$$

Therefore the mutual impedance referred to loop currents will be

$$
\begin{array}{r}
Z_{21}=-30 \int_{0}^{H_{2}}\left(\frac{-j e^{-j \beta r_{1}}}{r_{1}}-\frac{j e^{-j \beta r_{2}}}{r_{2}}+\frac{2 j \cos \beta H e^{-j \beta r_{0}}}{r_{0}}\right) \\
\sin \beta\left(H_{2}-z\right) d z \tag{11-16}
\end{array}
$$

It is usually this mutual impedance referred to the current loops that is plotted and shown in curves. When this impedance is known, the mutual impedance referred to the base or terminal currents can be easily calculated.

In Fig. 11-5 are shown two monopole antennas of height $H$ mounted on a perfect reflecting plane and spaced apart a distance $d$. For this case
$\left.\begin{array}{l}r_{0}=\sqrt{d^{2}+z^{2}} \\ r_{1}=\sqrt{d^{2}+(H-2)^{2}} \\ r_{2}=\sqrt{d^{2}+(H+z)^{2}}\end{array}\right\}$


Fig. 11-5

Expression (16) for mutual impedance is complex. The real part gives the mutual resistance, and the imaginary part gives the mutual reactance. Substituting the relations (17) in the real part of (16) gives an expression for mutual resistance.

$$
\begin{align*}
R_{21} & =30 \int_{0}^{H} \sin \beta(H-z)\left[\frac{\sin \beta \sqrt{d^{2}+(I I-z)^{2}}}{\sqrt{d^{2}+(H-2)^{2}}}\right. \\
& \left.+\frac{\sin \beta \sqrt{d^{2}+(H+z)^{2}}}{\sqrt{d^{2}+(H+z)^{2}}}-2 \cos \beta H \frac{\sin \beta \sqrt{d^{2}+z^{2}}}{\sqrt{d^{2}+z^{2}}}\right] d z \tag{11-10}
\end{align*}
$$

Similarly the imaginary part of (16) yields the expression for mutual reactance
$X_{21}=30 \int_{0}^{I I} \sin \beta(I I-z)\left[\frac{\cos \beta \sqrt{d^{2}+(H-z)^{2}}}{\sqrt{d^{2}+(I-z)^{2}}}\right.$
$\left.+\frac{\cos \beta \sqrt{d^{2}+(H+z)^{2}}}{\sqrt{d^{2}+(H+z)^{2}}}-\frac{2 \cos \beta H \cos \beta \sqrt{d^{2}+z^{2}}}{\sqrt{d^{2}+z^{2}}}\right] c^{\prime} z$
The integrations indicated in (18) and (19) can be carried out in a manner similar to that employed in evaluating eq. (3). The case of mutual resistance between quarter-wave monopoles is not too difficult and is left as an exercise. The result for quarter-wave monopoles spaced at distance $d$ is

$$
\begin{align*}
R_{12}=15\left[2 \mathrm{Ci} \beta d-\operatorname{Ci}\left(\sqrt{(\beta d)^{2}}+\right.\right. & \pi^{2} \\
& -\pi)  \tag{11-20}\\
& \left.\operatorname{Ci}\left(\sqrt{(\beta d)^{2}+\pi^{2}}+\pi\right)\right]
\end{align*}
$$

The expression for mutual reactance between quarter-wave monopoles is

$$
\begin{array}{r}
X_{12}=15\left[\operatorname{Si}\left(\sqrt{(\beta d)^{2}+\pi^{2}}-\pi\right)+\operatorname{Si}\left(\sqrt{(\beta d)^{2}+\pi^{2}}+\pi\right)\right. \\
-2 \operatorname{Si}(\beta d)] \tag{11-21}
\end{array}
$$

The general expressions for the mutual impedance between antennas of (equal) height $H$ and a distance $d$ apart are*

$$
\begin{array}{r}
R_{12}=30\left[\sin \beta H \cos \beta H\left(\operatorname{Si} u_{2}-\operatorname{Si} v_{2}-2 \mathrm{Si} v_{1}+2 \mathrm{Si} u_{1}\right)\right. \\
-\frac{\cos 2 \beta H}{2}\left(2 \mathrm{Ci} u_{1}-2 \mathrm{Ci} u_{0}+2 \mathrm{Ci} v_{1}-\mathrm{Ci} u_{2}-\mathrm{Ci} v_{2}\right) \\
\left.-\left(\mathrm{Ci} u_{1}-2 \mathrm{Ci} u_{0}+\mathrm{Ci} v_{1}\right)\right] \tag{11-22}
\end{array}
$$

[^30]$X_{12}=-30\left[\sin \beta H \cos \beta H\left(2 \mathrm{Ci} v_{1}-2 \mathrm{Ci} u_{1}+\mathrm{Ci} v_{2}-\mathrm{Ci} u_{2}\right)\right.$ $-\frac{\cos 2 \beta H}{2}\left(2 \mathrm{Si} u_{1}-2 \operatorname{Si} u_{0}+2 \operatorname{Si} v_{1}-\operatorname{Si} u_{2}-\operatorname{Si} v_{2}\right)$ $\left.-\left(\operatorname{Si} u_{1}-2 \operatorname{Si} u_{0}+\operatorname{Si} v_{1}\right)\right]$
where $\quad u_{0}=\beta d$
\[

$$
\begin{array}{ll}
u_{1}=\beta\left(\sqrt{d^{2}+H^{2}}-H\right) & u_{2}=\beta\left(\sqrt{d^{2}+(2 H)^{2}}+2 H\right. \\
v_{1}=\beta\left(\sqrt{d^{2}+H^{2}}+H\right) & v_{2}=\beta\left(\sqrt{d^{2}+(2 H)^{2}}-2 H\right)
\end{array}
$$
\]




Fic. 11-6. The mutual impedance (referred to the current loops) between a quarter-wave monopole, $H_{1}$, and a monopole antenna of height $H_{2}$.



Fig. 11-7. The mutual impedance (referred to the current loops) between a three-eighth-wave monopole, $H_{1}$, and a monopole antenna of height $\mathrm{H}_{2}$.


Fig. 11-8. The mutual impedance (referred to the current loops) between a half-wave monupole, $H_{1}$, and a monopole antenna of height $H_{2}$.



Fig. 11-9. The mutual impedance (referred to the current loops) between a five-eighth-wave monopole, $H_{1}$, and a monopole antenna of height $H_{2}$.


Fig. 11-10. The mutual impedance (referred to the current loops) between monopole antennas of cqual height.

Since the evaluation of these expressions is a laborious task, graphical and other methods* of evaluating them have been employed. Curves for the mutual impedance between antennas of unequal as well as equal heights are given in Figs. 11-6 through 11-10.

Problem 1a. Derive the expression (11-20) for the mutual resistance between two quarter-wave monopoles. (Note: Use of the substitutions $x=H-z$ and $u=\beta\left(\sqrt{d^{2}+x^{2}}-x\right), v=\beta\left(\sqrt{d^{2}+x^{2}}+x\right)$ in the appropriate places will aid in the derivation).

Problem 1b. Derive the expression (11-21) for the mutual reactance between two quarter-wave antennas.

Problem 2. Evaluate the expressions for $R_{12}$ and $X_{12}$ to obtain the mutual impedance between two quarter-wave antennas at half-wavelength separation.

Ans. : $Z_{12}=-6.3-j 14.9$
Problem 3. (a) Derive the expressions for the mutual resistance and reactance between two half-wave vertical antennas at the surface of a perfect earth; (b) Evaluate these expressions to obtain the magnitude and phase angle of the mutual impedance when the antennas are spaced one half-wavelength apart.

Problem 4. Evaluate eq. (11-5) to obtain the radiation resistance of a $3 / 8$-wave monopole antenna. Ans. : 93 ohms (referred to loop current)

Problem 5. A broadcast antenna array consists of two quarter-wave vertical towers spaced a quarter-wavelength apart. The antennas are to be fed with equal currents which differ by 90 degrees in phase. The radiated power is 5000 watts. Determine the magnitude and relative phases of the driving-point voltages.

Assume

$$
\begin{aligned}
& Z_{11}=Z_{22}=37+j 21 \text { ohms } \\
& Z_{12}=21-j 14 \text { ohms. }
\end{aligned}
$$

Problem 6. A broadcast array is to consist of 3 quarter-wave radiators in a line spaced $1 / 4$ wavelength apart. They are to be fed with equal currents of such phases that

$$
I_{1}=I_{2} /-120^{\circ} \quad I_{3}=I_{2} /+120^{\circ}
$$

where antenna 2 is the center element. Assuming that $Z_{11}=Z_{22}=Z_{33}$ $=37+j 21$, and using mutual-impedance values picked from curves as being $Z_{12}=Z_{23}=20-j 16, \quad Z_{13}=-6-j 15$, determine the input impedances of each of the antennas, and the required magnitude and phases of the voltages at the feed points.

[^31]Problem 7. An array consisting of three vertical towers in a line is to be fed with currents

$$
I_{3}=I_{1}=1.5 I_{2} /-114^{\circ}
$$

Bridge measurements on the towers (of identical dimensions) give $Z_{11}=$ $20.2-j 11, Z_{22}=19.5-j 11, Z_{33}=20.2-j 21.2$. The impedance of No. 1, measured with No. 2 open-circuited, but No. 3 resonated to ground ( $X_{33}=0$ ) is $19.0-j 13$. Similarly, the impedance of No. 2, with No. 3 open but No. 1 resonated to ground, measured $23.5-j 4.2$ ohms. The impedance of No. 2, with No. 1 open but No. 3 resonated to ground, measured 23.1 - $j 4.0$ ohms. From this set of measurements determine probable values of mutual impedances. Calculate the input or driving point impodances when the array is in operation, and the power fed to each element for a total of 1000 watts radiated.
11.05 Reactance of an Antenna. By definition the mutual impedance between two antennas is a measure of the voltage induced in the second antenna for 1 amp of current flow in the first. As two antennas of equal height are brought closer together until they coincide, the voltage induced in the second antenna becomes equal to the back or self-induced voltage against which the current in the first antenna must be driven. Therefore it would be expected that the mutual impedance between two antennas of equal length would approach the self-impedance of one of them as the antenna spacing approaches zero. This is indeed the case, and it will be found, if antenna spacing $d$ is put equal to zero, that the formula for mutual resistance between equal-length antennas reduces to the expression (11-5) for the radiation resistance of a single antenna. In the case of the mutual-reactance formula it is found that, except for the special case of $H$ equal to an odd multiple of $\lambda / 4$, the mutual reactance becomes infinite as the antenna spacing approaches zero. This gives a value of infinity for the self-reactance of an antenna. The answer is correct for the conditions stated, namely for the sinusoidally distributed current in a filamentary- or zero-diameter antenna. (It will be shown in section 11.08 that the inductive reactance of a wire becomes infinitely large as the wire diameter approaches zero.) It is evident that in computing the reactance of an antenna, its finite diameter will have to be considered. The reason why the approximation of an infinitely thin antenna is valid for computing radiation resistance but not reactance, becomes apparent when it is recalled that the radiated power, which determines the value of radiation resistance, depends only on the distant
fields. On the other hand, the reactive power, and hence the reactance of the antenna, depends upon the induction and electrostatic fields close to the antenna. The strength of these near fields depends to a marked degree upon the shape and thickness of the antenna, whereas these same factors affect the distant field only slightly.

The computation of the reactance of a finite-diameter antenna can be accomplished by using the induced-emf method in a manner similar to that employed for comput-


Fic. 11-11 ing antenna resistance. The electric intensity $E_{z}$ due to the assumed sinusoidal current distribution is evaluated at the surface of the antenna. Then the magnitude of $E_{z}$ at each point is multiplied by the current in the element of area at that point (and by the sine of the phase angle between them) to give the reactive power associated with the element. This product is then integrated over the surface of the antenna to obtain the total reactive power. Dividing the reactive power by the square of the current at the reference point gives the reactance of the antenna (referred to the current at the reference point).

Figure 11-11 shows a length of a cylindrical antenna of radius $r_{0}$, which is assumed to be carrying a sinusoidal distribution of current along its length. The current is uniformly distributed around the circumference of the cylinder, the major portion of it flowing in a very small thickness of conductor adjacent to the outer surface. For purposes of making an approximate computation it may be assumed that the electric field at the surface, calculated from the actual current distributed around the cylinder, would be the same as that which can be calculated by considering the current to be concentrated along a filament at the axis of the cylinder. Actually, the "average" distance $S$ from a point $P$ on the surface to a current element $J d a$ on a typical ring located a distance $Z_{2}-Z_{1}$ from $P$ is somewhat greater than the distance of $P$ from the corresponding point on the axis given by $\sqrt{\left(Z_{2}-Z_{1}\right)^{2}+r_{0}{ }^{2}}$. It has
been shown* that if an effective radius $a$, equal to $\sqrt{2} r_{0}$, is used as the radius of the cylindrical surface on which $E$ is calculated, the results of this simplified analysis will be very close to those obtained by a rigorous analysis. In view of the fact that the current distribution along the length of the cylinder is not known, and a sinusoidal current has been assumed, a more rigorous analysis for this case would hardly seem to be justified.

Now referring to Fig. (11-11), both $E_{z}$ and $J$ are constant around the circumference of the antenna at a given height, say $z_{2}$. Since the linear current density $J$, integrated around the circumference, is just the total antenna current $I$ at that cross section, the reactive power associated with a ring of height $d z$ is

$$
-1 / 2\left|E_{z}\right||I(z)| \sin \psi d z
$$

The total reactive power for the whole antenna is

$$
-1 / 2 \int_{0}^{H}\left|E_{z} \| I(z)\right| \sin \psi d z
$$

and the antenna reactance referred to the loop current is

$$
\begin{equation*}
-\frac{1}{I_{m}{ }^{2}} \int_{0}^{H}\left|E_{z}\right||I(z)| \sin \psi d z \tag{11-24}
\end{equation*}
$$

In this expression $I(z)$ is the (assumed sinusoidal) antenna current and $E_{z}$ is the electric intensity due to such a current at a distance from the current of $a=\sqrt{2} r_{0}$. Now except for the point of reference (24) is equivalent to the imaginary part of (13), which gives the mutual reactance between two filamentary antennas. Thus within the limits of the assumptions and approximations made, the reactance of an antenna of finite radius $r_{0}$ is equal to the mutual reactance between two filamentary antennas of the same length spaced $\sqrt{2} r_{0}$ apart. Substituting $a=\sqrt{2} r_{0}$ for $d$ in expression (23) for mutual reactance gives for the reactance of a monopole antenna of height $H$ and radius $r_{0}=a / \sqrt{2}$.
$X=-30\left[\sin \beta H \cos \beta H\left(2 \mathrm{Ci} v_{1}-2 \mathrm{Ci} u_{1}+\mathrm{Ci} v_{2}-\mathrm{Ci} u_{2}\right)\right.$

$$
\begin{array}{r}
-\frac{\cos 2 \beta H}{2}\left(2 \operatorname{Si} u_{1}-2 \operatorname{Si} u_{0}+2 \operatorname{Si} v_{1}-\operatorname{Si} u_{2}-\operatorname{Si} v_{2}\right) \\
\left.-\left(\operatorname{Si} u_{1}-2 \operatorname{Si} u_{0}+\operatorname{Si} v_{1}\right)\right] \tag{11-25}
\end{array}
$$

* O. Zinke, "Fundamentals of Voltage and Current Distributions along Antennas," Arch. Elektrotech., 35, 67-84 (1941).
where $u_{0}=\beta a$

$$
\begin{aligned}
u_{1}=\beta\left(\sqrt{H^{2}+a^{2}}-H\right) & u_{2}=\beta\left(\sqrt{(2 H)^{2}+z^{2}}+2 H\right) \\
v_{1}=\beta\left(\sqrt{H^{2}+a^{2}}+H\right) & v_{2}=\beta\left(\sqrt{(2 H)^{2}+a^{2}}-2 H\right)
\end{aligned}
$$

The radius of the antenna will normally be a very small fraction of a wavelength so that

$$
\beta a \ll 1
$$

and the following approximations may be used.
Si $(\beta a)=\beta a-\frac{(\beta a)^{3}}{3.3!}+-\cdots \approx \beta a \approx 0$
$\mathrm{Ci} \beta\left(\sqrt{\overline{H^{2}+a^{2}}}-H\right) \approx \operatorname{Ci} \beta H\left(1+\frac{a^{2}}{2 H^{2}}-1\right) \approx \operatorname{Ci}\left(\frac{\beta a^{2}}{2 H}\right)$
$\mathrm{Ci} \beta\left(\sqrt{(2 H)^{2}+a^{2}}-2 H\right) \approx \operatorname{Ci}\left(\frac{\beta a^{2}}{4 H}\right)$
Si $u_{1} \approx 0 \quad$ Si $v_{1} \approx \operatorname{Si} 2 \beta H$
Si $v_{2} \approx 0 \quad$ Si $u_{2} \approx \operatorname{Si}(4 \beta H)$
$\mathrm{Ci} v_{1} \approx \mathrm{Ci}(2 \beta H)$
$\mathrm{Ci} u_{2} \approx \mathrm{Ci}(4 \beta H)$
Using these approximations, expression (25) becomes

$$
\begin{aligned}
X=-30 & \left\{\operatorname { s i n } \beta H \operatorname { c o s } \beta H \left[2 \operatorname{Ci} 2 \beta H-2 \mathrm{Ci}\left(\frac{\beta a^{2}}{2 H}\right)+\mathrm{Ci}\left(\frac{\beta a^{2}}{4 H}\right)\right.\right. \\
& \left.-\operatorname{Ci} 4 \beta H]-\frac{\cos 2 \beta H}{2}[2 \operatorname{Si} 2 \beta H-\operatorname{Si} 4 \beta H]-\operatorname{Si} 2 \beta H\right\}
\end{aligned}
$$

Now when $x$ is very small, Ci $x \approx \gamma+\ln x$ where $\gamma=0.5772 \cdots$ is Euler's constant. Using this substitution, the second and third terms of the above expression may be combined

$$
-2 \operatorname{Ci}\left(\frac{\beta a^{2}}{2 \vec{H}}\right)+\operatorname{Ci}\left(\frac{\beta a^{2}}{4 \vec{H}}\right)=-\gamma+\ln \left(\frac{H}{\beta a^{2}}\right)
$$

so that the final expression for the reactance of a monopole antenna of radius $r_{0}=a / \sqrt{2}$ and length $H$ becomes

$$
\begin{aligned}
X=- & 15\left\{\sin 2 \beta H\left[-\gamma+\ln \left(\frac{H}{\beta a^{2}}\right)+2 \mathrm{Ci}(2 \beta H)-\mathrm{Ci}(4 \beta H)\right]\right. \\
& -\cos 2 \beta H[2 \mathrm{Si}(2 \beta H)-\mathrm{Si}(4 \beta H)]-2 \mathrm{Si}(2 \beta H)\} \quad(11-26)
\end{aligned}
$$

For the particular case of a quarter-wave antenna, $\sin 2 \beta H=0$, $\cos 2 \beta H=-1$, and the expression for reactance reduces to

$$
\begin{aligned}
X & =15 \mathrm{Si}(4 \beta H) \\
& =15 \mathrm{Si}(2 \pi)=21.25 \text { ohms }
\end{aligned}
$$

Expression (26) gives the reactance (referred to the current loop) of a monopole antenna of length $H$ and radius $r_{0}=a / \sqrt{2}$, as given by the induced-emf method, using the sinusoidal current distribution assumption. The reactance referred to the base can be obtained from (26) by dividing by $\sin ^{2} \beta H$. Figure 11-12 shows resistance and reactance values computed by this method for short monopole antennas of different thicknesses. The resistance or reactance of the corresponding dipole antennas of length $L=2 H$ is just double that of the monopole antenna of length $H$.

It is seen that under the assumed conditions of sinusoidal current distribution, a quarter-wavelength antenna has a positive reactance of 21.25 ohms, and this value of reactance is independent of antenna diameter as long as the latter is small in wavelengths. For lengths other than multiples of the quarter-wavelength, the reactance depends very greatly on the antenna diameter, being very large for thin antennas. This fact indicates the desirability of using fat antennas for broad-band applications such as television, where a low ratio of antenna reactance to resistance (low $Q$ ) is required.

It will also be seen that, as the antenna length is varied, the reactance goes through zero for some lengin shorter than a quarterwavelength. This means that the "resonant" length is always somewhat less than a quarter wavelength, being shorter for fat antennas.

Problem 8. Verify that as the spacing $d$ approaches zero, the expression (11-22) for mutual resistance between two antennas of equal height reduces to the expression for the radiation resistance of a single antenna.
11.06 Note on the Induced-emf Method. The power radiated from an antenna has been calculated by two methods. The first
of these methods, called the Poynting vector method, was covered in chap. 10. The second, known as the induced-emf method, was the subject of this chapter. Because of certain questions that


Fig. 11-12. The resistance and reactance (referred to base) of short monopole antennas as computed by the induced-emf method.
inevitably are raised concerning this latter method, it is desirable to compare the two methods in some detail.*
(a) Poynting Vector Method. A certain current distribution is assumed to exist along the antenna. The electric and magnetic field intensities due to the assumed current distributions are com-

[^32]puted at a point $P$ on some surface enclosing the antenna. The net outward flow of power through this surface is obtained by integrating the Poynting vector $\mathbf{E} \times \mathrm{H}$ over the entire surface and over a cycle in time. In practice, the enclosing surface is usually chosen to be a sphere of very large radius, under which condition the difference in distance to various points on the antenna affects only the phase, and not the magnitude, of the contributions to the total field and hence the computation is correspondingly simplified. A sinusoidal current distribution is usually assumed, and the method is in error only by the amount that the radiation fields, produced by the actual current distribution, differ from the radiation fields calculated from this assumed sinusoidal distribution. Inasmuch as the actual current distribution is known to be very nearly sinusoidal for thin transmitting antennas, the answer obtained is a good approximation to the true power radiated.

The calculation is usually made assuming a filamentary current, but the results hold for finite diameter antennas as long as the diameter is very small compared with the length and compared with a wavelength.
(b) Induced-emf Method. In the second method a filamentary current distribution is assumed as before and the electric and magnetic intensities resulting therefrom computed. However, in this case the point $P_{1}$, at which the fields are computed, is taken right at the filament. Each current element $I d l$ is multiplied by the component $E_{z}$ of the electric field parallel to it at that point, to obtain the power required to drive the current against the electric field. The real part of the total power, obtained by integrating $\left|E_{z}\right||I| d l \cos \psi$ over the length of the antenna, represents the total power radiated (ohmic losses assumed negligible). $\psi$ is the time phase angle between $E_{z}$ and $I$ at the point in question. This method gives exactly the same value for power radiated as the previous Poynting vector method. This is as it should be because, as will be shown, this method can be derived directly from the Poynting vector method. The approximation involved in this method is the same as in the Poynting vector method and is that of assuming a sinusoidal curreat distribution, whereas the actual current distribution is only approximately sinusoidal.

Although the induced-emf method is essentially the same as the Poynting vector method and gives exactly the same results, its
validity is sometimes questioned when it is applied to an actual antenna having a finite diameter. The reason for this is as follows: If the antenna is assumed to be a perfect conductor (the usual assumption), the boundary conditions require that the total electric intensity $\mathbf{E}$ along the surface of the antenna be zero. In the case of a transmitting antenna, excited by a lumped voltage across a gap, the only electric field existing along the surface of the antenna is the field $E_{z}$, induced by the currents and charges along the antenna. The boundary conditions require that this electric intensity be zero everywhere on the surface, and therefore the product $\left|E_{z}\right||I| d l \cos \psi$ is zero at every point along the antenna. Then $\left|E_{z}\right||I| d l \cos \psi$ integrated along the antenna is zero and the power radiated from the conducting part of the antenna is zero. This also is as it should be, because the conductor contains in itself no source of electromagnetic energy, the energy coming from the generator. However, there are two questions raised that require clarification.

1. Since the actual $\left|E_{z}\right||I| d l \cos \psi$ that exists along the surface is zero and, therefore, not even approximately the same as $\left|E_{z}\right||I| d l \cos \psi$, computed from the assumed sinusoidal distribution, is there any justification for expecting that the value given by the computed $\int\left|E_{z}\right||I| d l \cos \psi$ is even approximately correct?
2. Since the actual $\int\left|E_{z}\right||I| d l \cos \psi$ over the surface of the conductor is zero, an incidental question is "from where is the power radiated?"

The answer to the first question regarding the validity of the method can be obtained readily by considering initially a receiving antenna of resonant length that has the load terminals $a-b$ shortcircuited and which, therefore, reradiates all the received energy. Assume first that the current flowing in the antenna cwing to the received electric field has a true sinusoidal distribution. The selfinduced electric intensity or "back voltage" due to this current flow (and the corresponding charge distribution) can be calculated in the usual manner and will be designated by $E_{s}$. (The subscript $s$ indicates that this is the electric intensity computed from the assumed sinusoidal distribution.) Then, if the received or applied tangential field-which will be designated by $E^{\prime}$-were exactly equal
and opposite to $E_{s}$ at all points along the surface of the antenna, the assumed current would flow in the antenna. The boundary conditions at the surface of the antenna would be satisfied because the total electric irtensity parallel to it would be $E=E^{\prime}+E_{8}=0$. The power reradiated by the antenna is obtained by integratins, the Poynting vector over the surface of the antenna. As pointec out above and in the next section, this is equal to $\left|E_{s}\right||I| d l \cos \psi$ integrated along the length of the antenna. Similarly, the power per unit length flowing into the antenna from the received field is $-\left|E^{\prime}\right||I| d l \cos \psi$ (outward flow of energy is assumed positive). The net flow of power out of the antenna, which is the difference between these two, is equal to zero.

Next consider the same short-circuited receiving antenna under conditions where the received field $E^{\prime}$ does not have the particular configuration required in the above case, but instead has some arbitrary value along the length of the antenna. In particular, consider the case where $E^{\prime}$ is uniform, as it would be for reception of a plane wave at $\theta=90$ degrees. Then the current distribution will not be sinusoidal, and the actual current distribution will be such as to produce a self-induced field $E^{\prime \prime}$ along the antenna, such that $E^{\prime}+E^{\prime \prime}=0$. That is, $E^{\prime \prime}$ will be 'niform or constant along the antenna and will have a value $E^{\prime \prime}=-E^{\prime}$. Now, although the actual current distribution cannot be sinusoidal, it is known to be very closely sinusoidal for the resonent length. Evidently then, it requires but a very small change in current distribution from the sinusoidal to change thie self-induced parallel component of $E$ from that calculated for the sinusoidal current cases, $E_{s}$, to the value $E^{\prime \prime}=-E^{\prime}$ that must exist in the actual case. Since the current distribution is but little changed from the sinusoidal, the power radiated for a given loop current must be very nearly equal to the case for the true sinusoidal distribution. (Small changes in current produce only small changes in the radiation terms of the electric field). The actual power reradiatcd in this case is $\int\left|E^{\prime \prime}\right|\left|I_{a}\right| d l \cos \psi$, where $I_{a}$ is the actual current and $E^{\prime \prime}$ is the selfinduced parallel component of electric field due to it. But from the previous statement this must be very nearly equal to the power reradiated in the sinusoidal case, which is $\int\left|E_{s}\right|\left|I_{s}\right| d l \cos \psi$. That is

$$
\int\left|E^{\prime \prime}\right|\left|I_{a}\right| d l \cos \psi=\int-\left|E^{\prime}\right|\left|I_{a}\right| d l \cos \psi \approx \int\left|E_{s}\right|\left|I_{s}\right| d l \cos \psi
$$

This means that, although the actual current is not sinusoidal and the actual self-induced voltage $E^{\prime \prime}=-E^{\prime}$ differs greatly from that calculated from a sinusoidal distribution, nevertheless, the radiated power computed from an assumed sinusoidal distribution with its resulting $E_{\text {s }}$ gives an answer that is very close to that which would be obtained from $\int-\left|E^{\prime}\right|\left|I_{a}\right| d l \cos \psi$ if the actual current $I_{a}$ were known. However, it should be noted that this is true only because the actual current distribution is nearly sinusoidal.

Finally, consider the case of a transmitting antenna in which the applied electric field is concentrated over a short section at the center.

If $V$ is the applied voltage and $S$ is the separation of the terminals $a-b$ (Fig. 11-13), then the field across $a-b$ can be considered to be $E^{\prime}=V / S$. The applied field is zero everywhere else


Fig. 11-13 along the antenna. The actual current that flows in the antenna as a result of the applied voltage $V$ must be such as to produce a self-induced electric field opposite to the applied field everywhere along the antenna. That is, the self-induced field must be zero everywhere along the antenna except between $a$ and $b$, where it has a value of $-V / S$. It is an experimental fact that the actual antenna current that flows and necessarily produces the above electric field distribution, is very closely sinusoidal for thin transmitting antennas. Therefore, as in the discussion of receiving antennas, the radiated power computed from $\int\left|E_{s}\right|\left|I_{s}\right| d l \cos \psi$ must be very nearly equal to the actual power radiated. In this case, the actual power radiated is

$$
\int_{0}^{L}-\left|E^{\prime}\right|\left|I_{a}\right| d l \cos \psi=\int_{a}^{b}-\left|E^{\prime}\right|\left|I_{a}\right| d l \cos \psi=|V|\left|I_{0}\right| \cos \theta
$$

where $I_{0}$ is the current at the feed point and 0 is the angle between $V$ and $I$. Therefore, actual power radiated $=|V|\left|I_{0}\right| \cos \theta \approx$ $\int_{0}^{L}\left|E_{s}\right|\left|I_{d}\right| d l \cos \psi$.

It should be noted in passing that this latter integration should be performed over the whole of the antenna including the section between $a$ and $b$. However, since $E_{s}$ between $a$ and $b$ is of the same order of magnitude as $E_{\mathrm{s}}$ at adjacent points on the antenna, the error incurred in neglecting the section $a-b$ becomes very small when the gap length is small compared with the length of the
antenna. However, the situation is very different in the case of the actual current distribution with the resulting actual distribution of the self-induced field. In this latter case, the integral is zero everywhere, except at the gap or generator. As the gap is made very small, the actual $E^{\prime}$ across it becomes very large for a given applied voltage $V$ and the gap or generator section cannot be neglected. Indeed, it may be said that all the power flows out from this generator section, being guiderl into space by the antenna conductors.
11.07 Equivalence of Induced-enif and Poynting Vector Methods. It is easy to show that the induced-emf and Poynting vector methods for computing radiated power are one and the same method when the surface of integration coincides with the surface of the antenna. Consider an antenna of length $L$ and radius $R$, which has some arbitrary current distribution $I_{z}$. The components of $\mathbf{E}$ and H , tangential to the surface along the length of the antenna, are $E_{z}$ and $I_{\phi}$. At the top and bottom ends the tangential components are $E_{r}$ and $H_{\phi}$. If the real Poynting vector is integrated over the surface of the antenna, the following result is obtained:

$$
\begin{aligned}
\operatorname{Re} \int_{s} \mathrm{E} \times \mathrm{H}^{*} \cdot d \mathrm{a}=\int_{0}^{L}\left|E_{z}\right|\left|H_{\phi}\right| \cos \psi & 2 \pi R d z \\
& +2 \int_{0}^{R}\left|E_{r}\right|\left|H_{\phi}\right| \cos \psi 2 \pi r d r .
\end{aligned}
$$

where $\psi$ is the time phase angle between the tangential components of E and H .

The first integral covers the entire surface of the antenna except the end caps. The second integral covers these end caps. The quantity $2 \pi R H_{\phi}$ is equal to the line integral of $H_{\phi}$ about the antenna and, by Maxwell's first equation, this is equal to the total current flowing through the closed path, so that

$$
2 \pi R H_{\phi}=\varnothing I l d l=I_{z}
$$

where $I_{z}$ is the current along the antenna. Using this relation, the first integral becomes

$$
\int_{0}^{L}\left|E_{z}\right|\left|I_{z}\right| \cos \psi d z
$$

The angle $\psi$ is now the time phase angle between $E_{z}$ and $I_{z}$, because $I_{z}$ and $H_{\phi}$ are in time phase.

In the end caps the current flows radially and must be zero at the center. Denoting by $J_{r}$ the radial surface current density in the caps, the relation $\mathrm{H}=\mathrm{J} \times \mathrm{n}$ becomes $H_{\phi}=J_{r}$ for the top and bottom caps. Then $2 \pi r H_{\phi}=2 \pi r J_{r}=I_{r}$ is the total radial current flowing across a circle of radius $r$ on each of the caps. Using this relation the second integral becomes

$$
2 \int_{0}^{R}\left|L_{r}\right|\left|I_{r}\right| \cos \psi d r
$$

The total surface interral may then be written

$$
\operatorname{Re} \int_{S} \mathbf{E} \times \mathbf{H}^{*} \cdot d \mathbf{a}=\int_{0}^{L}\left|E_{z}\right|\left|I_{z}\right| \cos \psi d z+2 \int_{0}^{R}\left|\mathbb{C}_{r}\right|\left|I_{r}\right| \cos \psi d r
$$

Thus the Poynting vector, when integrated over the surface of the antenna, yields the induced-emf integral.

It is evident that the contribution to the radiated power from the end surfaces of the antenna must be very small, since the current there is very small and in such directions that the various current elements produce radiation fields which cancel one another. Therefore, the second term of the above integral is usually dropped, and the power is obtained from

$$
\int_{0}^{L}\left|E_{z}\right|\left|I_{z}\right| \cos \psi d z
$$

11.08 Uniform Cylindrical Waves and the Infinitely Long Wire. In foregoing sections the impedance of finite-length antennas have been computed by the induced-emf method, using an assumed sinusoidal current distribution. A simpler problem is that of determining the impedance per unit length of an infinitely long wire, which is assumed to carry a uniform, in-phase current $I e^{j \omega t}$. Although this may appear to be a rather unreal situation, it can be approximated in practice by a very long wire that is excited by a parallel electric field of constant value. This partícular problem has the definite advantage that its solution is simple enough to permit of easy interpretation. Before solving it a bricf discussion of uniform cylindrical waves will be in order.

For a homogeneous medium having the constants $\mu, \epsilon$, and $\sigma$, Maxwell's equations in cylindrical co-ordinates are

$$
\left.\begin{array}{r}
\frac{\partial H_{z}}{\rho \partial \phi}-\frac{\partial H_{\phi}}{\partial z}=(\sigma+j \omega \epsilon) E_{\rho} \\
\frac{\partial E_{z}}{\rho \partial \phi}-\frac{\partial E_{\phi}}{\partial z}=-j \omega \mu H_{\rho}  \tag{11-27}\\
\frac{\partial H_{\rho}}{\partial z}-\frac{\partial H_{z}}{\partial \rho}=(\sigma+j \omega \epsilon) E_{\phi} \\
\frac{\partial E_{\rho}^{\prime}}{\partial z}-\frac{\partial E_{z}}{\partial \rho}=-j \omega \mu H_{\phi} \\
\frac{\partial\left(\rho H_{\phi}\right)}{\rho \partial \rho}-\frac{\partial H_{\rho}}{\rho \partial \phi}=(\sigma+j \omega \epsilon) E_{z}
\end{array}\right\}
$$

For fields that have no variation with $\phi$ or $z$, such as would be generated for example by an infinitely long wire carrying a uniform current $I e^{i \omega t}$, eqs. (27) reduce to

$$
\left.\begin{array}{rlrl}
\frac{\partial H_{z}}{\partial \rho} & =-(\sigma+j \omega \epsilon) E_{\phi} & \frac{\partial E_{z}}{\partial \rho} & =j \omega \mu H_{\phi}  \tag{11-28}\\
\frac{\partial\left(\rho H_{\phi}\right)}{\rho \partial \rho} & =(\sigma+j \omega \epsilon) E_{z} & \frac{\partial\left(\rho E_{\phi}\right)}{\rho \partial \rho} & =-j \omega \mu H_{z}
\end{array}\right\}
$$

The waves obtained with these fields are uniform cylindrical waves, having no variation of amplitude or phase over any cylindrical surface represented by $\rho=\rho_{0}$. It is evident that uniform cylindrical waves are transversely electromagretic, and that they may be divided into two types, viz., (a) those having $E_{z}$ and $H_{\phi}$ components, and (b) those having $E_{\phi}$ and $H_{z}$ components. The former would be generated by the infinitely long wire mentioned, whereas the latter would be produced by an infinitely long line of closely spaced coaxial loops carrying equal and uniform currents that are everywhere in phase.

Considering the first of these types, the two relations

$$
\begin{equation*}
\frac{\partial\left(\rho H_{\phi}\right)}{\rho \partial \rho}=(\sigma+j \omega \epsilon) E_{\varepsilon} \quad \frac{\partial E_{z}}{\partial \rho}=j \omega \mu H_{\phi} \tag{11-29}
\end{equation*}
$$

can be combined to yield a wave equation in cylindrical co-ordinates.

$$
\begin{gather*}
\frac{\partial^{2} E_{z}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial E_{z}}{\partial \rho}-\gamma^{2} E_{z}=0  \tag{11-30}\\
\gamma^{2}=j \omega \mu(\sigma+j \omega \epsilon)
\end{gather*}
$$

where as usual
For the special case of wave propagation in a nonconducting medium, $\sigma=0$ and $\gamma^{2}=-\omega^{2} \mu \epsilon$, so that the wave equation becomes

$$
\begin{equation*}
\frac{\partial^{2} E_{z}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial E_{z}}{\partial \rho}+\beta^{2} E_{z}=0 \tag{11-31}
\end{equation*}
$$

where $\beta=\omega \sqrt{\mu \epsilon}$ is a real number. Dividing through by $\beta^{2}$ in (31) shows it to be an ordinary Bessel equation of order zero with the independent variable ( $\beta \rho$ ):

$$
\begin{equation*}
\frac{\partial^{2} E_{z}}{\partial(\beta \rho)^{2}}+\frac{1}{(\beta \rho)} \frac{\partial E_{z}}{\partial(\beta \rho)}+E_{z}=0 \tag{11-32}
\end{equation*}
$$

As in sec. (9.05) the general solution may be written in terms of zero-order Bessel functions of the first and second kinds.

$$
\begin{equation*}
E_{z}=A J_{0}(\beta \rho)+B N_{0}(\beta \rho) \tag{11-33}
\end{equation*}
$$

In this form the solution represents standing waves. An alternative solution may be written in terms of linear combinations of $J_{0}$ and $N_{0}$.

$$
\left.\begin{array}{l}
E_{z}=A_{1} H_{0}{ }^{(1)}(\beta \rho)+B_{1} H_{0}{ }^{(2)}(\beta \rho) \\
H_{0}{ }^{(1)}(\beta \rho)=J_{0}(\beta \rho)+j N_{0}(\beta \rho)  \tag{11-35}\\
H_{0}{ }^{(2)}(\beta \rho)=J_{0}(\beta \rho)-j N_{0}(\beta \rho)
\end{array}\right\}
$$

where
$H_{0}{ }^{(1)}$ and $H_{0}{ }^{(2)}$ are called Hankel functions of zero order, first and second kinds, respectively. When appropriately combined with the time factor $e^{j \omega t}$, these functions represent inward- and outwardtraveling waves respectively. That this is so, is evident from the asymptotic expressions for large values of ( $\beta$ p). These expressions are:

$$
\left.\begin{array}{l}
H_{0}^{(1)}(\beta \rho) \rightarrow \sqrt{\frac{2}{\pi \beta \rho}} e^{j\left(\beta \rho-\frac{\pi}{4}\right)}  \tag{11-36}\\
H_{0}^{(2)}(\beta \rho) \rightarrow \sqrt{\frac{2}{\pi \beta \rho}} e^{-j\left(\beta \rho-\frac{\pi}{4}\right)}
\end{array}\right\} \text { for } \beta \rho \rightarrow \infty
$$

which should be compared with the corresoonding asymptotic expressions for $J_{0}$ and $N_{0}$.

$$
\left.\begin{array}{l}
\left.J_{0}(\beta \rho) \rightarrow \sqrt{\frac{2}{\pi \beta \rho}} \cos \left(\beta \rho-\frac{\pi}{4}\right)\right)  \tag{11-37}\\
\mathrm{N}_{0}(\beta \rho) \rightarrow \sqrt{\frac{2}{\pi \beta \rho}} \sin \left(\left(\beta \rho-\frac{\pi}{4}\right)\right.
\end{array}\right\} \text { for } \beta \rho \rightarrow \infty
$$

It is also apparent from (35) that the Hankel functions bear a relation to the Bessel functions similar to the relation between the exponential functions (with imaginary exponents) and the trigonometric (sine and cosine) functions.

For propagation in a conducting medium solutions to eq. (30) will be required. Dividing through by $\gamma^{2}$ in (30) shows it to be a modified Bessel equation of order zero in the variable ( $\gamma \rho$ )

$$
\begin{equation*}
\frac{\partial^{2} E_{z}}{\partial(\gamma \rho)^{2}}+\frac{1}{\gamma \rho} \frac{\partial E_{z}}{\partial(\gamma \rho)}-E_{z}=0 \tag{11-38}
\end{equation*}
$$

Solutions to this modified Bessel equation are called modified Bessel functions and are denoted by $I_{0}(\gamma \rho)$ and $K_{0}(\gamma \rho)$ (for the zero order). Expressions for the $I$ and $K$ functions are given in the appendix. For small values of $(\gamma \rho)$,

$$
\left.\begin{array}{rl}
I_{0}(\gamma \rho) & \rightarrow 1  \tag{11-39}\\
K_{0}(\gamma \rho) & \rightarrow-[\ln (\gamma \rho)+\mathrm{C}-\ln 2]
\end{array}\right\} \text { for } \gamma \rho \rightarrow 0
$$

Since eq. (30) reduces to (31) when $\gamma$ is a pure imaginary, it is not surprising to find that the modified and ordinary Bessel functions are related to each other. The relat ons are

$$
\begin{align*}
I_{0}(j z) & =J_{0}(z) \\
K_{0}(j z) & =\frac{\pi}{2 j}\left[J_{0}(z)-j N_{0}(z)\right] \\
& =-\frac{\pi}{2}\left[N_{0}(z)+j J_{0}(z)\right] \tag{11-40}
\end{align*}
$$

The modified functions $I$ and $K$ are most suitable for propagation in a dissipative medium. For a lossless medium, for which $\gamma$ is a pure imaginary, the corresponding Bessel or Hankel functions are usually more convenient.

Field about an Infinitely Long Wire. Consider now the electromagnetic field about a long wire carrying a current $I e^{j \omega t}$. In the region external to the wire the Hankel function solutions of eq. (31) will be appropriate, and the expression for $\mathbf{E}$ can be written as

$$
\begin{equation*}
E_{z}=A_{1} H_{0}{ }^{(1)}\left(\beta_{\rho}\right)+B_{1} H_{0}^{(2)}(\beta \rho) \tag{11-41}
\end{equation*}
$$

Only the zero-order functions appear, because there is no variation of the field in the $\phi$ direction. If the region is assumed to extend to infinity, there is no reason for retaining the first term of (41), which represents an inward-traveling wave, and so the solution is given by

$$
E_{z}=B_{1} H_{0}^{(2)}\left(\beta_{\rho}\right)
$$

which represents an outward-traveling wave. Using eq. (29), the expression for magnetic intensity will be

$$
H_{\phi}=\frac{1}{j \omega \mu} \frac{\partial E_{2}}{\partial \rho}=-\frac{\beta B_{1}}{j \omega \mu} H_{1}^{(2)}(\beta \rho)=-\frac{B_{1}}{j \eta} H_{1}^{(2)}(\beta \rho)
$$

since

$$
\frac{d}{d u}\left[H_{0}^{(2)}(u)\right]=-H_{1}^{(s)}(u)
$$

$$
\rho=a, \quad H_{\phi}=\frac{I}{2 \pi a}
$$

Therefore,

$$
\begin{aligned}
B_{1} & =-\frac{j \eta I}{2 \pi a H_{1}^{(2)}(\beta a)} . \\
& \approx-\frac{\beta \eta I}{4} \quad(\text { for } \beta a \ll 1)
\end{aligned}
$$

Then

$$
\left.\begin{array}{l}
E_{z}=-\frac{\beta \eta I}{4} H_{0}^{(2)}(\beta \rho) \underset{\rho \rightarrow \infty}{\longrightarrow}-\frac{\eta I}{2 \sqrt{\rho \lambda}} e^{-j\left(\beta_{\rho}-\frac{\pi}{4}\right)}  \tag{11-42}\\
H_{\phi}=-\frac{j I I}{4} H_{1}^{(2)}\left(\beta_{\rho}\right) \underset{\rho \rightarrow \infty}{\longrightarrow} \frac{I}{2 \sqrt{\rho \lambda}} e^{-j\left(\beta_{\rho}-\frac{\pi}{4}\right)}
\end{array}\right\}
$$

At large distances from the wire the fields decrease in amplitude as $1 / \sqrt{\rho}$. Also at large distances the fields are periodic in $2 \pi$ radians (this is not true close to the source) and appear to have originated at an "effective" source, which is one-eighth of a wavelength out from the center of the wire.

The outward radial impedance is

$$
\begin{equation*}
Z_{\rho}^{+}=-\frac{E_{z}}{H_{\phi}}=j \eta \frac{H_{0}^{(2)}(\beta \rho)}{H_{1}^{(2)}(\beta \rho)} \tag{11-43}
\end{equation*}
$$

at large distances, where the asymptotic expressions for the Hankel functions can be used, the radial impedance becomes a pure resistance

$$
Z_{\rho}^{+} \approx \eta=377 \mathrm{ohms} \quad(\text { for } \beta \rho \gg 1)
$$

The impedance of the wire can be obtained from a consideration of the field intensities at its surface. Assuming first a perfectly conducting wire of radius $a$, the total tangential electric intensity at its surface, $E(a)$, must be zero. Then
or

$$
\begin{gathered}
E(a)=E_{a}+E_{z}(a)=0 \\
E_{a}=-E_{z}(a)
\end{gathered}
$$

where $E_{a}$ is the applied electric intensity that causes the current $I$ to flow, and $E_{z}(a)$ is the self-induced electric intensity (due to the current $I$ ) evaluated at the surface of the wire, $P=a$. (In this problem the "applied" field $E_{a}$ migh; be the incident field from a distant transmitter). Then the external impedance of the wire per unit length will be

$$
Z_{\mathrm{txt}}=\frac{E_{a}}{I}=-\frac{E_{z}(a)}{\vdots \pi a H_{\phi}(a)}
$$

Therefore,

$$
\begin{equation*}
Z_{\mathrm{oxt}}=\frac{j \eta}{2 \pi a} \frac{H_{0}^{(2)}(\beta a)}{H_{1}^{(2)}(\beta a)} \tag{11-44}
\end{equation*}
$$

For $\beta a \ll 1$, as would normally be the case, (44) reduces to

$$
\begin{align*}
Z_{\text {oxt }} & =\frac{j \eta}{2 \pi a}\left[\frac{J_{0}(\beta a)-j / V_{0}(\beta a)}{J_{1}(\beta a)-j \bar{V}_{1}(\beta a)}\right] \\
& \approx \frac{j \eta}{2 \pi a}\left[\frac{1-j \frac{2}{\pi}(\ln \beta a+C-\ln 2)}{\frac{\beta a}{2}+j \frac{2}{\pi \beta a}}\right] \\
& \approx \frac{60 \pi^{2}}{\lambda}+\frac{j \eta}{\lambda} \ln \frac{\lambda}{2 \pi a}  \tag{11-45}\\
& =\pi \omega \times 10^{-7}+j \omega\left(\frac{\mu}{2 \pi} \ln \frac{\lambda}{2 \pi a}\right) \tag{11-45a}
\end{align*}
$$

The real part of this external impedance is the radiation resistance per unit length, and the imaginary part is the external inductive reactance per unit length of the wire. The former is independent of wire diameter, whereas the latter becomes logarithmically infinite as the wire diameter approaches zero. The quantity $\mu / 2 \pi \ln \lambda / 2 \pi a$ is the high-frequency sxternal inductance of the wire (per meter length).

If the assumption of perfect conductivity is not made, the total tangential intensity $E(a)$ at the surface will not be zero, but it will have the (small) value required to drive the current $I$ against the internal impedance of the wire. This total or resultant field at the surface of the wire is as before
so that

$$
E(a)=E_{a}-E_{z}(a)
$$

$$
\begin{equation*}
E_{a}=E(a)--E_{z}(a) \tag{11-46}
\end{equation*}
$$

Dividing by the current $I$ gives the impedance per unit length of the wire.

$$
\begin{equation*}
Z=\frac{E_{a}}{I}=\frac{E(a)}{I}-\frac{E_{z}(a)}{I}=Z_{\text {int }}+Z_{\mathrm{oxt}} \tag{11-47}
\end{equation*}
$$

For the fields within the wire it is the appropriate solutions of (38), which must be used. Therefore within the wire

$$
E_{z} \text { (int) }=A I_{0}(\gamma \rho)+B K_{0}(\gamma \rho)
$$

The second of these functions becomes infinite at $\rho=0$. Since $E_{z}$ must always remain finite this requires that $B=0$, so

$$
E_{z}(\text { int })=A I_{0}(\gamma \rho)
$$

and from (29), remembering* that $I_{0}{ }^{\prime}=I_{1}$

$$
H_{\phi}=\frac{\gamma A}{j \omega \mu} I_{1}(\gamma \rho)
$$

At the surface of the wire, $E_{z}$ (int) must equal the total or resultant electric intensity $E(a)$, and $2 \pi a H_{\phi}=I$.

Therefore
and

$$
\begin{align*}
E(a) & =A I_{0}(\gamma a) \quad I=2 \pi a \frac{\gamma A}{j \omega \mu} I_{1}(\gamma a) \\
Z_{\text {int }} & =\frac{E(a)}{I}=\frac{j \omega \mu}{2 \pi a \gamma} \frac{I_{0}(\gamma a)}{I_{1}(\gamma a)} \\
& =\frac{\eta_{m}}{2 \pi a} \frac{I_{0}(\gamma a)}{I_{1}(\gamma a)} \tag{11-48}
\end{align*}
$$

where $\eta_{m}=\sqrt{j \omega \mu /(\sigma+j \omega \epsilon)}$ is the intrinsic impedance of the metal.

Equation (48) gives the exact expression for the internal impedance of the wire. The evaluation of this expression is simplified by recalling that for all metallic conductors at frequencies less than optical, $\sigma \gg \omega \epsilon$ and $\gamma \approx \sqrt{j \omega \mu \sigma}=\sqrt{\omega \mu \sigma} \sqrt{j}=\sqrt{\omega \mu \sigma} / 45^{\circ}$. To assist in obtaining numerical values for expressions such as (48), the following auxiliary functions have been defined and tabulated

$$
I_{0}(v \sqrt{j})=\operatorname{ber} v+j \text { bei } v
$$

[^33]Tables of these "farmyard functions" may be found in the references noted.* Curves showing the internal impedance of wires as given by (48) may be found in several texts. $\dagger$ Two special cases of this general expression are of impcrtance practically and will be considered.

The first of these special cases occurs for thin wires at low (power) frequencies, where the wire radius is small compared with the depth of penetration. For this case, $|\gamma a| \ll 1$, and only the first two terms of the power series expansion for $I_{0}(\gamma a)$ and $I_{1}(\gamma a)$ need be used. Then

$$
\begin{align*}
I_{0}(\gamma a) & \approx 1+\frac{(\gamma a)^{2}}{4}, \quad I_{1}(\gamma a) \approx \frac{\gamma a}{2}+\frac{(\gamma a)^{3}}{16} \\
Z_{\text {int }}(\text { low freq }) & \approx \frac{1}{\pi a^{2}(\gamma+j \omega \epsilon)}+\frac{j \omega \mu}{8 \pi} \\
& \approx \frac{1}{\pi a^{2} c}+j \omega \frac{\mu}{8 \pi} \tag{11-49}
\end{align*}
$$

These terms represent respectively the low-frequency resistance and internal inductive reactance of the wire, per unit length. The lowfrequency internal inductance of the wire is $\mu / 8 \pi$ henry $/ \mathrm{m}$.

The second special case of practical importance occurs for frequencies sufficiently high that the depth of penetration is small compared with the radius of the wire. This makes $|\gamma| \gg 1$. Except for quite thin wires, this case covers all radio frequencies. Using the asymptotic expansions for $I_{0}$ and $I_{1}$, the internal impedance becomes

$$
\begin{equation*}
Z_{\mathrm{int}}(\text { high freq }) \approx \frac{\eta_{m}}{2 \pi a}=\frac{Z_{s}}{2 \pi a}=\frac{R_{s}}{2 \pi a}+\frac{j X_{s}}{2 \pi a} \tag{11-50}
\end{equation*}
$$

As would be expected, when the der.th of penetration is small compared with the radius, the internal impedance per unit length of the wire is equal to the surface impedance of a thick plane sheet of the metal 1 meter long and $2 \pi a$ meters wide. Evaluating (50) in terms of the constants of the metal shows that

$$
\begin{equation*}
Z_{\text {int }}(\text { high freq })=\frac{1}{2 \pi a} \sqrt{\frac{\omega \mu}{2 \sigma}}+\frac{j}{2 \pi a} \sqrt{\frac{\omega \mu}{2 \sigma}} \tag{11-51}
\end{equation*}
$$

* McLachlan, Bessel Functions for Engineers, Oxford Press, London, 1934; Dwight, Tables of Integrals, Macmillan, New York, 1934.
$\dagger$ For example, Ramo and Whinnery, Fields and Waves in Modern Radin John Wiley and Sons. New York, 1944, chap. 6.

The first term is high-frequency ohmic resistance of the wire per unit length, and the second term is the high-frequency internal inductive reactance of the wire per unit length.

## PART II

## Circuit Relations and Field Theory

In the first part of this chapter the relations of field theory have been used to develop expressions for the impedance of a straight wire in two rather special cases. In the first case the wire was of finite length and was assumed to carry a sinusoidally distributed current. The impedance was calculated at the terminals. In the second case the wire was assumed infinitely long with a uniform current distribution, and the impedance per unit length was calculated. It is apparent that it should be possible, in a somewhat similar manner, to derive an expression for the impedance at the terminals of a wire circuit of any configuration. This is indeed the case, and it will be shown that the so-called circuit relations, by means of which the engineer solves for the current in a circuit in terms of the applied voltage and the circuit impedances, are derivable from field theory as special and approximate cases. Before carrying through such a derivation, it is desirable to re-examine circuit concepts for a simple closed circuit, to see how these concepts follow diractly from the integral statement of Maxwell's equations.
11.09 Circuit Relations and Maxwell's Equations in the Integral Form. Consider the Maxwell emf equation (Faraday's law)


Fig. 11-14 applied to the simple circuit of Fig. 11-14 consisting of a loop of wire with terminals $a-b$.

$$
\begin{equation*}
\int_{(b c a)} E_{s} d s+\int_{(a b)} E_{s} d s=-j \omega \Phi \tag{11-52}
\end{equation*}
$$

where $L_{s}$ is the component of $\mathbf{E}$ parallel to the wire and $\Phi$ is the magnetic flux through the loop.
The first integral is taken along the wire, and the second integral is along a straight line joining the terminals. The $E$, along the path of integration is the self-induced electric intensity, produced by the charges and current in the circuit. The voltage $V^{\circ}$, which must be applied or impressed at the terminals of the circuit to transfer the charges against this self-induced field, will be equal
and opposite to the second integral. That is,

$$
V^{\circ}=-\int_{(a b)} E_{s} d s
$$

Then eq. (52) can be rewritten as

$$
\begin{equation*}
V^{\circ}=-\int_{(a b)} E_{\varepsilon} d s=\int_{(b c a)} E_{\varepsilon} d s+j \omega \Phi \tag{11-53}
\end{equation*}
$$

Dividing through by the current $I$, an impedance equation is obtained.

$$
\begin{equation*}
Z=\frac{V^{\circ}}{I}=\frac{\int_{(b c a)} E_{s} d s}{I}+\frac{j \omega \Phi}{I} \tag{11-54}
\end{equation*}
$$

The first term on the right-hand side is the internal impedance $Z_{i}$ of the wire, and the second term represents the external reactance. If the external inductance $L_{8}$ is defined by $\Phi / I$, then eq. (54) becomes

$$
\begin{equation*}
Z=Z_{i}+j \omega L_{i} \tag{11-55}
\end{equation*}
$$

In the $d \cdot c$ case ( $\omega=0$ ), the external reactance is zero and the internal impedance is the resistance of the wire. In the alternating case, the internal impedance $Z_{i}$ is complex, and consists of a resistance $R_{i}$ and an internal reactance $X_{i}=j \omega L_{i}$. If a perfectly conducting wire is assumed, the first integral on the right-hand side of (53) is zero, and the applied voltage is equal to the external reactive voltage drop $j \omega \Phi=j \omega L_{e} I$. For an actual conductor the total inductance $L$ is the sum of the external and internal inductances, that is $L=L_{s}+L_{i}$. In practice $L_{i} \ll L_{e}$, so that the total inductance $L$ is very nearly equal tc the external inductance $L_{e}$. The inductance $L$ can be increased by winding the wire in the form of a coil. In this manner the magnetic flux per ampere is increased, and the samo magnetic flux is caused to link several turns. If the


Fig. 11-15 inductive reactance of the coil is large enough so that the inductive reactance of the rest of the circuit may be neglected, the inductance is said to be "lumped."

If a condenser is connected in series with the loop as in Fig. 11-15, the emf equation becomes
$\int_{(b a d)} E_{s} d s+\int_{(d e)} E_{s} d s+\int_{(e f a)} E_{s} d \cdot ;+\int_{(a b)} E_{s} d s=-j \omega \Phi$

The first and third terms are due to the internal impedance of the wire and condenser plates. The second term is the voltage between the condenser plates. This is proportional to the charge $Q$ on the plates, and the ratio

$$
\frac{Q}{\int_{(d e)} E_{z} d s}
$$

is the capacitance $C$ of the condenser. $Q$ is related to the current $I$ by

$$
Q=\int I d t=\frac{I}{j \omega}
$$

so the second term of eq. (56) may be written

$$
\int_{(d e)} E_{z} d s=\frac{1}{j \omega C} I
$$

The applied voltage $V^{\circ}$ is equal to the negative of the fourth integral, so eq. (56) becomes

$$
\begin{equation*}
V^{\circ}=Z_{i} I+j \omega \Phi+\frac{I}{j \omega C} I \tag{11-57}
\end{equation*}
$$

If the small internal reactance of the wire is lumped with the external inductive reactance, (57) may be written as

$$
\begin{equation*}
V^{\circ}=I\left(R+j \omega L+\frac{1}{j \omega C}\right) \tag{11-58}
\end{equation*}
$$

where $L$ is now the total or effective inductance of the circuit. This is the usual form of the circuit equation.

There are several approximations and assumptions involved in writing eq. (58). Some of these will be evident from the manner of its derivation from eq. (52), but others are more obscure. They will be listed here and discussed in greater detail later in this section.

1. The current $I$ has been assumed to have the same magnitude in all parts of the circuit. This means that "distributed capacitance" effects, or displacement currents from one conductor to another have been neglected.
2. An inductance $L$ has been defined for low frequencies (actually at $\omega=0$ ) and has then been used in (58) as though it were independent of frequency.
3. Retardation effects, e.g. radiation, have been neglected.

At power frequencies, the approximations are excellent and the neglected quantities are indeed negligible. However, at radio frequencies and more especially at ultrahigh frequencies, some of the neglected factors become important, and the circuit approach breaks down unless appropriate steps are taken to make circuit concepts carry over, for example, by generalizing definitions. Generalized definitions for circuit constants can be obtained by considering the circuit as a problem in field theory. The direct derivation of E and H from Maxwell's equations in the integral form was easily done for the closed or quasi-closed circuits of Figs. 11-14 and 11-15. However, for open circuits such as antennas, where radiation is important, it is generally simpler to obtain E and H indirectly through the retarded potentials $\mathbf{A}$ and $V$. It is instructive to use this more general field method to derive the simple circuit relations already considered. Such a derivation points up the approximations involved in the latter relations and indicates the extent of the errors incurred when ordinary circuit theory is used at high frequencies. In addition, generalized definitions can be obtained for the circuit "constants," by means of which it becomes possible to extend the use of the circuit approach to the ultrahigh frequencies.
11.10 Derivation of Circuit Relations from Field Theory. The electric circuit laws of Ohm, Faraday, and Kirchhoff were based on experimental observations and antedated the electromagnetic theory of Maxwell and Lorentz. Indeed, the theory was developed as a generalization from these simpler and more restricted laws. It is interesting, but not surprising, then, to find that the circuit relations are just special cases of the more general field relations, and that they may be developed from the latter when suitable approximations are made. Neveriheless, the importance of the simple (and approximate) circuit relations should not be underestimated. With these beautifully simple relations the electrical engineer has been enabled to design and construct electrical systems and circuits of amazing intricacy. Without the simplifying assumptions of circuit theory the vast power and communication networks
of today would not have been possible, for the exact field solutions to many of the problems would have been of overwhelming complexity.

In this section the circuit relations dealing with voltages and currents will be derived as special cases of electromagnetic field theory, the theory which treats with charge and current densities and their associated fields.


Fig. 11-16. (a) A simple RLC circuit. (b) A representation suitable for the application of field theory.

Consider again the simple series circuit of Fig. 11-16 for which can be written the circuit equation

$$
\begin{equation*}
V^{\circ}=I R+\frac{I}{j \omega C}+j \omega L I \tag{11-59}
\end{equation*}
$$

The applied or impressed voltage $V^{\circ}$ is assumed to be independent of the resultant current $I$. Equation (59) can be rewritten in the form
where

$$
\begin{gather*}
V^{\circ}+V^{\prime}=V_{R}  \tag{11-60}\\
V^{\prime}=-j \omega L I-\frac{1}{j \omega C} I \tag{11-61}
\end{gather*}
$$

is the sum of the reactive voltages across the circuit elements and

$$
\begin{equation*}
V_{R}=I R \tag{11-62}
\end{equation*}
$$

is the net voltage left to drive the current $I$ through the resistance $R$ after the reactive voltage drops have been subtracted from the applied voltage.

In field theory relations similar to (60), (61), and (62) may be written for electric fields and conduction current densities. Thus
at the surface of, or within, a conductor, the conduction current density is given by Ohm's law.

$$
\begin{equation*}
\frac{i}{\sigma}=\mathrm{E} \tag{11-63}
\end{equation*}
$$

where $\sigma$ is the conductivity of the conductor and E is the total clectric intensity tangential to the surface. In general, this total $\mathbf{E}$ is the sum of an applied or impressed electric intensity $\mathrm{E}^{\circ}$ and a "self-induced" or back electric intensity $E^{\prime}$ that is due to the charges and currents in the system.
That is

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}^{\circ}+\mathrm{E}^{\prime} \tag{11-64}
\end{equation*}
$$

The impressed intensity $\mathrm{E}^{\circ}$ is ass amed to be independent of the charges and currents in the syste:n under consideration. This would be the case for example if $\mathrm{E}^{\circ}$ were the electric field of a distant antenna. In this circumstarce, to use circuit terminology, the coupling between the two systems is sufficiently loose that the charges and currents in the second system do not affect (to any significant extent) the current flowing in the distant antenna.

The "self-induced" electric intensity $\mathrm{E}^{\prime}$ that is due to the charges and currents in the system under consideration may be determined from Maxwell's equations, either directly or through the scalar and vector potentials. In terms of the potentials,

$$
\begin{equation*}
\mathbf{E}^{\prime}=-\operatorname{grad} V-\omega \mu j \mathbf{A} \tag{11-65}
\end{equation*}
$$

where $V$ and A are related to the cherge and current densities of the system through

$$
\begin{equation*}
V=\frac{1}{4 \pi \epsilon} \int_{\mathrm{vol}} \frac{\rho\left(t-\frac{r}{c}\right)}{r} d V \quad \mathbf{A}:=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i\left(t-\frac{r}{c}\right)}{r} d V \tag{11-66}
\end{equation*}
$$

Then, rewriting (64) and using (63) and (65), the field relations at the surface of a conductor may be written as

$$
\begin{equation*}
\mathrm{E}^{\circ}=\frac{i}{\sigma}+\operatorname{grad} V+j \omega \mu \mathrm{~A} \tag{11-67}
\end{equation*}
$$

Integrating along the conducting portion of a circuit (Fig. 11-16), the general circuital relation is obtained, viz.:

$$
\begin{equation*}
\int_{0}^{d} E_{s}^{\circ} d s=\int_{c}^{d} \frac{i_{s}}{\sigma} d s+\int_{c}^{i} \frac{\partial V}{\partial s} d s+\int_{0}^{d} j \omega \mu A_{s} d s \tag{11-68}
\end{equation*}
$$

Making suitable assumptions and approximations, the general relation (68) can be reduced to the simple circuit equation (59). The steps required to derive (59) from (68) show clearly the approximations involved in the simple circuit equation.

In eq. (68) the path of integration is taken along the surface of the conductor parallel to its axis. The expression (67) cannot be integrated across the condenser gap, because there both $i$ and $\sigma$ are zero and the first expression on the right-hand side is indeterminate. If there is no series condenser in the circuit, the points $c$ and $d$ are coincident, and the integration is performed around a completely closed conducting path. For this case of a completely closed path the circuital relation corresponding to (68) would be

$$
\begin{equation*}
\oint E_{s}^{\circ} d s=\oint \frac{i_{s}}{\sigma} d s+\oint j \omega \mu A_{s} d s \tag{11-69}
\end{equation*}
$$

The second term on the right-hand side of (68) has dropped out because the gradient of a scalar potential integrated around a closed path is always zero. That is

$$
\oint \operatorname{grad} V \cdot \mathrm{ds}=\oint \frac{\partial V}{\partial s} d s \equiv 0
$$

The various terms of eq. (68) will now be considered one at a time. The term on the left-hand side of (68) evidently corresponds to the applied voltage $V^{\circ}$. In circuit work $V^{\circ}$ is supplied by an electric generator, which is usually a complicated circuit in itself. However, for purposes of solving for voltages and currents in the circuit under consideration (the driven circuit), $V^{\circ}$ is assumed to be supplied across a pair of terminals by a zero-impedance generator, or by a zero-impedance generator connected in series with a lumped impedance equal to the generator impedance. Similarly in considering the field relations, the impressed or applied field $\mathbf{E}^{\circ}$ usually exists along a complicated configuration of conductors (in the generator winding) and may extend over an appreciable portion of the circuit under consideration. However, for purposes of analysis the impressed field $\mathbf{E}^{\circ}$ is often assumed to exist only along a section of conductor of very short length; that is, a "point" or "slice" generator is assumed to exist between the points $a$ and $b$, (Fig. 11-16a), so that the applied voltage is

$$
\begin{equation*}
\int_{c}^{d} E_{s}^{\circ} d s=\int_{a}^{b} E_{a}^{\circ} d s=V^{\circ} \tag{11-70}
\end{equation*}
$$

Now consider the first term on the right-hand side of eq. (68). For the direct-current case, the inte:pretation of this term would be very simple. The current density $i_{s}$ would be uniform throughout the conductor cross section and would be given by

$$
\begin{equation*}
i_{t}=\frac{I}{A} \tag{11-71}
\end{equation*}
$$

where $A$ is the cross sectional area of the conductor. The conductivity is the reciprocal of the resistivity $\rho$, and so

$$
\frac{1}{A \sigma}=\frac{\rho}{A}==R^{\prime}
$$

where $R^{\prime}$ is the resistance per unit length of the conductor. Then

$$
\begin{equation*}
\frac{i_{s}}{\sigma}=\frac{i_{s}}{A} \cdot \frac{A}{\sigma}=I R^{\prime} \tag{11-72}
\end{equation*}
$$

is just the voltage drop (due to resistance) per unit length, and the first term on the right-hand side of (68) becomes

$$
\begin{equation*}
\int_{c}^{d} \frac{i_{s}}{\sigma} d s=\int_{c}^{d} r R^{\prime} d s=I R \tag{11.73}
\end{equation*}
$$

which is the total $I R$ drop around the circuit.
From (72) and (63) it is seen that for the direct-current case, the ratio of total tangential electric intensity $E$ to total current $I$ is the resistance per unit length, that is

$$
\frac{E}{I}=R^{\prime}
$$

For alternating currents, especially at high frequencies, the current density is no longer uniform throughout the cross-section of the conductor. Instead it varies-both in magnitude and phase through the cross-section-so that the total current $I$, in general, differs in phase from the current density at the surface of the conductor. The ratio $E / I$ is now complex and defines $z_{i}$, the "internal impedance" per unit length of the conductor. Now the first term on the right-hand side of cq. (68) may be written

$$
\begin{equation*}
\int_{c}^{d} \frac{i_{土}}{\sigma} d s=\int_{c}^{d} E, d s=\int_{c}^{d} I z_{\mathrm{j}} d s \tag{11-74}
\end{equation*}
$$

When the current $I$ is uniform around the circuit, as it is in the lowfrequency case, (74) becomes

$$
\begin{equation*}
\int_{0}^{d} \frac{i_{s}}{\sigma} c^{\prime} s=I \int_{0}^{d} z_{i} d s=I Z_{i} \tag{11-75}
\end{equation*}
$$

$Z_{i}=R_{i}+j X_{i}$ is the so-called internal impedance of the conductors of the circuit. For direct-current it reduces to the circuit resistance. Even in the case of high-frequency alternating currents, the internal reactance $X_{i}$ is very small compared with the "external reactance" of the circuit obtained from the second and third terms on the right-hand side of (68) and may usually be neglected. In any event, in circuit work the internal reactance of the conductors is usually lumped with the external reactance to give the total circuit reactance, and the resistive or in-phase component of the first term of (68) is shown explicitly as $I R$.

Consider next the second term on the right-hand side of eq. (68). When integrated around a closed path, as in the case of a circuit containing only resistance and inductance, this term is zero. However, for a circuit with a condenser (Fig. 11-16b), where the integration is carried from one plate $c$ to the other plate $d$, there results.

$$
\begin{equation*}
\int_{c}^{d} \frac{\partial V}{\partial s} d s=V_{d}-V_{c} \tag{11-70}
\end{equation*}
$$

This is the potential difference between the plates of the condenser. If these plates are considered to be very close together, and if the charge distributed along the wire is small compared with the charge concentrated on the condenser plates (that is, if stray capacitance is negligible compared with the capacitance of the condenser), the potential difference ( $V_{d}-V_{c}$ ) will be proportional to the charge on the condenser plates. That is

$$
\begin{equation*}
V_{d}-V_{c}=\frac{Q}{C}=\frac{I}{j \omega C} \tag{11-77}
\end{equation*}
$$

The proportionality factor $C$ is just the capacitance of the condenser as defined for the static case. Thus, for the second term of eq. (68), it is possible to write

$$
\begin{equation*}
\int_{c}^{d} \frac{\partial V}{\partial s} c^{\prime} s=\frac{I}{j \omega C} \tag{11-78}
\end{equation*}
$$

Finally consider the third term on the right-hand side of eq. (68). This could be written
where

$$
\begin{equation*}
\int_{c}^{d} j \omega \mu A_{s} d s=j \omega L^{\prime} I^{\prime} \tag{11-79}
\end{equation*}
$$

$$
\begin{equation*}
L^{\prime}=\frac{1}{I^{\prime}} \int_{c}^{d} \mu A s d s \tag{11-80}
\end{equation*}
$$

is a "generalized inductance" of the circuit. This generalized inductance depends both on the circuit geometry and on the current distribution, and, as defined by (80), it also depends upon where in the circuit the current $I^{\prime}$ is metsured. For low frequencies, where the current amplitude is constant around the circuit, this generalized definition reduces to a well-known formula for lowfrequency inductance [eq. (87)]. To see how the "inductance" of the circuit changes as the frequen yy increases, it is necessary to examine more closely the integral exjression of equation (80).

For a current flowing in a thin wire, the expression for the vector potential at any point in space, due to an elemental length, is

$$
\begin{equation*}
d \Lambda=\frac{1}{4 \pi} \frac{I d s^{\prime} e^{-j s^{\prime} r}}{r} \tag{11-81}
\end{equation*}
$$

where $I$ is the integrated value of current density over the cross section of the wire, and $r$ is the distance from an element of length $d s^{\prime}$ along the center of the wire to the point at which $\mathbf{A}$ is evaluated. The total vector potential due to current flow in the entire circuit will be

$$
\begin{equation*}
\mathrm{A}=\frac{1}{4 \pi} \oint \frac{I}{} \frac{0^{-j 9 r}}{r} d s^{\prime} \tag{11-82}
\end{equation*}
$$

In the third term of eq. (68) the component of $\mathbf{A}$ parallel to the axis of the wire is evaluated at the surface of the wire, and integrated around the conducting part of the circuit from $c$ to $d$. This term can then be written

$$
\begin{equation*}
j \omega \int_{c}^{d} \mu A s d s=j \omega \int_{c}^{i} \oint \frac{\mu I c^{-j \beta r}}{4 \pi r} d \mathrm{~s}^{\prime} \cdot d \mathbf{s} \tag{11-83}
\end{equation*}
$$

In the general case $I$ varies witl the position of $d s^{\prime}$ and must be retained under the integral sign. The usual low-frequency approximations are to assume that $I$ is constant around the circuit with no change of phase, and also to neglect the phase shift factor $e^{-j 8 r}$.

At very high frequencies where the circuit dimensions become appreciable fractions of a wavelength, both of these approximations lead to error. However, the effect of neglecting the phase shift factor is much the more important because it is responsible for radiation from the circuit. For circuits that are not too large in wavelengths, say less than one-tenth wavelength around, the current distribution usually departs a surprisingly small amount from the low-frequency, constant-amplitude, constant-phase condition. (The reason for this can be seen by considering the current amplitude and phase variations along a short-circuited low-loss transmission line, the length of which is less than one-twentieth of a wavelength.) Because of these facts it is often permissible to neglect variations of current amplitude and phase around the circuit while still accounting for the phase-shift factor $e^{-i \beta r}$. Under such conditions (83) becomes

$$
\begin{equation*}
j \omega I \int_{c}^{d} \oint \frac{\mu e^{-i \beta r}}{4 \pi r} d \mathbf{s}^{\prime} \cdot d \mathbf{s} \tag{11-84}
\end{equation*}
$$

Comparison with $j \omega L I$ shows that

$$
\begin{equation*}
\int_{c}^{d} \oint \frac{\mu e^{-j \beta r}}{4 \pi r} d \mathrm{~s}^{\prime} \cdot d \mathrm{~s} \tag{11-85}
\end{equation*}
$$

is the factor that, at low frequencies, is identified as the inductance of the circuit. At frequencies sufficiently low that the phase shift is negligible (that is, for which $\beta r \lll 1$ )

$$
e^{-j \beta r} \approx 1
$$

and the low-frequency inductance is

$$
\begin{equation*}
L_{\mathrm{LF}}=\int_{c}^{d} \oint \frac{\mu d \mathrm{~s}^{\prime} \cdot d \mathrm{~s}}{4 \pi r} \tag{11-86}
\end{equation*}
$$

If the circuit is closed, $c$ and $d$ coincide and

$$
\begin{equation*}
L_{\mathrm{LF}}=\oint \oint \frac{\mu d \mathrm{~s}^{\prime} \cdot d \mathrm{~s}}{4 \pi r} \tag{11-87}
\end{equation*}
$$

which is known as Neumann's formula for the external inductance of a circuit.

At higher frequencies, where it is no longer permissible to neglect the factor $e^{-j \beta r}$, its effect can be determined by expanding it in series
form and using the first few terms:

$$
\begin{aligned}
e^{-j \beta r}=1-j \beta r-\frac{\beta^{2} r^{2}}{2!} & +\frac{j \beta^{3} r^{8}}{3!}+\frac{\beta^{4} r^{4}}{4!}-\cdots \\
& =\left(1-\frac{\beta^{2} r^{2}}{2!}+\cdots\right)-j\left(\beta r-\frac{\beta^{3} r^{3}}{3!}+\cdots\right)
\end{aligned}
$$

It is seen that the expression (85) for "inductance" now has both real and imaginary parts. The real part represents the highfrequency external inductance of the circuit. The imaginary part is the so-called radiation resistance of the circuit. From expression (84) it is evident that this imaginary part combines with the factor $j \omega I$ to yield a voltage in-phase with $I$. The power required to drive $I$ against this in-phase component of voltage is radiated from the circuit.

The value of the radiated power is given by

$$
\begin{equation*}
W_{\mathrm{rad}}=I^{2} \int_{c}^{d} \oint \frac{j \omega \mu}{4 \pi r}\left(-j \beta r+j \frac{\beta^{3} r^{3}}{3!}-\cdots\right) d \mathrm{~s}^{\prime} \cdot d \mathrm{~s}=I^{2} R_{\mathrm{rad}} \tag{11-88}
\end{equation*}
$$

where $R_{\text {rad }}$ is the radiation resistance of the circuit and is given by

$$
\begin{equation*}
R_{\mathrm{rad}}=\int_{c}^{d} \oint \mu\left(\frac{\omega^{2}}{4 \pi c}-\frac{\omega^{\mathrm{i}} r^{2}}{24 \pi c^{3}}-\cdots\right) d \mathrm{~s}^{\prime} \cdot d \mathrm{~s} \tag{11-89}
\end{equation*}
$$

When integrated around a closed path, the first term drops out, leaving

$$
\begin{equation*}
R_{\mathrm{rad}}=10^{-7} \int_{c}^{d} \oint\left(-\frac{\omega^{4} r^{2}}{3!c^{3}}+\frac{\omega^{6} r^{4}}{5!c^{5}}-\cdots\right) d \mathrm{~s}^{\prime} \cdot d \mathrm{~s} \tag{11-90}
\end{equation*}
$$

Consideration of the real part of expression (85) shows how the inductance depends upon the plase factor $e^{-j \beta r}$.

$$
\begin{align*}
L & =\int_{c}^{d} \oint \frac{\mu}{4 \pi r}\left(1-\frac{\beta^{2} r^{2}}{2!}+\cdots\right) d \mathrm{~s}^{\prime} \cdot d \mathrm{~s}  \tag{11-91}\\
& =10^{-7} \int_{c}^{d} \oint \frac{1}{r}\left(1-\frac{\omega^{2} r^{2}}{2 c^{2}}+\cdots\right) d \mathrm{~s}^{\prime} \cdot d \mathrm{~s}
\end{align*}
$$

Using eqs. (75), (76), (78), and (79), it is seen that at low frequencies eq. (68) reduces directly to eq. (59). Comparison of eqs. (68) and (59) shows clearly the approximations involved in the simple
circuit relations, and makes it possible to determine the magnitude of the neglected factors. With this knowledge circuit concepts may be extended to much higher frequencies.

The extension of circuit concepts to higher frequencies is accomplished in practice by the addition of appropriately located lumpedcircuit constants. For example "distributed" inductance and capacitance effect are accounted for by suitably located series inductors and shunt capacitors, and radiation effects by the inclusion of a "radiation resistance." An outstanding example in electrical engineering of the extension of circuit concepts to systems not necessarily small in wavelengths is the ordinary transmission line. Here, by suitably representing the distributed constants of the line by lumped constants, a circuit results that can be solved by ordinary circuit methods. Although the circuit is complicated, the solution is relatively simple in the important practical case of a uniform transmission line. In this manner it is possible in some problems to extend circuit concepts even to the microwave range.

## ADDITIONAL PROBLEMS

9. A resonant-length dipole ( $L=2 H$, slightly less than $\lambda / 2$ ) has a free-space input impedance of $73+j 0$ ohms. What is its input impedance when placed parallel to, and a quarter-wavelength from, a large perfectly conducting screen.
10. A parasitic (unfed and short-circuited) dipole has a length of 108 cm and a radius of 0.5 cm . Determine the magnitude and phase of the current in it when placed parallel to and 0.1 wavelength from a halfwave dipole carrying 1 amp . Frequency $=150 \mathrm{mc}$. From curves, find $Z_{12}=68+j 10$ approximately. What is the input impedance of the driven dipole (antenna 1) if it is assumed that $Z_{11} \approx 73$ ohms.
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## CHAPTER 12

## DIRECTIONAL CHARACTERISTICS OF ANTENNAS

12.01 Introduction. Radio antenuas have a twofold function. The first of these functions is to "radiate" the radio frequency energy that is generated in the transmitter and guided to the antenna by the transmission line. In this capacity the antenna acts as an impedance-matching device to match the impedance of the transmission line to that of free space. The other function of the antenna is to direct the energy into desired directions, and what is often more important, to suppress the radiation in other directions where it is not wanted. This second function of the antenna will be considered first under the general heading of directional characteristics.

A completely nondirectional or ornidirectional radiator radiates uniformly in all directions and is known as an isotropic radiator or a unipole. A point source of sound is an example of an isotropic radiator in acoustics. There is no such thing as an isotropic radiator of electromagnetic energy, since all radio antennas have some directivity. However, the notion of a completely nondirectional source is useful, especially for gain comparison purposes.

The radiation pattern of an antenna is a graphical representation of the radiation of the antenna as a function of direction. When the radiation is expressed as field strength, $E$ volts per meter, the radiation pattern is a ficld strength pattern. If the radiation in a given direction is expressed in terms of power per unit solid angle, the resulting pattern is a power pattern. A power pattern is proportional to the square of the field strength pattern. Unless otherwise specified, the radiation patterns referred to in this book will be field strength patterns.

The co-ordinate system generally used in the specification of 391
antenna radiation patterns is the spherical co-ordinate system ( $r, \theta, \phi$ ), shown in Fig. 12-1. The antenna is located at or near the origin of this system, and the field intensity is specified at points on the spherical surface of radius $r$ (or on a semispherical surface in the case of ground-based antennas). The shape of the radiation pattern is independent of $r$, as long as $r$ is chosen sufficiently large ( $r$ must be very much greater than the wavelength and very much greater than the largest dimension of the antenna system.) When


Fig. 12-1. Spherical co-ordinate system.
this is true, the magnitude of the field strength in any direction varies inversely with $r$, and so needs to be stated for only one value of $r$. For example, in broadcast antenna work it is customary to state the field strength at a radius of 1 mile. Often only the relative radiation pattern is used. This gives the relative field strengths in various directions, usually referred to unity in the direction of maximum radiation.

For the radiation field, the direction of E is always tangential to the spherical surface. For a vertical dipole E is in the $\theta$ direction; whereas for a horizontal loop E is in the $\phi$ direction. In general, the radiation field'intensity may have both $E_{\theta}$ and $E_{\phi}$ components,
which may or may not be in time phase. The radiation characteristics are then shown by separate patterns for the theta and phi polarizations. The terms, theta polarization and phi polarization are synonymous with and replace the older terms vertical polarization and horizontal polarization, respectively. The older terms were confusing in that a theta or vertically polarized signal is not always vertical (however it is always in the vertical plane through the radius vector), although a phi or horizontally polarized signal is always horizontal.

A complete radiation pattern gives the radiation for all angles of $\phi$ and $\theta$ and really requires three-dimensional presentation. This is overcome by showing cross sections of the pattern in planes of interest. Cross sections in which the radiation patterns are most frequently given are the horizontal ( $\theta==90^{\circ}$ ) and vertical ( $\phi=$ constant) planes. These are called the horizontal pattern and vertical patterns, respectively.
12.02 Directional Properties of Dipole Antennas. The magnitude of the radiation term for the field strength due to an elementary dipole $I d l$ is

$$
\begin{equation*}
E=E_{\theta}=\frac{60 \pi I d l}{r \lambda}-\sin \theta \quad \mathrm{volt} / \mathrm{m} \tag{12-1}
\end{equation*}
$$

where $\theta$ is the angle between the axis of the dipole and the radius vector to the point where the field strength is measured. When the dipole is vertical, the horizontal radiation pattern is a circle (Fig. $12-2 a)$ because in this plane $\left.(\theta=9)^{\circ}\right)$ the radiation is uniform. In any vertical plane through the axis the field strength varies as $\sin \theta$ and the vertical patterns are all the same, having the figureeight shape shown in Fig. 12-2b. When the dipole is horizontal, the horizontal pattern has the figure-eight shape, but the vertical pattern depends upon the angle which the vertical plane makes with the horizontal axis. The two vertical planes of chief interest are those perpendicular and parallel to the axis of the dipole. The vertical radiation pattern is a circle for the former and a figure-eight for the latter. These two vertical patterns and the horizontal pattern are known as the principal plane patterns.

As the length of a dipole is increased beyond the point where it may be considered short in terms of a wavelength, the radiation pattern in the planes through the axis changes as indicated in Fig.

12-2. Figure $12-2 \mathrm{c}$ shows the vertical radiation pattern of a centerfed half-wave vertical dipole, and Fig. 12-2d shows the same pattern when the dipole is one wavelength long. The expression

(a) HORIZONTAL PATTERN

(b) vertical pattern

(c)


(d)

(e)

(f)

Fig. 12-2. Radiation patterns of center-fed vertical dipoles: (a) horizontal rattern; (b) vertical pattern for a short dipole. Vertical patterns for dipole lengths: (c) one-half wavelength; (d) one wavelength; (e) one-and-a-half wavelengths; (f) two wavelengths. The assumed current distribution for each case is shown dashed.
for the magnitude of the radiation field intensity due to a half-wava dipole is

$$
\begin{equation*}
E=\frac{60 I}{r}\left[\frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta}\right] \quad \mathrm{volt} / \mathrm{m} \tag{12-2}
\end{equation*}
$$

The more general expression for a dipole of any length $L=2 H$ is

$$
\begin{equation*}
E=\frac{60 I}{r}\left[\frac{\cos \beta H-\cos (3 H \cos \theta)}{\sin \theta}\right] \mathrm{volt} / \mathrm{m} \tag{12-3}
\end{equation*}
$$

Expressions (1) and (2) were derived in chap. 10 and expression (3) was obtained in a problem in the same chapter. The radiation patterns, as given by (3), are shown in Fig. 12-2e and 12-2f for antenna lengths of $11 / 2$ and 2 wavelengths.

The vertical radiation patterns of Fig. 12-2 also apply to the corresponding grounded vertical antennas when mounted on a perfectly conducting ground plane. 'The length of the grounded vertical antenna is just one-half the length of the corresponding dipole (the image forms the other half), and of course only the top half of the pattern applies.
12.03 Traveling-wave Antennas and Effect of the Point of Feed on Standing-wave Antennas. The patterns of Fig. 12-2 are for unterminated antennas that are assuried to have a standing-wave distribution of current. Sometimes antennas are terminated to make them aperiodic or nonresonant and, in this case, they have a traveling-wave distribution. The directional pattern of a travelingwave antenna having a length of 6 wavelengths is shown in Fig. $12-3$. Assuming negligible attenuation of the wave along the antenna, the expression for the pattern of a traveling-wave antenna (see problem 20, chap. 10) is

$$
\begin{equation*}
E=\frac{30 I_{m} \sin \theta}{r(1-\cos \theta)}\{2-2 \cos [\beta L(1-\cos \theta)]\}^{3 / 2} \tag{12-4}
\end{equation*}
$$

It is seen that with a traveling current wave the pattern is no longer symmetrical about the $\theta=90$ degrees plane, but instead the radiation tends to "lean" in the direction of the current wave. The angle $\theta$ between the axis of the antenna and the direction of maximum radiation becomes smaller $\varepsilon s$ the antenna becomes longer.

In the case of an unterminated antenna the actual current distribution in general is a combination of standing wave and traveling wave. However, except for very long antennas, the standing wave is predominant and the traveling-wave component of current is usually neglected in pattern calculations. For the standing-wave current distribution, the pattern is always symmetrical about the $\theta=90$ degrees plane. For.center-fed antennas the pattern of the
traveling-wave component of current is also symmetrical about $\theta=90$ degrees, so that the effect of this latter component of current tends to be obscured. This is especially true when the angles of maximum radiation for the two current distributions nearly coincide, as is often the case. However, when an antenna is unsymmetrically fed, the pattern due to the traveling-wave current distribution is no longer symmetrical about $\theta=90$ degrees, and its effect on the resultant pattern becomes more pronounced. This is evident in Fig. 12-4, which shows some experimental patterns of wire antennas having different locations for the feed points. The


Fig. 12-3. Radiation pattern of a traveling-wave antenna that is 6 wavelengths long.
asymmetry due to the traveling-wave current shows up when the feed point is moved away from center.

Changing the location of the feed point has another, even more important, effect when the antenna is longer than a half-wavelength. This is the effect on the standing-wave current distribution, which may be quite different for different locations of the feed point as is also illustrated in Fig. 12-4 for full wave and 11/2 wavelength antennas. The effects of these different current distributions is clearly evident in the measured patterns.
12.04 Two-element Array. When greater directivity is required than can be obtained by a single antenna, antenna arrays are used. An antenna array is a system of similar antennas, similarly oriented. Antenna arrays make use of wave interference phenomena that vecur between the radiations from the different elements of the
(a)

(b)




Fig. 12-4. Experimental patterns of wire antennas having different locations for feed points: (is) half-wave center-fed; (b) half-wave end-fed; (c) full-wave center-fed; (d) full-wave fed onequartcr wavelength from one end; (e) full-wave end-fed; ( f ), ( g ), (h), and (i) one-and-one-half wave, fed as indicated. (Courtesy Electronics.)
array. Consider the two-element array of Fig. 12-5 in which the antennas 0 and 1 are nondirectional radiators in the plane under consideration. (For example, they could be vertical radiators when the horizontal pattern is being consicered.) When the point $P$ is sufficiently remote from the antenna system, the radius vectors to the point can be considered parallel, and it is possible to write

$$
r_{1}=r_{0}-d \cos \phi
$$

in the phase factor of the fields, and

$$
\frac{1}{r_{1}}=\frac{1}{r_{0}}
$$

as far as the magnitudes of the fields are concerned. The phase difference between the radiations from the two antennas will be

$$
\psi=\beta d \cos \phi+\alpha
$$



Fig. 12-5. A two-clement array of nondirectional radiators.
where $\beta d=(2 \pi / \lambda) d$ is the path difference in radians and $\alpha$ is the phase angle by which the current $I_{1}$ leads $I_{0}$. The vector sum of the fields will be

$$
E=E_{0}\left(1+k e^{i \nu}\right)
$$

where $E_{0}$ is the field intensity due to antenna 0 alone, and where $k$ is the ratio of the marnitudes of $I_{1}$ and $I_{0}$. The marnitude of the total field intensity is given by

$$
\begin{aligned}
E_{r} & =\left|E_{0}\left(1+l_{i} c^{j}\right)\right| \\
& =\left|E_{0}(1+k \cos \psi+j k \sin \psi)\right| \\
& =E_{0} \sqrt{(1+k \cos \psi)^{2}+l^{2} \sin ^{2} \psi}
\end{aligned}
$$

In the particular but important case where tho antenna currents have equal marnitudes, this becomes (see Fig. 12-6b)

$$
\begin{align*}
E_{r} & =2 E_{0} \cos \frac{\psi}{2} \\
& =2 \mathcal{E}_{0} \cos \left(\frac{\pi d \cos \phi}{\lambda}+\frac{\alpha}{2}\right\} \tag{12-5}
\end{align*}
$$



Fia. 12-6. Phasor addition of fields.


Fra. 12-7. Radiation patterns of two nondirectional radiators when fed with equal currents at the phasings shown.

The radiation patterns resulting from the expression for commonly used spacings and phasings are sketched in Fig. 12-7. These patterns are for the case where each of the antennas, when radiating alone, is a nondirectional or point source radiator; that is, it has a circle for its radiation pattern in the plane under consideration. This is quite evidently true for vertical antennas when the horizontal pattern is being considered.
12.05 Horizontal Patterns in Broadcast Arrays. Two element arrays are limited in the type and variety of radiation patterns that they can produce, and for broadcast arrays three or more antennas


Fig. 12-8. A three-element array.
are often used. With a two-antenna array the pattern must always be symmetrical about the plane through the antennas, and the position of only two nulls can be specified. A three-element array, in which antenna configurations and spacing as well as current magnitudes and phases are all variables under the control of the designer, permits a larger number of different antenna pattern types. For a three-element array as in Fig. 12-8 the resultant horizontal intensity pattern is given by
where

$$
\begin{gather*}
E_{T}=\left|E_{0}\left(1+k_{1} e^{j \psi_{1}}+k_{2} e^{j \psi_{2}}\right)\right|  \tag{12-6}\\
\psi_{1}=\left(\beta d_{1}\right) \cos \phi_{1}+\alpha_{1} \\
\psi_{2}=\left(\beta d_{2}\right) \cos \phi_{2}+\alpha_{2}
\end{gather*}
$$

The evaluation of expression (6) is straightforward but rather timeconsuming when a large number of points must be plotted. A
graphical method which is sometimes used for evaluating an expression such as (6) is shown in Fig. 12-!. The antenna spacing is expressed in degrees and a semicircle is drawn with this spacing as radius. For each angle $\phi_{1}$ the value of $\beta d \cos \phi$ is read off directly in degrees, and $\psi_{1}$ is obtained by adding the angle $\alpha . \psi_{2}$ is obtained in a like manner and the vector addition of Fig. 12-9b gives the resultant $E_{T}$.

(a)
-

(b)

Fig. 12-9. Graphical method for olitaining antenna patterns.
The design of an array to produce a desired pattern is usually done on a cut-and-try basis. That is, certain spacings and currents are assumed and the corresponding pattern computed. Modifications are then made in the assumed conditions and the pattern is recomputed. This process is continued until a pattern close enough to the desired pattern has been obtained. Since the computation involved is simply that of vector addition, various "pattern calculators," both mechanical and electronic, have been devised to perform the computation. A book* on direstional antennas shows some

[^34]15,000 computed patterns obtained with the aid of a mechanical plotter.
12.66 Linear Arrays. For point-to-point communication at the higher frequencies the desired radiation pattern is a single narrow lobe or beam. To obtain such a characteristic (at least approximately) a multielement linear array is usually used. An array is linear when the elements of the array are spaced equally along a straight line (Fig. 12-10). In a uniform linear array the elements are fed with currents of equal magnitude and having a uniform progressive phase shift along the line. The pattern of such an array can be obtained as before by adding vectorially the field intensities due to each of the elements. For a uniform array of nondirectional elements the field intensity would be

$$
\begin{equation*}
\boldsymbol{E}_{\boldsymbol{r}}=\boldsymbol{E}_{0}\left|1+c^{i \psi}+e^{j 2 \psi}+e^{i 3 \psi}+\cdots+e^{i(n-1) \psi}\right| \tag{12-7}
\end{equation*}
$$

where

$$
\psi=\beta d \cos \phi+\alpha
$$

and $\alpha$ is the progressive phase shift between elements. ( $\alpha$ is the angle by which the current in any element leads the current in the preceding element.)

For the purpose of computing the pattern of the linear array, eq. (7) may be written as

$$
\begin{align*}
\frac{E_{T}}{E_{0}} & =\left|\frac{1-e^{i n \psi}}{1-c^{i \psi}}\right| \\
& =\left|\frac{\sin \frac{r \psi}{2}}{\sin \frac{\psi}{2}}\right| \tag{12-8}
\end{align*}
$$

The maximum value of this expression is $n$ and occurs when $\psi=0$. This is the principal maximum of the array.* Since $\psi=\beta d \cos \phi$ $+\alpha$ the principal maximum occurs when

$$
\cos \phi=-\frac{\alpha}{\phi d}
$$

For a broadside array the maximum radiation occurs perpendicular to the line of the array at $\phi=90$ degrees, so $\alpha=0$ degrees. For an

[^35]end-fire array the maximum radiation is along the line of the array at $\phi=0$, so $\alpha=-\beta d$ for this case.

The expression (8) is zero when

$$
\frac{n \psi}{2}= \pm k \pi \quad k=1,2,3, \cdots
$$

These are the nulls of the pattern. Secondary maxima occur approximately midway between the nulls, when the numerator of expression (8) is a maximum, that is when

$$
\frac{n \psi}{2}= \pm(2 m+1) \frac{\pi}{2} \quad m=1,2,3, \cdots
$$

The first secondary maximum occurs when

$$
\frac{\psi}{2}=\frac{+3 \pi}{2 n}
$$

(note that $\psi / 2=\pi / 2 n$ does not give a maximum). The amplitude of the first secondary lobe is

$$
\begin{aligned}
\left|\frac{1}{\sin (\psi / 2)}\right| & =\left|\frac{1}{\sin } \frac{1}{(3 \pi / 2 n)}\right| \\
& \approx \frac{2 n}{3 \pi} \quad \text { for large } n
\end{aligned}
$$

The amplitude of the principal maximum was $n$ so the amplitude ratio of first secondary maximum to principal maximum is $2 / 3 \pi$ $=0.212$. This means that the first secondary maximum is about 13.5 db below the principal maximum, and this ratio is independent of the number of elements in the uniform array, as long as the number is large.

The width of the principal lobe, me:sured between the first nulls, is twice the angle between the principal maximum and first null. This latter angle is given by

$$
\frac{n \psi_{1}}{2}=\pi \quad \text { or } \quad \psi_{1}=\frac{2 \pi}{n}
$$

For a broadside array $\cos \phi=\psi / \beta d$, and the principal maximum occurs at $\phi=\pi / 2$. The first null occurs at an angle $[(\pi / 2)+\Delta \phi]$
where

$$
\cos \left(\frac{\pi}{2}+\Delta \phi\right)=\frac{\psi_{1}}{\beta d}=\frac{\lambda}{d n}
$$

If $\Delta \phi$ is small, it is given approximately by

$$
\Delta \phi=\frac{\lambda}{n d}
$$

and the width of the principal lobe is

$$
\begin{equation*}
2 \Delta \phi=\frac{2 \lambda}{n d} \tag{12-9a}
\end{equation*}
$$

For a uniform broadside array the width of the principal lobe (in radians) is approximately twice the reciprocal of the array length in wavelengths.

For the end-fire array $\psi=\beta d(\cos \phi-1)$. The principal maximum is at $\phi=0$, and the first null is at $\phi_{1}=\Delta \phi$ where
or

$$
\begin{gathered}
\psi_{1}=\beta d\left(\cos \phi_{1}-1\right)=-\frac{2 \pi}{n} \\
(\cos \Delta \phi)-1=-\frac{\lambda}{n d}
\end{gathered}
$$

For $\Delta \phi$ small, there results approximately

$$
\begin{align*}
& \frac{(\Delta \phi)^{2}}{2}=\frac{\lambda}{n d} \\
& 2 \Delta \phi=2 \sqrt{\frac{2 \lambda}{n d}} \tag{12-9b}
\end{align*}
$$

The width of the principal lobe of a uniform end fire array, as given approximately by expression (9b) is greater than that for a uniform broadside array of the same length.
12.07 Multiplication of Patterns. The methods of the preceding section provide straightforward means for determining the radiation patterns of uniform linear arrays. However, for such arrays there is also available another method for obtaining these same patterns. This second method, when it can be used, has the great advantage that it makes it possible to sketch rapidly, almost by inspection, the patterns of complicated arrays. Because of this fact, the method is a useful tool in the design of arrays.

Consider a four-element array of antennas in Fig. 12-10, in which the spacing between units is $\lambda / 2$ and the currents. are in phase ( $\alpha=0$ ). The pattern can be obtained directly by adding vectorially the four electric fields due to the four antennas. However the same radiation pattern can be obtained from the following considerations. The pattern of antennas 1 and 2 operating as a unit, that is two antennas spaced $\lambda / 2$ and fed in phase, is already known and is that of Fig. 12-7a. Also antennas 3 and 4 may be considered as another similar unit with the same pattern of Fig. $12-7 a$. As far as the resultant radiation pattern is concerned


Fig. 12-10. A four-element linear array of nondirectional radiators.
antennas 1 and 2 could be replaced by a single antenna located at a point midway between them and having as its directional characteristic the "figure eight" of Fig. 12-7a. Antennas 3 and 4 could similarly be replaced by a single antenna having the figure eight pattern. The problem is then reduct:d to that of determining the radiation pattern of two similar anteanas that are spaced a wavelength apart and each of which has iu figure eight directional pattern. Now the pattern of two nondirectional radiators spaced $1 \lambda$ and fed in phase is already known and is that of Fig. 12-7d. For the case of Fig. 12-7d each of the antennas alone radiates equally in all directions in the plane being considered. When these antennas are replaced by radiators that radiate different amounts in different directions, the pattern of Fig. 12-7d must be modified accordingly. The resultant pattern for the original four element
srray is obtained as the product of the pattern of Fig. 12-7d by the pattern of the unit, Fig. 12-7a.

This multiplication of patterns is illustrated be'ow.
THE ARRAY


IS REPLACED BY


the resultant pattern for the array IS OBTAINED AS FOLLOWS:

(b)


Fig. 12-11. Multiplication of patterns.
The application of this principle to more complicated arrays follows quite readily. For example the pattern of a broadside array of eight elements spaced one-half wavelength and fed in phase would be obtained by considering four elements as a unit and finding the pattern of two such units spaced a distance of two wavelengths. This is shown in Fig. 12-12. The resultant pattern is the product
of the unit pattern for four elements (already obtained in Fig. 12-11) by the pattern for two nondirectional radiators spaced two wavelengths apart (calculated from eq. 7).

This procedure provides a means for rapidly determining what the resultant pattern of a complicated array will look like without making lengthy computations, since the approximate pattern can be arrived at by inspection. The width of the principal lobe (between nulls) is the same as the width of the corresponding lobe of the group pattern. The number of secondary lobes can be determined
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Fig. 12-12. Pattern for an eight-clc.nent uniform array obtained by principle cf moltiplicetion of patterns.
from the number of nulls in the resultant pattern, which is just the sum of the nulls in the unit and group patterns (assuming none of the nulls are coincident). Although the chief usefulness of the method is in being able to obtain an $\varepsilon$ pproximate idea of the pattern of a complicated array by inspection, the method itself is exact, and a point by point multiplication of patterns yields the exact pattern for the resultant.

Patterns in Other Planes. Figure 12-7a is the pattern, in the plane normal to the axes of the antennas, of two antennas spaced onehalf wavelength apart and fed in phetse. In this plane the antennas are nondirectional or uniform radiators. If the pattern in the plane containing the antennas is desired (in which plane the antennas are
directional), it is necessary to multiply the pattern of Fig. 12-7a by the directional pattern of the antenna in the plane being considered. For half-wave dipole antennas this latter pattern will be the "figureeight" pattern of Fig. 12-2c. This is shown as the unit pattern in Fig. 12-13.

The resultant pattern is then obtained as a multiplication of the group pattern by the unit pattern (Fig. 12-13A). If the antennas

(A)

(B)

Fia. 12-13. Radiation pattern (in the plane ecnteining the axes of the antennas) of two-elcment array of half-wave dipelcs: (A) fed in phase; (B) fed 180 degrees out of phase.
are fed 180 degrees out of phase (end-fire array) the directions of maxima of group and unit patterns coincide and the desirable directional characteristic of Fig. 12-13B results.
12.08 Effect of the Earth on Vertical Patterns. The radiation patterns shown so far have been obtained on the assumption that the antenna or antenna array was situated in free space far removed from any other conducting bodies or reflecting surfaces. In practice, antennas are nearly always erected either right at, or within a few wavelengths of, the surface of the earth, or some other reflecting surface. Under these conditions currents flow in the reflecting surface, and the radiation pattern is modified accordingly. The
magnitudes and phases of these induced currents will of course be dependent to some extent upon the surface impedance of the reflector (that is, upon $\sigma, \epsilon, \omega$ ). However, for practical purposes it is adequate to compute the resultant fields on the assumption that the surfaces are perfectly conducting. This is true, for example, for the earth at low and medium frequencies, and for metallic reflectors at any radio frequency.

In Fig. 12-14 are shown horizontal and vertical antennas located above the earth (assumed perfectly conducting). The boundary conditions to be satisfied at the surface of the perfectly conducting

plane are that the tangential component of E and the normal component of $\mathbf{H}$ must vanish. That is, at the surface $\mathbf{E}$ is normal and H tangential. Charges will distribute themselves and currents will flow on the conducting surface in such a manner that these boundary conditions are satisfied. The total electric and magnetic fields will be due not only to the charges and currents on the antenna, but also to these "induced" charges and currents. As far as the electric and magnetic fields in the region above the conducting plane are concerned, the same results can be obta:ned with the conducting plane removed and replaced with suitable located "image" charges and currents, as shown in Fig. 12-14. The image charges will be "mirror images" of the actual charges, but will have opposite sign. The currents in actual and image anternas will have the same direc-
tions for vertical antennas, but opposite directions for horizontal antennas.

For perfectly conducting planes these same results are also given in terms of simple ray theory as pictured in Fig. 12-15. The resultant field is considered as made up of direct and reflected waves, the image antenna being the virtual source of the reflected wave. The vertical component of electric field for the incident wave is


Fig. 12-15. Image antennas act as virtual sourecs for the reflected waves.
reflected without phase reversal, whereas the horizontal component has a 180 degrees phase reversal. It is seen that the phase delay due to path length differences (that is, the effect of retardation) is automatically taken care of.

The use of the image principle makes it a simple matter to take into account the effect of the presence of the earth on the radiation patterns. The earth is replaced by an image antenna, located a distance $2 h$ below the actual antenna, where $h$ is the height above the ground of the actual antenna. The field of this image antenna is added to that of the actual antenna to yield the resultant field.

The relative horizontal pattern will remain unchanged (its absolute value changes), but the vertical patterr. is affected greatly.

For simple arrays above a reflecting surface the principle of multiplication of patterns can be used to obtain the resultant vertical patterns. The vertical pattera of the antenna (or array) is multiplied by the vertical pattern of two nondirectional or pointsource radiators having equal amplitudes and spaced one above the


Fig. 12-16. (a) Vertical pattern of a horizontal antenna above the earth, obtained by considering the pattern of the antenna and its negative image. (b) Vertical pattern of a vertical antenna above the earth, obtained by using the principle of images and the principle of multiplication of patterns.
other a distance $2 h$ apart. For vertical antennas the nondirectional radiators would be considered to have the same phase, whereas for horizontal antennas the nondirectional radiators would have opposite phases. Examples of this method are shown in Fig. 12-16. Of course, only the upper half of the resultant pattern actually exists. When the antenna is sloping as in Fig. 12-15c, the pattern cannot be obtained by this multiplication process but the image principle can still be used to obtain the resultant field. This same statement also applies for vertical antennas mounted at the surface of the earth when the antenna is not a multiple of one-half wavelength long (Fig. 12-15d).

When the finite conductivity of the earth must be considered, the idea of images is still valid, but the simple ray theory used here is no longer adequate. It is then necessary to return to field theory for accurate answers. The effect of an imperfect earth on the radiated fields is considered in chap. 16 on ground-wave propagation.
12.09 Binomial Array. An example of the usefulness of the principle of multiplication of patterns is given in the derivation of the so-called binomial array. With a uniform linear array it is found that, as the array length is increased in order to increase the
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Fig. 12-17. An array that produces a pattern without secondary lobes.
directivity, secondary or minor lobes always appear in the pattern. For some applications a single narrow lobe without minor lobes is desired. A study of the uniform array, using the principle of multiplication of patterns, shows that secondary lobes appear in the resultant pattern whenever the elements that produce the unit pattern or the elements that produce the group or space pattern have a spacing greater than one-half wavelength. Thus in the uniform four-element array of Fig. 12-11, the secondary lobes appear in the resultant because the group pattern has four lobes. The group pattern has four lobes because the effective sources producing the group pattern are spaced a full wavelength. Reduction of the spacing of the elements of the group to one-half wavelength results
in a two-lobed figure-eight pattern for the group pattern, and a resultant pattern that has only pr.mary lobes. The antenna arrangement that will result in half-wavelength separation of the elements of the group, is shown in Fig. 12-17 along with the resultant patterns. In this case antennas 2 and 3 coincide so they would be replaced with a single antenna carrying double the current in the other elements. That is, a three-element array results, that has the current ratios $1: 2: 1$ and the pattern shown as the resultant in Fig. 12-17. Since this pattern is the product of two figure-eight patterns, it can be called a "figure-eight squared" pattern.


Fig. 12-18. A four-element array with a "figure-eight cubed" pattern.

Using this threc-element array as a unit with a second similar unit spaced one-half wavelength from it results in the four-element array shown in Fig. 12-18. The current ratios of this array are

$$
1: 3: 3: 1
$$

and the pattern is the "figure-eight squared" pattern of the unit times a figure-eight group pattern that results in a "figure-eight cubed" pattern. This process may be continued to obtain a pattern having any desircd degree of directivity and no secondary lobes. The numbers that give the current ratios will be recognized as the binomial coefficients. For an array $n$ half-wavelengths long the relative current in the $r$ th element f1om one end is given by:

$$
\begin{equation*}
\frac{n!}{r!(n-r)!} \tag{12-10}
\end{equation*}
$$

where

$$
r=0,1,2,3, \cdots
$$

12.10 Antenna Gain. The gain, g of an antenna in a given dircction is defined as $4 \pi$ times the ratio or the radiation intensity in that direction to the total power $W$. When $W$ is taken as total power delivered to the antenna, the gain is called power gain. When $W$ is taken as the total power radiated from the antenna the gain is called directive gain. The ratio of directive gain to power gain is independent of direction and is equel to the ratio of the total power
delivered to the total power radiated from the antenna. For an "efficient" antenna, directive gain and power gain are very nearly equal.

The radiation intensity $\Phi$ in a given direction is the power per unit solid angle radiated in that direction. For an isotropic radiator, for which $\Phi$ is the same in all directions, the total power radiated is

$$
W_{0}=4 \pi \Phi
$$

Thus the gain of an antenna

$$
\begin{equation*}
g=\frac{4 \pi \Phi}{W}=\frac{W_{0}}{W} \tag{12-11}
\end{equation*}
$$

is just the ratio of the power radiated by an isotropic antenna to the power radiated by the actual antenna when both are producing the same radiation intensity in the direction for which the gain is specified. When the gain is expressed, in decibels, it is denoted by $G$, where

$$
\begin{equation*}
G=10 \log _{10} g \tag{12-12}
\end{equation*}
$$

The directivity or maximum directive gain of an antenna is the ratio of the maximum to the average radiation intensity. The directivity is obtained from

$$
\begin{equation*}
g_{\max }=\frac{4 \pi \Phi_{\max }}{\int \Phi d \Omega} \tag{12-13}
\end{equation*}
$$

where $d \Omega$ is an element of solid angle. $\int \Phi d \Omega$ is, of course, just $W$, the total power radiated. Although these definitions* have been framed by considering a transmitting antenna, they are applied to the antenna regardless of its particular function. That is, the gain of an antenna when used for receiving is the same as its gain when used for transmitting. Of course, the gain thus defined can be realized on a receiving antenna only when it is in the presence of a properly polarized field.

The gain or directivity of an antenna is easily computed when its effective length and radiation resistance are known. For example, for a current element I dl , the distant field intensity in the direction of maximum radiation is

$$
E=\frac{6 \cap \pi}{r} I\left(\frac{c^{\prime} l}{\lambda}\right)
$$

[^36]The corresponding power flow per square meter is

$$
P=\frac{E^{2}}{\eta_{v}}
$$

and the radiation intensity (power per unit solid angle) is

$$
\begin{equation*}
\Phi=\frac{E^{2} r^{2}}{\eta_{v}} \tag{12-14}
\end{equation*}
$$

The radiation resistance of the current element is $80 \pi^{2}(d l / \lambda)^{2}$ ohms, so that the power radiated for an effective current $I$ is

$$
W=80 \pi^{2}\left(\frac{d l}{\lambda}\right)^{2} I^{2} \quad \text { watts }
$$

The current required to radiate 1 wats is

$$
I=\frac{\lambda}{\sqrt{80} \pi} \overline{d l} \quad \mathrm{amp}
$$

with a corresponding field intensity, in the direction of maximum radiation, of

$$
E=\frac{60}{r \sqrt{30}} \quad \quad \mathrm{volt} / \mathrm{m}
$$

and a radiation intensity

$$
\Phi=\frac{60^{2}}{80 \times 120 \pi}=\frac{3}{8 \pi}
$$

For the same 1 watt radiated; the radiation intensity produced by an isotropic radiator would be

$$
\Phi_{0}=\frac{1}{4 \pi}
$$

so that the directivity or maximum directive gain of the current element is
or

$$
\begin{gather*}
g_{\max }=\frac{\Phi}{\Phi_{0}}:=1.5  \tag{12-15a}\\
G_{\max }=10 \log _{10} 1.5=1.76 \mathrm{db} \tag{12-15b}
\end{gather*}
$$

For a half-wave dipole the computed gain is 1.64 or 2.15 db . Thus the maximum directive gain of a hilf-wave dipole is only 0.39 db greater than for a current element (or for a very short dipole).
12.11 Effective Area of an Antenna. A term which has considerable significance, especially for receiving antennas, is effective area. The effective area $A$ of an antenna is defined in terms of the gain of the antenna through the relation

$$
\begin{equation*}
A=\frac{\lambda^{2}}{4 \pi} g \tag{12-16}
\end{equation*}
$$

Using this relation it can be shown that the effective area is the ratio of power available at the terminals of the antenna to the power per unit area of the appropriately polarized incident wave. That is, the received power is equal to the power flow through an area equal to the effective area of the antenna. This would be written as

$$
\begin{equation*}
W_{R}=P A \tag{12-17}
\end{equation*}
$$

where $W_{R}$ is the received power and $P$ is the power flow per square meter for the incident wave. That relation (17) holds for the current element receiving antenna can be demonstrated quite simply.

For an effective field intensity $E$, the power per square meter in the linearly polarized received wave is

$$
P=\frac{E^{2}}{\eta_{v}}=\frac{E^{2}}{120 \pi} \quad \text { watts } / \mathrm{sq} \mathrm{~m}
$$

The power absorbed by a properly matched load connected to the receiving antenna would be

$$
W_{R}=\frac{V^{2}{ }_{\infty}}{4 R_{\mathrm{rad}}}=\frac{E^{2} d l^{2}}{4 R_{\mathrm{rad}}}
$$

The radiation resistance of the current element is

$$
R_{\mathrm{rad}}=80 \pi^{2}\left(\frac{d l}{\lambda}\right)^{2}
$$

so that

$$
W_{R}=\frac{E^{2} \lambda^{?}}{320 \pi^{2}}
$$

and

$$
\begin{aligned}
A & =\frac{W_{R}}{P}=1.5 \frac{\lambda^{2}}{4 \pi} \\
& =\frac{\lambda^{2} g}{4 \pi}
\end{aligned}
$$

which agrees with definition (16).

Relations between g , $l_{\text {eff }}$, and $R_{\text {rad }}$. (Inly two of the three quantities, gain, effective length, and radiation resistance are required to specify the radiation characteristics of an antenna that emits linearly polarized waves. When two of these quantities are known, the third can be derived.

The radiation field of an antenna at a distance $r$ can be expressed in terms of the effective length and the current at the terminals by the relation

$$
E=\frac{60 \pi}{r}\left(\frac{l_{\mathrm{ef}}}{\lambda}\right) I
$$

The radiation intensity $\Phi$ is expressible in terms of the field intensity by

$$
\begin{aligned}
\Phi & =\frac{E^{2} r^{2}}{\eta} \\
& =3 J \pi\left(\frac{l_{\mathrm{eff}}}{\lambda}\right)^{2} I^{2}
\end{aligned}
$$

If $W=I{ }^{2} R_{\mathrm{rad}}$ is the total power radiated, the gain $g$ is

$$
\begin{align*}
g & =\frac{4 \pi \Phi}{W} \\
& =\frac{120 \pi^{2}}{W}\left(\frac{l_{\mathrm{eft}}}{\lambda}\right)^{2} I^{2} \\
& =\frac{120 \pi^{2}}{R_{\mathrm{rad}}}\left(\frac{l_{\mathrm{efi}}}{\lambda}\right)^{2} \tag{12-18}
\end{align*}
$$

This equation relates $g, l_{\mathrm{eff}}$, and $R_{\mathrm{rad}}$.
Using the reciprocity theorem, it has already been shown that $l_{\text {sff }}$ is the same for receiving as for transmitting. The power received by an antenna of effective length $l_{\text {eff }}$ in the presence of a linearly polarized field intensity $E$ is

$$
W_{r s}=\frac{V^{2}{ }_{\mathrm{oc}}}{4 R_{\mathrm{rad}}}=\frac{E^{2} l_{\mathrm{eff}}^{2}}{4 R_{\mathrm{rad}}}
$$

Using (18), this becomes

$$
\begin{align*}
W_{n} & =g \frac{E^{2} \lambda^{2}}{4 \times} \frac{120 \pi^{2}}{} \\
& =\left(\frac{g \lambda^{2}}{4 \pi}\right)\left(\frac{E^{2}}{120 \pi}\right) \\
& =\left(\frac{g \lambda^{2}}{4 \pi}\right) P \tag{12-19}
\end{align*}
$$

Equation (19) shows that for an antenna of any length the effective area defined by (16) gives the ratio of power received to power flow per unit area in the incident wave.

Problem 1. Knowing the effective length of a half-wave dipole, compute its effective area.
12.12 Elliptical Polarization. In the examples used in the preceding section only linearly polarized waves were considered. Such waves are emitted by the simple antenna types such as dipoles in free space, or straight vertical antennas at the surface of a perfectlyconducting flat earth. However, for antennas which have both vertical and horizontal elements or antennas that are mounted on, or backed up by, curved surfaces, the radiated fields will, in general, be elliptically polarized. Under these circumstances the "ellipticity" of the polarization as well as the gain or effective area of the antenna should be stated in order that the directional characteristics be completely specified.

Consider a transmitting antenna $T$ of arbitrary shape located at the origin of the spherical co-ordinate system ( $r, \theta, \phi$ ) of Fig. 12-1. The electric field intensity at a distant point $p$ will, in general, have two components, $E_{\theta}$ and $E_{\phi}$. These components will differ in time phase by some angle $\alpha$, which will vary with direction. That is, $\alpha$ is a function of $\theta$ and $\phi$. There will also be two components of magnetic intensity in space quadrature, but in time phase with the components of $\mathbf{E}$ (assuming a nondissipative medium).

For any particular value of $r$ the field vectors can be represented as below.

$$
\begin{array}{cc}
E_{\theta}(t)=E_{\theta_{1}} e^{j \omega t} & H_{\phi}(t)=\frac{E_{\theta_{1}}}{\eta_{v}} e^{i \omega t} \\
E_{\phi}(t)=E_{\phi_{1}} e^{j(\omega t+\alpha)} & H_{\theta}(t)=\frac{-E_{\phi_{1}}}{\eta_{\phi}} e^{j(\omega t+\alpha)} \tag{12-20}
\end{array}
$$

The real power flow per square meter in the $r$ direction will be given by

$$
\begin{align*}
P_{r} & =1 / 2 \operatorname{Re}\left(E_{\theta_{1}} H_{\phi}^{*}-E_{\phi_{1}} H_{\theta}^{*}\right) \\
& =\frac{1}{2 \eta_{v}}\left(E_{\theta_{1}}^{2}+E_{\phi_{1}}{ }^{2}\right)  \tag{12-21}\\
& =\frac{1}{\eta_{v}}\left(E_{\theta}^{2}+E_{\phi}^{2}\right)
\end{align*}
$$

where $E_{\theta}$ and $E_{\phi}$ are effective values. Then the radiation intensity or power per unit solid angle will be

$$
\begin{aligned}
\Phi & =\frac{r^{2}}{\eta_{v}}\left(E_{\theta}{ }^{2}+E_{\phi}{ }^{2}\right) \\
& =\Phi_{\theta}+\Phi_{\phi} \\
\Phi_{\theta} & =\frac{r^{2}}{\eta_{v}} E_{\theta^{2}}
\end{aligned}
$$

is the power per unit solid angle of the $\theta$ component of the field and

$$
\Phi_{\phi}=\frac{r^{2}}{\eta_{v}} E_{\phi}^{2}
$$

is the power per unit solid angle of the $\phi$ component of the field. The "total" gain of the antenna would be

$$
\begin{aligned}
g & =\frac{4 \pi \Phi}{\bar{W}}=\frac{4 \pi}{W}\left(\Phi_{\theta}+\Phi_{\phi}\right) \\
& =g_{\theta}+g_{\phi}
\end{aligned}
$$

Correspondingly, the "total" effective area of the antenna is

$$
\begin{aligned}
A & =\frac{\lambda^{2}}{4 \pi}\left(g_{\theta} \div g_{\phi}\right) \\
& =A_{\theta}+A_{\phi}
\end{aligned}
$$

As a transmitting antenna this "total" gain or effective area is realized only when the receiving antenna is designed for the particular polarization being radiated. Similarly, when used as a receiving antenna, these same gain and effective area figures are realized only when the received wave has the correct polarization. It is evident that in order for these "total" values to have significance, it is necessary to specify the polarization of the wave radiated by the antenna. That is, the relative magnitudes $E_{\theta}$ and $E_{\phi}$ and the time phase angle between them must be known. In practice the radiation patterns for the $\theta$ component and $\phi$ component are measured separately, but the time phase angle between these components is hardly ever obtained because of the additional complexity of the measuring technique required. Under these circumstances the gain and effective area are specified separately for the $\theta$ component and the $\phi$ component of the field, and the "total" values are not used. The $\theta$-polarization gain of an antenna used for transmitting is $4 \pi$ times the ratio of the radiation intensity of the
$\theta$-polarized field to the total power. When this same antenna is used for receiving its effective area for $\theta$-polarization as defined by

$$
\begin{equation*}
A_{\theta}=\frac{\lambda^{2}}{4 \pi} g_{\theta} \tag{12-22}
\end{equation*}
$$

is equal to the ratio of the power received to the power per square meter of an incident wave that is linearly polarized in the $\theta$ direction. A similar relation holds for the $\phi$ polarization.
12.13 Antenna Gain from Pattern Measurements. The radiation pattern of an antenna or array as obtained from full-scale or model measurements is usually a relative pattern only. That is, the relative field intensity in various directions about the antenna system is known, but its absolute value in "volts per meter at 1 mile" or some other convenient units is unknown. If the complete three-dimensional relative pattern of the antenna array has been obtained, the power radiated and hence the absolute field intensity pattern, can be determined by graphical integration of the Poynting vector over a closed surface about the system. The particular method used for performing the integration depends upon the manner in which the experimental data are presented. The following method assumes that the information is available as a set of horizontal patterns ( $\phi$ variable, $\theta$ constant) obtained for various values of the parameter $\theta$.

Let the components of the relative field intensity at any point on the spherical surface enclosing the antenna system (Fig. 12-1) be $E_{\phi r}$ and $E_{\theta_{r}}$. If $k$ is the factor by which these relative values must be multiplied to convert them to a basis of volts per meter, then from eq. (21) the Poynting vector is

$$
\begin{equation*}
P_{r}=\frac{k^{2}}{\eta_{v}}\left(E_{\phi_{r}}{ }^{2}+E_{\theta_{r}}{ }^{2}\right) \tag{12-23}
\end{equation*}
$$

The total power radiated is

Then

$$
\begin{gather*}
W=\int_{t} \mathrm{P} \cdot d \mathbf{a}=\frac{k^{2}}{\eta_{v}} \int_{0}^{2 \pi} \int_{0}^{\pi}\left(E_{\phi_{r}}^{2}+E_{0_{r}}^{2}\right) r^{2} \sin \theta d \theta d \phi \\
W=\frac{L_{i}^{2} r^{2}}{\eta_{v}}(A+D)  \tag{12-24}\\
A=\int_{0}^{2 \pi} \int_{0}^{\pi} E_{\phi_{r}}{ }^{2} \sin 0 c^{2} 0 d \phi \\
B=\int_{0}^{2 \pi} \int_{0}^{\pi} E_{\theta_{r}}^{2} \sin \theta d 0 d \phi
\end{gather*}
$$

where

From eq. (24)

$$
k=\sqrt{\frac{\eta_{0} W}{r^{2}(A+B)}}
$$

If the field intensity is desired in terms of volt/m at 1 mile for 1 watt radiated, then $W=1$ watt and $r=1309$ meters, so that

$$
\begin{align*}
k & =\sqrt{\frac{120 \pi}{(1609)^{2}(A+B)}} \\
& =\frac{.01208}{\sqrt{A+B}} \tag{12-25}
\end{align*}
$$

Evaluation of the integrals $A$ and $B$ will give the desired value of the conversion factor $k$.

Consider the integral $A$ and write it in the following form:

$$
A=2 \int_{0}^{\pi}\left(\sin \theta \int_{0}^{2 \pi} 1 / 2 E_{\phi_{r}}^{2} d \phi\right) d \theta
$$

Now the integral with respect to $\phi$,

$$
\begin{equation*}
\int_{0}^{2 \pi} 1 / 2 E_{\phi_{r}}{ }^{2} d \phi \tag{12-26}
\end{equation*}
$$

is given by the area of the $E_{\phi}$, pattern plotted with respect to $\phi$ on polar co-ordinate graph paper (Fig. 12-19). This integration may be performed with a planimeter (remembering to convert the planimeter reading from square centimeters to square units of graph paper). Let the result of this integration be designated by $A_{\theta}$. Since there will be a


Fig. 12-19. Graphical method for obtaining antenna patterns. value of $A_{\theta}$ for each value of $\theta, A_{\theta}$ is a function of $\theta$. Then

$$
\begin{equation*}
A=2 \int_{0}^{\pi} A_{t} \sin \theta d \theta \tag{12-27}
\end{equation*}
$$

There are several ways of evaluating the integral (27). About the simplest way is to approximate it with the finite sum.

$$
\begin{aligned}
A & =2 \sum_{\theta=0}^{\theta=180} A_{\theta} \sin \theta \frac{2 \pi}{360} \Delta \theta \\
& =\frac{\Delta \theta}{90} \sum_{\theta=0}^{\theta=180} A_{\theta} \sin \theta
\end{aligned}
$$

The integral $B$ is evaluated in the same manner. Substituting the values for $A$ and $B$ in eq. (25), the value of $k$ is obtained.

With the conversion factor $k$ known, the radiation patterns may be labeled in absolute values of volts per meter (at 1 mile for 1 watt radiated) through the relations

$$
\begin{aligned}
& E_{\phi}(\text { absolute })=k E_{\phi_{r}} \\
& E_{\theta} \text { (absolute) }=k E_{\theta_{r}}
\end{aligned}
$$

The Poynting vector is given by eq. (23). The radiation intensity for the $\phi$ polarization is

$$
\Phi_{\phi}=\frac{k^{2} r^{2}}{\eta_{v}} E_{\phi_{r}}{ }^{2}=\frac{r^{2}}{\eta_{v}} E_{\phi}^{2}
$$

and for the $\theta$ polarization

$$
\Phi_{\theta}=\frac{k^{2} r^{2}}{\eta_{v}} E_{\theta_{r}}^{2}=\frac{r^{2}}{\eta_{v}} E_{\theta^{2}}^{2}
$$

The radiation intensity due to an isotropic antenna radiating 1 watt of power is

$$
\Phi_{0}=\frac{1}{4 \pi}
$$

The antenna gain for the $\phi$ polarization is

$$
\begin{equation*}
g_{\phi}=\frac{\Phi_{\phi}}{\Phi_{0}}=\frac{4 \pi r^{2}}{\eta_{v}} E_{\phi}^{2}=86,400 E_{\phi}^{2} . \tag{12-28}
\end{equation*}
$$

where $E_{\phi}$ is measured in volts per meter at 1 mile for 1 watt radiated. For the $\theta$ polarization the antenna gain is

$$
\begin{equation*}
g_{\theta}=86,400 E_{\theta}{ }^{2} \tag{12-29}
\end{equation*}
$$

12.14 The Mathematics of Linear Arrays. The binomial array of section 9 is but one example of a large class of linear arrays, having special current distributions by means of which the radiation patterns can be made to have almost any prescribed shape. Schel-
kunoff has shown* that linear arrays can be represented as polynomials and that this representation leecomes a very useful tool in the analysis and synthesis of antenna arrays.

For a general linear array of equally spaced elements (Fig. 12-20), the relative amplitude of the radiated field intensity is given by
$E=\mid a_{0} e^{j \alpha_{0}}+a_{1} e^{j \psi+j \alpha_{1}}+a_{2} e^{j 2 \psi+j \alpha_{2}}+\cdots$

$$
\begin{equation*}
+a_{n-2} e^{j n-2) \psi+j \alpha_{n-2}}+e^{j(n-1) \psi} \mid \tag{12-30}
\end{equation*}
$$

where

$$
\psi=\beta d \cos \phi+\alpha, \quad \beta=\frac{2 \pi}{\lambda}
$$

In this expression $d$ is the spacing between elements. The coefficients $a_{0}, a_{1}, a_{2}$, etc., are proportional to the current amplitudes in


Fig. 12-20. A lizear array.
the respective elements. $\alpha$ is the progressive phase shift (lead) from left to right; $\alpha_{1}, \alpha_{2}$, etc., are the deviations from this progressive phase shift. Expression (30) may be written

$$
\begin{equation*}
E=\left|A_{0}+A_{1} z+A_{2} z^{2}+\cdots+A_{n-2} z^{n-2}+z^{n-1}\right| \tag{12-31}
\end{equation*}
$$

where

$$
z=e^{i \psi}, \quad A_{\pi=}=a_{m} c^{i \alpha_{m}}
$$

The coefficients $A_{1}, A_{2}$, etc., are now complex and indicate the amplitude of current in each element and the phase deviation of that current from the progressive phase shift of the array. If any of the coefficients are zero, the corresponding element of the array will be missing, and the actual separation between adjacent elements can be greater than the "apparent separation" $d$. The apparent separation is the greatest common me:sure of the actual separations.

[^37]The following fundamental theorems are due to Schelkunoff, and lay the foundations for the method:

Theorem I: "Every linear array with commensurable separations between the elements can be represented by a polynomial, and every polynomial can be interpreted as a linear array."
Since the product of two polynomials is a polynomial, a corollary to Theorem I is

Theorem II: "There exists a linear array with a space factor equal to the product of the space factors of two linear arrays."

Theorem III: "The space factor of a linear array of $n$ apparent elements is the product of ( $n-1$ ) virtual couplets with their null points at the zeros of $E$ (eq. 31)."

The space factor of an array is defined as the radiation pattern of a similar array of nondirective or isotropic elements. The degree of the polynomial which represents an array is always one less than the apparent number of elements. The actual number of elements is at most equal to the apparent number. The total length of the array is the product of the apparent separation and the degree of the polynomial.

Consider a simple two element array in which the currents in the elements are equal in magnitude. The radiation field intensity is represented by
where

$$
\begin{gather*}
E=|1+z|  \tag{12-32}\\
z=e^{j(\beta d \cos \phi+\alpha)}
\end{gather*}
$$

Making use of Theorem II, a second array can be constructed which will have a radiation pattern that is the square of that given by (32), that is,

$$
|E|=|1+z|^{2}=\left|1+2 z+z^{2}\right|
$$

It is seen that the array that will produce this pattern is a three element array having the current ratios

$$
1: 2: 1
$$

The current in the center element will lead the left-hand element by $\alpha$, and the current in the right-hand element will lead that in the left-hand element by $2 \alpha$.

If the polynomial of (32) is raised to the $m$ th power, there results the general binomial array already discussed. When the element spacing $d$ is not greater than $\lambda / 2$, such an array produces a pattern with no secondary lobes. However, the principal lobe is considerably broader than that produced by a uniform array having the same number of elements. An array having a narrower principal lobe than that given by the binomial distribution and smaller secondary lobes than that given by the uniform distribution can be obtained by raising the polynomial of the uniform array of $n$ elements (where $n>2$ ) to any desired power.

For an $n$-element uniform array

$$
\begin{equation*}
|E|=\left|1+z+z^{2}+\cdots+z^{n-1}\right| \tag{12-33}
\end{equation*}
$$

It has already been shown that when $n$, the number of elements, is large, the ratio of the principal maximum to the first secondary maximum is approximately indepen lent of $n$ and is 13.5 db for the uniform array. If an array is formed to produce a pattern that is the square of that given by (33), the ratio of the principal to first secondary maximum will be 27 db . This second array is given by

$$
\begin{align*}
&|E|=\left|1+z+z^{2}+\cdots+z^{n-1}\right|^{2} \\
&=\mid 1+2 z+3 z^{2}+\cdots+n z^{n-1}+(n-1) z^{n}+\cdots \cdot \\
& \quad+2 z^{2 n-3}+z^{2 n-2} \mid \tag{12-34}
\end{align*}
$$

The current ratios for this array have the triangular distribution

$$
1,2,3, \cdots(n-1), n,(n-1), \cdots 3,2,1
$$

Raising the uniform array to a still higher power would, of course, increase still further the ratio of principal to secondary lobes. The respective patterns for the uniform, binomial, and triangular distribution are shown in Fig. 12-21.

The significance of Theorem III, the decomposition theorem, can be understood by studying the variable $z$.
where

$$
z=e^{i \psi} \quad \psi=\beta d \cos \phi+\alpha
$$

Since $\psi$ is real, $j \psi$ is a pure imaginary, and the absolute value of $z$ is always unity. Plotted in the conplex plane, $z$ is always on the circumference of the unit circle (Fig. 12-22).

As $\phi$ increases from zero to 180 degrees $\psi$ decreases from $\beta d+\alpha$ to $-\beta d+\alpha$ and $z$ moves in a clockwise direction. Thus the range


Fig. 12-21. Radiation patterns for uniform (solid), triangular (long dashed), and binomial (short dashed) amplitude distributions. (Courtesy Bell System Technical Journal.)
of $\psi$ described by $z$ is $\psi=2 \beta d$ radians. For example, for a separation between elements of $\lambda / 4, \psi$ varies through $\pi$ radians as $\phi$ goes from zero to 180 degrees, and $z$


Fig. 12-22. As $\phi$ increases from 0 degrees to 180 degrees, $z$ moves in a clockwise direction on the unit circle. describes a semicircle. ( $z$ retraces its path to the starting point as $\phi$ goes from 180 degrees to 360 degrees, and the pattern is symmetrical about the 0-180-degree line). For $d=\lambda / 2$ the range of $\phi$ is $2 \pi$ radians and $z$ describes a complete circle as $\phi$ varies from zero to 180 degrees. If $d$ is greater than $\lambda / 2$, the range of $\psi$ is greater than $2 \pi$, and $z$ will overlap itself. The geometrical representation of Fig. 12-23 makes it a simple matter to observe the radiation characteristics as $z$ moves around the circle within its range of operation. For example, for the simple two-element uniform array given by (32), the field intensity is the sum $|z+1|$, which may be written as the difference $|z-(-1)|$.

This value is given geometrically by the distance between $z$ and the point -1 (Fig. 12-24). For the more general case of unequal


Fig. 12-23. Active range of $z$ (shown for $\alpha=\beta l$ ) for a separation between elements of (a) $\lambda / 4$, (b) $\lambda / 2$, (c) $3 \lambda / 4$.
amplitudes, where the source intensities are proportional to 1 and $-t$, the radiated field intensity pattern is given by $|z-t|$ which geometrically is the distance betweea the points $z$ and $t$. Since $z$ is always on the unit circle, the pattern will have a zero only when $t$ is also on the unit circle, and when $t$ is within the range of $z$.

By the fundamental theorem of algebra, a polynomial of the $(n-1)$ th degree has ( $n-1$ ) zeros (some of which may be multiple zeros) and can be factored into ( $n-1$ ) binomials. Thus

$$
|E|=\mid\left(z-t_{1}\right)\left(z-t_{2}\right) \cdots \cdot
$$

from which Theorem III


Fig. 12-24 follows directly.

It is evident that the radiation intensity in any direction is given by the products of the distances from $z$ (corresponding to the chosen direction) to the null points of the array.

Example 1: Uniform Array. Consider the case of the uniform array that is represented by

$$
\begin{align*}
|E| & =\left|1+z+z^{2}+\cdots+z^{n-1}\right| \\
& =\left|\frac{1-z^{n}}{1-z}\right|=\left|\frac{z^{n}-1}{z-1}\right| \tag{12-36}
\end{align*}
$$



Fig. 12-25


Fig. 12-26. Relative field intensity $E$ as a function of $\psi$.
The null points of such an array, given by the roots of (36), are in this case the $n$th roots of unity (excluding $z=1$, which is the principal maximum). In the complex plane the roots of unity all lie on the unit circle, and divide the circle into $n$ equal parts (Fig. 12-25). The roots are

$$
z=e^{-j(2 \pi / n)}, e^{-j 2(2 \pi / n)}, \cdots e^{-j m(2 \pi / n)}
$$

It is seen that the null points of the array are given by $\psi_{m}=-m 2 \pi / n$
where $m=1,2,3, \cdots(n-1)$. Since $\psi=\beta d \cos \phi+\alpha$, the null points of the radiation pattern are given in terms of the angle $\phi$ by

$$
\cos \phi_{m}=-\frac{\alpha}{\beta d}-\frac{2 \pi m}{n \beta d}
$$

When $z=1, E$ has a principal maximum. Other maxima occur approximately midway between the nulls. As $z$ moves around the circle the


Fig. 12-27
radiation pattern is given by the product of the lines connecting the null points to 2 . A plot of $E$ as a function 0 is shown in Fig. 12-26. Using

$$
\phi=\cos ^{-1}\left(\frac{\psi-\alpha}{\beta d}\right)
$$

$E$ can be drawn as a function of $\phi$.
Example 2: Four-element Broadside. A simple array, which has already been considered is the four-element broadside having half-wave spacing
between elements and equal currents fed in phase. For this case

$$
\beta d=\pi \quad \alpha=0 \quad \psi=\pi \cos \phi
$$

The range of $z$ is $\psi=2 \beta d=2 \pi$.
The relative field intensity pattern is


Fia. 12-28. Relative field intensity as a function of $\phi$. given by

$$
\begin{align*}
E & =\left|1+z+z^{2}+z^{3}\right| \\
& =\left|\frac{z^{4}-1}{z-1}\right| \\
& =\left|\left(z-e^{-j(\pi / 2)}\right)\left(z-e^{-j \pi}\right)\left(z-e^{-j(3 \pi / 2)}\right)\right| \tag{12-37}
\end{align*}
$$

The nulls are spaced equally on the unit circle as shown in Fig. 12-27a. As $\phi$ increases from 0 to 180 degrees, $\psi$ decreases from $\pi$ through zero to $-\pi$ and the curve of Fig. 12-27b results. This is plotted in polar co-ordinates as a function of $\phi$ in Fig. 12-28.

Example 3: Four-element End Fire. Consider a uniform four-element end-fire array having an element spacing of onequarter wavelength and a progressive phase shift of $-\pi / 2$ radians. For this array

$$
\beta d=\frac{\pi}{2} \quad \alpha=-\frac{\pi}{2}
$$

and

$$
\psi=\beta d \cos \phi+\alpha=\frac{\pi}{2}(\cos \phi-1)
$$

The range of $\psi$ is $\pi$ radians.
As before, the expression for $|E|$ is given by eq. (37) and the three nulls occur at $\psi=-\pi / 2,-\pi,-3 \pi / 2$. However, in this case the range of $\psi$ is only from $\psi=0$ to $\psi=-\pi$ (Fig. 12-29), so the null at $-3 \pi / 2$ obviously has very little effect on the pattern. An improved pattern (that is, one with a narrower principal lobe and smaller secondary lobes) can be obtained with the same number of elements by spacing the nulls equally in the range of $\psi$. This gives rise to the array that has the circle diagram of Fig. 12-30 and the pattern given by

$$
\begin{align*}
E & =\left|\left(z-e^{-j(\pi / 3)}\right)\left(z-e^{-j(2 \pi / 3)}\right)\left(z-e^{-j \pi}\right)\right| \\
& =\left|z^{3}+\left(1-e^{-j(\pi / 3)}-e^{-j(2 \pi / 3)}\right) z^{2}+\left(-1-e^{-j(\pi / 3)}-e^{-j(2 \pi / 3)}\right)<-1\right| \\
& =\left|1+2 e^{-j(\pi / 3)} z+2 e^{-j(2 \pi / 3)} z^{2}+e^{-j \pi} z^{3}\right| \tag{12-38}
\end{align*}
$$

The current amplitudes of the array are

## 1:2:2:1

and the progressive phase shift between elements will be $-\pi / 2-\pi / 3=$ $-5 \pi / 6$ radians. The resultant pattern as a function of $\phi$ is shown as curve $B$ in Fig. 12-31.


Fig. 12-29


Fig. 12-30. Circle diagrams fc a four-element array having nulls equispaced in the range of $\psi$. Fcr an clement spacing of one-quarter wavclength the range of $\psi$ is $\pi$ radians.

If the over-all length of the array is maintained constant, but the number of elements is increase l , it is possible to improve the directivity still further if the nulls are properly spaced in the range of operation. Curve $C$ of Fig. 12-31 shows the pattern that results when the number of elements is inc eased to seven with the spacing
reduced to one-eighth wavelength, so that the over-all length is still $3 / 4 \lambda$. To obtain this result the nulls were equispaced in the range $\psi=2 \beta d=\pi / 2$. Curve $D$ shows the pattern obtained for 13 elements at $\lambda / 16$ spacing, with the nulls again equispaced in the range of $\psi$.

For the uniform array it was found that the maximum directivity and gain obtainable were directly related to the length of the array. In contrast to this, when the current ratios and phasings


Fig. 12-31. Radiation patterns fcr scveral end-fire arrays, all having an array length of $\mathcal{E} \lambda / 4$. Shown at $A$ is four-element uniform array ( $d=\lambda / 4$ ); $B$, four clements with nulls cquispaced in the range of $\psi(d=\lambda / 4) ; C$, seven elements with nulls equispaced in the range cf $\psi(d=\lambda / 8) ; D$, thirteen elements with nulls equispaced in the range of $\psi(d=\lambda / 16)$. (Courtesy Bell System Technical Journal.)
are properly chosen, it appears possible to obtain arbitrarily sharp directivity with an array of fixed length by using a sufficiently large number of elements. However, it will be found also that with the phase relations and close spacings between the elements required to obtain this result, the radiation resistance is reduced to extremely low values. That is, extremely large currents are required to produce fields of appreciable intensity. With actual antennas that have a finite ohmic resistance, the antenna efficiency enters the picture to limit the directivity and gain that can be obtained from an array of given length.

Problem 2(a). Draw the circle diagram and sketch the pattern of a three-element, uniform, end fire array, using $d=\lambda / 2$. (b) Using the same number of elements and same spacing, redesign the array to have nulls at $\phi=90$ degrees and $\phi=60$ degrees.
12.15 Antenna Synthesis. It is a simple and straight forward job to compute the radiation pattern of an array having specified configuration and antenna currents. A somewhat more difficult problem is the design of an array to produce a prescribed radiation pattern. Making use of Fourier analysis, the methods of the preceding sections may be extended to accomplish this result.

It is convenient to consider an array having an odd number of elements with a certain symmetry of current distribution about the center element. The polynomial for an array with $n=2 m+1$ elements is

$$
\begin{equation*}
|E|=\left|A_{0}+A_{1} z+A_{2} z^{2}+A_{m} z^{m}+A_{m+1} z^{m+1}+A_{2 m} z^{2 m}\right| \tag{12-39}
\end{equation*}
$$

Now the absolute value of $z$ is always unity, so equation (39) can be divided by $z^{m}$ without changing the value of $|E|$. That is,

$$
\begin{array}{r}
|E|=\mid A_{0} z^{-m}+A_{1} z^{-m+1}+\cdots+A_{m-1} z^{-1}+A_{m}+A_{m+1} z \\
+\cdots+A_{2 m} z^{m} \mid \tag{12-40}
\end{array}
$$

It is now specified that the currents in corresponding elements on either side of the center element be equal in magnitude, but that the phase of the left-side element shall lag that of the center element by the same amount that the corresponding right-side element leads the center element (or vice versa). That is, the coefficients of corresponding elements are made complex conjugates with

$$
A_{m}=a_{0} \quad A_{m-k}=a_{k}-j i_{k} \quad A_{m+k}=a_{k}+j b_{k}
$$

Then the sum of terms of two corresponding elements may be written
since

$$
\begin{aligned}
A_{m-k} z^{-k}+A_{m+k} z^{k}= & a_{k}\left(z^{+k}+z^{-k}\right)+j b_{k}\left(z^{k}-z^{-k}\right) \\
= & 2 a_{k} \cos k \psi-2 b_{k} \sin k \psi \\
& z^{k}=e^{j k \psi}
\end{aligned}
$$

The expression for $|E|$ is now

$$
\begin{align*}
|E|=2\left[1 / 2 a_{0}\right. & +a_{1} \cos \psi+\cdots+a_{m} \cos m \psi \\
& \left.-\left(+b_{1} \sin \psi+\cdots+b_{m} \sin m \psi\right)\right] \\
& =2\left\{\frac{a_{0}}{2}+\sum_{k=1}^{k=m}\left[a_{k} \cos k \psi+\left(-b_{k}\right) \sin k \psi\right]\right\} \tag{12-41}
\end{align*}
$$

These are the first $2 m+1$ terms of a Fourier series in which the coefficients of the cosine terms are the $a_{k}$ 's, and the coefficients of the sine terms are ( $-b_{k}$ 's). Now any radiation pattern specified as a function $f(\psi)$ may be expanded as a Fourier series with an infinite number of terms. Such a pattern may be approximated to any desired accuracy by means of the finite series (41). When this is done the required current distribution of the array can be written down directly.


Fig. 12-32. A prescribed pattern, $A$, and approximations to it, obtained with an eleven-element array, $B$, and a five-element array, $C$.
Example 4: Synthesized Bidirectional Array. Let it be required to design an array that will produce approximately a pattern of Fig. 12-32. This pattern is defined by

$$
\begin{array}{ll}
f(\phi)=1 & 0<\phi<\frac{\pi}{3} \\
f(\phi)=0 & \frac{\pi}{3}<\phi<\frac{2 \pi}{3} \\
f(\phi)=1 & \frac{2 \pi}{3}<\phi<\pi
\end{array}
$$

It will, of course, be symmetrical about tie line of the array, $\phi=0$. If the spacing is chosen to be $\lambda / 2$, then $\psi=\pi \cos \phi+\alpha$. The corresponding $\psi$ function is

$$
\begin{array}{ll}
F(\psi)=1 & \pi+\alpha=\psi>\frac{\pi}{2}+\alpha \\
F(\psi)=0 & \frac{\pi}{2}+\alpha=\psi>-\frac{\pi}{2}+\alpha \\
F(\psi)=1 & -\frac{\pi}{2}+\alpha=\psi>-\pi+\alpha
\end{array}
$$

Choosing $\alpha=-\pi$ for an end fire array results in the function shown in Fig. 12-33.
The Fourier series expansion for this function is

$$
\begin{aligned}
& F(\psi)= \\
& \quad\left(\frac{1}{2}+\frac{2}{\pi} \sum_{k=1}^{k=\infty} \frac{1}{k} \sin \frac{k \pi}{2} \cos k \psi\right)
\end{aligned}
$$



Fig. 12-33

Comparison with (41) determines the coefficients

$$
\begin{aligned}
& a_{0}=\frac{1}{2} \\
& a_{k}=\frac{1}{k \pi} \sin \frac{k \pi}{2} \\
& b_{k}=0 \quad k \neq 0
\end{aligned}
$$

The pattern obtained using the value of $m=4$, is given from eq. (40) as

$$
\begin{equation*}
|E|=\frac{1}{\pi}\left|-\frac{1}{3} z^{-3}+z^{-1}+\frac{\pi}{2}+z-\frac{1}{3} z^{3}\right| \tag{12-42}
\end{equation*}
$$

This is a five-element array having the current ratios indicated and an over-all length of three wavelengths (the apparent spacing between elements is one-half wavelength, but four of the elements are missing). The pattern produced by this array is shown in Fig. 12-32. Also shown in this figure is the pattern obtained with an 11 -element array formed using $m=9$ in the series.

In the above example the appa ent element spacing was arbitrarily chosen as one-half wavelength, which made the range of $\psi$ equal to $2 \pi$ radians. If the element spacing is less than $\lambda / 2$, the
range of $\psi$ will be less than $2 \pi$ radians. This means that although the radiation pattern as a function of $\dot{\phi}$, that is $f(\phi)$, is completely specified for the whole range of $\phi$, the corresponding $f(\psi)$ is specified only over its range, which is less than the interval of $2 \pi$ radians required for the Fourier expansion. It is possible then to complete the interval with any function that satisfies Dirichlet's conditions. Naturally, the function chosen would be one which would simplify the series as much as possible or make it converge rapidly. It is evident that when the apparent spacing is less than $\lambda / 2$ there is an unlimited number of solutions that will satisfy the conditions of the problem. If the apparent spacing of the elements is greater than $\lambda / 2$, the range of $\psi$ is more than $2 \pi$ radians. Except for some special cases* it is then not possible to obtain the prescribed directional pattern by this method.

When an apparent spacing less than $\lambda / 2$ is used, $f(\psi)$ is specified over only a portion of the required $2 \pi$ radians, and the function used to fill in the remainder of the interval can be chosen at will by the designer. A judicious choice of "fill-in" function will produce a desirable pattern with a minimum number of elements, and conversely a poor choice of function may result in a poor pattern. An example will illustrate this point.

Example 5: Synthesized Unidirectional Array. Let it be required to design an end fire array that will have an approximately semicircular pattern given by

$$
\begin{array}{ll}
f(\phi)=1 & 0<\phi<\frac{\pi}{2} \\
f(\phi)=0 & \frac{\pi}{2}<\phi<\pi
\end{array}
$$

The apparent spacing is to be $\lambda / 4$.
Then, for this problem,

$$
\psi=\frac{\pi}{2} \cos \phi+\alpha
$$

and the range of $\psi$ is $\pi$ radians. By choosing different values of $\alpha$, the range of $\psi$ which is used can be shifted anywhere in the interval of $2 \pi$ radians, which is required for the Fourier expansion. This is shown in

[^38]Fig. 12-34 for three values of $\alpha$. In this example there is a finite discontinuity within the range of $\psi$, so the coefficients of the series will decrease at a rate that is of the order of $1 / n$. (They will be less in absolute magnitude than $c / n$, where $c$ is some positive constant.*) If the functions were


Fig. 12-34. Range of $\psi$ for $0<\phi<\pi$, for three different values of $\alpha$. (Range used is indicated by double arrows.)
continuous in the range, the series would converge at a rate that would be at least of the order of $1 / n^{2}$. Because no choice of fill-in function can remove this discontinuity within the range of $\psi$, it is anticipated that, in this case, the fill-in function may not have much effect on the number of terms required. However, it is interesting to examine some actual cases.


Fig. 12-35. A possible choice of fill-in function (shown dashed) for $\alpha=-\pi / 4$.
Case 1: A possible choice for $\alpha$ and for the fill-in function is illustrated in Fig. 12-35. This choice would appear to be good, because it results in the following conditions:
(1) $f(\pi+\psi)=-f(\psi)$. Therefore, only odd harmonics will be present.
(2) $f(\psi)$ is an even function, so the coefficients of the sine terms will be zero.
(3) $f(\psi)$ has an average value of zero, зo the d-c term (or center element) is eliminated.

[^39]

Fig. 12-36. (a) Array and (b) pattern corresponding to Fig. 12-35. (Circles in (a) indicate elements which drop out because of zero current.)

The antenna array resulting from the choice used in Fig. 12-35 is shown in Fig. 12-36a for $m=7$ (eight elements), and the corresponding pattern is shown in Fig. 12-36b. This pattern has two serious defects. It approaches a relative value of 0.5 at $\phi=0$ where it should be unity, and it also approaches 0.5 at $\phi=\pi$ where it should be zero. Using more terms of the series will not remedy these defects, whish are inherent in the particular function used in Fig. 12-35. This function is discontinuous at the values

(b)

(a)

(c)

Fig. 12-37. A better design (a) restlts in the array (b) and the pattern (c).
of $\psi$ corresponding to $\phi=0$ and $\phi=\pi$, and the series converges to the average of the values taken by the function on the two sides of the discontinuity. Therefore, the function of Fig. 12-35 is an unsuitable choice.

CASE 2: The discentinuities at values of $\psi$ corresponding to $\phi=0$ and $\phi=\pi$ can be eliminated by a different choice of $\alpha$, and a suitable fill-in function. A possible function is that shown in Fig. 12-37(a).
The corresponding antenna array and resulting pattern are also shown, and it is seen that this function is a suitable one.

Whereas many other types of fill-in functions are possible, it is found for this example, where the apparent spacing is fixed at $\lambda / 4$, that none of them results in appreciable improvement over the design of Fig. 12-37. However, if the apparent spacing $d$ is permitted to have other values, this puts one more variable under the control of the designer. For a given number of antenna elements it is in general possible, with this additional control, to improve the pattern obtained. In the present example for a given number of elements, an apparent spacing of $3 \lambda / 8$ instead of $\lambda / 4$ results in a closer approach to the ideal pattern in the critical regions, $\phi= \pm \pi / 2$.
12.16 The Tchebyscheff Distribution. A particular, but very important, problem in antenna synthesis is the following: For a given linear antenna array, determine the current ratios that will result in the narrowest main lobe, for a specified side-lobe level; or, in other words, determine the current ratios that will result in the smallest side-lobe level for a given beam-width of the principal lobe. The current distribution that produces such a pattern will be considered as being the optimum.

From the material of section 14, it will be recalled that a desirable pattern (but not necessarily the optimum) can be obtained by equispacing the nulls on the appropriate arc of the unit circle. An examination of Fig. 12-26, which shows a pattern obtained by equispacing the nulls, indicates how a better pattern can be obtained. For a given width of principal lobe, the first secondary lobe can be decreased by moving the second null closer to the first. Of course, this increases the second side lobe, but that is permissible as long as it does not exceed the first. It is evident that the optimum pattern is obtained when all the side lobes have the same level. The problem is simply that of finding the spacing of nulls which makes this true. The answer is given in terms of the Tchebyscheff polynomials.

The Tchebyscheff polynomials occur quite frequently in design and synthesis problems. They are defined* by

$$
\begin{array}{ll}
T_{m}(x)=\cos \left(m \cos ^{-1} x\right) & -1<x<+1 \\
T_{m}(x)=\cosh \left(m \cosh ^{-1} x\right) & |x|>1
\end{array}
$$

The general shape of $T_{m}(x)$ is shown in Fig. 12-38 for both $m$ even and $m$ odd.
*Courant-Hilbert, Methoden der Mathematischen Physik, Julius Springer, Berlin, 1931. Vol. 1, p. 75.

By inspection,

$$
T_{0}(x)=1, \quad T_{1}(x)=x
$$

The higher order polynomials can be derived as follows:

$$
T_{2}(x)=\cos \left(2 \cos ^{-1} x\right)=\cos 2 \delta
$$

where

$$
\begin{gathered}
\delta=\cos ^{-1} x \quad \text { or } \quad x=\cos \delta \\
\cos 2 \delta=2 \cos ^{2} \delta-1 \\
T_{2}(x)=2 x^{2}-1
\end{gathered}
$$

Similarly, it can be shown that

$$
T_{m+1}(x)=2 T_{m}(x) T_{1}(x)-T_{m-1}(x)
$$

so that

$$
\begin{aligned}
& T_{3}(x)=4 x^{3}-3 x \\
& T_{4}(x)=8 x^{4}-8 x^{2}+1
\end{aligned}
$$

and so on.
The important characteristic of the Tchebyscheff polynomials, as far as antenna pattern synthesis is concerned, is evident from Fig. 12-38. As $x$ is allowed to vary from some point $c$ up to a value $x_{0}$ and then back to its starting point, the function $T_{m}(x)$ traces out a pattern consisting of several small side lobes and one major lobe. The secondary lobes will all be of equal amplitude (unity) and will be down from the main lobe by the ratio $1 / b$. This ratio can be chosen at will by suitable choice of $x_{0}$. Such a pattern will be called the optimum or Tchebyscheff pattern.* Since a technique for obtaining the pattern is available once the positions of the nulls on the unit circle are known (section 14), all that is required from the Tchebyscheff polynomials is information on the proper distribution of the nulls. This information can be obtained by causing $x$ to trace out the desired portion of the Tchebyscheff polynomial (of correct degree) as the variable $\psi$ moves over its range on the unit circle. This is accomplished as follows:

Consider the Tchebyscheff polynomial of $m$ th degree
where

$$
T_{m}(x)=\cos \left(m \cos ^{-1} x\right)=\cos (m \delta)
$$

The nulls of the pattern are given by the roots

$$
\cos (m \delta)=0
$$

[^40]

Fig. 12-38. Tchebyscheff polynomials, $\operatorname{Tm}(x)$, for $m$ even and $m$ odd.
that is, by

$$
\delta_{k}^{0}=\frac{(2 k-1) \pi}{2 m} \quad k=1,2, \cdots m
$$

Next consider the function $\psi$. For a broadside array for which $\alpha=0$,

$$
\psi=\beta d \cos \phi
$$

as $\phi$ varies from 0 to $\pi / 2$ to $\pi, \psi$ goes from $\beta d$ to 0 to $-\beta d$ and the range of $\psi$ is $2 \beta d$.

Now let $x=x_{0} \cos \psi / 2$. Then, as $\phi$ varies from 0 through $\pi / 2$ to $\pi, \psi$ varies from $\beta d$ through zero tc. $-\beta d$, and $x$ will vary from $x_{0} \cos \pi d / \lambda$ to $x_{0}$ back to $x_{0} \cos (-\pi d / \lambda)=x_{0} \cos \pi d / \lambda$. For example, if $d=\lambda / 2, \psi$ will range from $\pi$ through zero to $-\pi$, and $x$ will range from 0 to $+x_{0}$ and back to zero. Again, if $d=\lambda, \psi$ will range twice around the circle from $2 \pi$ through 0 to $-2 \pi$, (two major lobes) and $x$ will range from $-x_{0}$ to $x_{0}$ and back to $-x_{0}$. This is the correspondence desired.

The nulls in the Tchebyscheff pattern occur at values of $x$ given by

$$
x_{k}{ }^{0}=\cos \varepsilon_{k}{ }^{0}
$$

so the corresponding position for the rulls on the unit circle will be given by
or

$$
\begin{align*}
& x_{k}{ }^{0}=x_{0} \cos \frac{\psi_{k}{ }^{0}}{2} \\
& \psi_{k}{ }^{0}= 2 \cos ^{-1}\left[\frac{x_{k}{ }^{0}}{x_{0}}\right] \\
&= 2 \cos ^{-1}\left[\frac{\cos \delta_{k}{ }^{0}}{x_{0}}\right] \tag{12-43}
\end{align*}
$$

where

$$
\delta_{k} 0=\frac{(2 k-1) \pi}{2 m} \quad k=1,2, \cdots m
$$

Equation (43) gives the required spacing of the nulls on the unit circle for a pattern whose side lobes are all equal. The degree $m$ of the polynomial used will be equal to the number of nulls on the unit circle, and this will be one less than $n$, the apparent number of elements. The value of $x_{0}$ is determined by the desired ratio $b$ of principal to side lobe amplitudes. The value of $x_{0}$ is given in terms of $b$ by

$$
T_{m}\left(x_{0}\right)=b
$$

It can be obtained more conveniently* from

$$
x_{0}=1 / 2\left[\left(b+\sqrt{b^{2}-1}\right)^{1 / m}+\left(b-\sqrt{b^{2}-1}\right)^{1 / m}\right]
$$

The graphical-analytical method for obtaining the pattern of the array from the location of the nulls yields a detailed and accurate
*C. L. Dolph, loc. cit. (diseussion), p. 432.
plot of relative field strength versus the defined angle $\psi$. For many purposes a rough sketch of the pattern may be adequate, and this can be obtained directly from the known properties of the Tchebyscheff polynomial. Thus, knowing the location of the nulls in the pattern and the amplitude of all the side lobes relative to the principal lobe, the pattern as a function of $\psi$ may be sketched in with good accuracy. The pattern as a function of the azimuthal angle $\phi$ is then determined using the transform $\phi=\cos ^{-1} \psi / \beta d$. The binomial expansion method of calculating the required current distribution from the location of the nulls proves satisfactory for small arrays, but tends to become unwieldy for larger arrays. For large multielement arrays, an alternative procedure outlined in the article by Dolph will be found to require less labor.

Example 6: Design on a four-element broadside array having a spacing $d=\lambda / 2$ between elements. The paltern is to be optimum with a side lobe level, which is 19.1 db down ( $b=9.0$ ).

For $d=\lambda / 2$, the range of operation is $2 \beta d=2 \pi$. Since there will be 3 nulls, use $T_{3}(x)=4 x^{3}-3 x$. Then

$$
T_{8}\left(x_{0}\right)=4 x_{0}{ }^{3}-3 x_{0}=9
$$

Solving for $x_{0}$,

$$
\begin{aligned}
x_{0} & =3\left[6\left[\left(b+\sqrt{b^{2}-1}\right)^{1 / m}+\left(b-\sqrt{b^{2}-1}\right)^{1 / m}\right]\right. \\
& =1\left[2\left[(9+\sqrt{80})^{1 / 6}+(9-\sqrt{80})^{1 / 3}\right]\right. \\
& =1.5
\end{aligned}
$$

The nulls are given by $\cos (m \delta)=\cos (3 \delta)=0$. Therefore

Then

$$
\begin{array}{cl}
\delta_{k^{0}}=\frac{(2 k-1) \pi}{2 m}=\frac{(2 k-1) \pi}{6} & k=1,2,3, \cdots \\
\delta_{1} 0=\frac{\pi}{6} & \delta_{2} 0=\frac{3 \pi}{6}
\end{array} \delta_{3}{ }^{0}=\frac{5 \pi}{6},
$$

| $k$ | $\delta_{k}{ }^{0}$ | $x_{k}{ }^{0}=\cos \delta_{k}{ }^{0}$ | $x_{k}{ }^{0} / x_{0}$ | $\psi_{k}{ }^{0}=2 \cos ^{-1} \frac{x_{k}{ }^{0}}{x_{0}}$ | $\psi_{k}{ }^{0}$ (radians) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| 1 | $\pi / 6$ | 0.866 | 0.577 | $109.5^{\circ}$ | 1.910 |
| 2 | $3 \pi / 6$ | 0 | 0 | $180^{\circ}$ | $\pi$ |
| 3 | $5 \pi / 6$ | -0.866 | -0.577 | $250.5^{\circ}$ | 4.37 |

The polynomial representing the array is

$$
\begin{aligned}
|E| & =\left|\left(z-e^{f 1.9}\right)\left(z-e^{f z}\right)\left(z-e^{f 4.37}\right)\right| \\
& =\left|z^{3}+1.667 z^{2}+1.667 z+1\right|
\end{aligned}
$$

The required relative currents in the elements are

## 1:1.667:1.667:1

12.17 Supergain Arrays. In the case of end fire arrays, it was found that the technique of equispacing the nulls in the range of $\psi$ yielded desirable radiation patterns, even when the spacing between elements became small in wavelengths. Indeed, if the number of elements in the array was increased as the spacing was decreased, so that the overall length of the array remained fixed, this technique led to the design of arrays having arbitrarily sharp directivity. Such arrays, which are capable (theoretically) of attaining very high gains with reasonably small dimensions, have become known as supergain arrays.

When this same technique of equispacing the nulls is applied to broadside arrays having small spacings, it is found that, as the spacings are made smaller, the patterns become progressively poorer. However, if the nulls are distributed in the range of $\psi$ according to the Tchebyscheff distribution, desirable patterns having small side lobes and arbitrarily sharp principal lobes result. The design procedure for supergain broadside arrays is indicated below.

Referring to Fig. 12-38, the range of the Tchebyscheff polynomial, which is used, lies between the points $c$ and $x_{0}$. The position of the starting point $c$ depends upon the element spacing and is given by

$$
c=x_{0} \cos \frac{\pi d}{\lambda}
$$

For a spacing $d$ equal to $\lambda / 2$, the point $c$ is at the origin. For $d>\lambda / 2, c$ is negative as shown in Fig. 12-38, whereas for spacings less than $\lambda / 2, c$ is positive, approaching $x_{0}$ as the spacing approaches zero. Since the radiation pattern is determined entirely by that portion of the Tchebyscheff curve lying between $c$ and $x_{0}$, it is seen that for small spacings ( $c$ near $x_{0}$ ) full use is not being made of the pattern control available. This failing can be remedied by compressing the desired range of Tchebyscheff curve into the region
that will be used. This can be accomplished by a simple change of scale on the abscissa. An example will illustrate the method.

Example 7: Desizn a five-element broadside array having a total array length of $\lambda / 4$ (spacing between elsments $d=\lambda / 16$ ). The side lobe level is to be 25.8 db down, or $1 / 19.5$ times the main lobe level.


Fig. 12-39a. Second-deg:ee Tchebyschcff polynomial.
For a five-element array there should be four nulls on the unit circle within the range of $\psi$, and four nulls in the range of the Tchebyscheff pattern that is used. Thus it would be possible to select $T_{4}(x)$ and use the range from 0 to $x_{0}$ and back (four nulls), or alternatively it is possible to select $T_{2}(x)$ and use the whole range from -1 to $x_{0}$ and back (again
four nulls). Since it is considerably simpler to work with the lower degree polynomials, $T_{2}(x)$ will be used.

A sketch of $T_{2}(x)$ is shown in Fix. 12-3!a. Let $x=x_{0} \cos \psi$, where for this case of $d=\lambda / 16$,

$$
\psi=\frac{\pi}{8} \cos \phi
$$



Fig. 12-59b
Then as $\phi$ ranges from 0 through $\pi / 2$ to $\pi, \psi$ will range from $\pi / 8$ to $-\pi / 8$, and since $\cos \pi / 8=0.92388, x$ will vary from $0.92388 x_{0}$ to $x_{0}$ and back to $0.92388 x_{0}$. By a simple translation and change of scale of the abscissa, the portion of the curve between -1 ard $x_{0}$ can be compressed within the range $0.92388 x_{0}$ to $x_{0}$. Thus let
so that and
Solving

$$
\begin{gathered}
x=a x^{\prime}+b \\
3.20156=a(3.20156)+b \\
-1.0=a(0.92388 \times 3.20156)+b
\end{gathered}
$$

$$
a=17.236 \quad b=-51.982
$$

The curve now appears as in Fig. 12.39b, where

$$
x^{\prime}=\frac{x-b}{a}=\frac{x+51.982}{17.236}
$$



Fig. 12-40. Broadside "super-gain" patterns for arrays that have an overall length of one-quarter wavelength: $a$, five-element array; $b$, nine-element array.
The nulls in Fig. 12.39a occur at $x^{0}= \pm 0.707$, so the nulls in (b) will occur at

$$
x^{o^{\prime}}=\frac{x^{0}+51.982}{17.236}=3.0569 \quad \text { or } \quad 2.9749
$$

Correspondingly, the nulls on the unit circle will be place at

$$
\begin{array}{rlrl}
\psi_{0} & =\cos ^{-1} \frac{x^{0^{\prime}}}{x_{0}} & \\
& =\cos ^{-1} 0.95480 & \text { or } & \cos ^{-1} 0.92919 \\
& = \pm 17^{\circ} 175 /^{\prime} & \text { or } & \pm 21^{\circ} 415 / 1^{\prime}
\end{array}
$$

The resulting pattern as a function of $\phi$ is shown in $a$, Fig. 12-40. The required relative currents are obtained in the usual manner from the coefficients of the various powers of $z$ in the polynomial

$$
|E|=\left(z-e^{i \psi \psi_{1} 0}\right)\left(z-e^{-j \psi_{1} 0}\right)\left(z-e^{j \psi_{2} 0^{0}}\right)\left(z-e^{-j \psi_{2} 0}\right)
$$

where $\quad \psi_{1}{ }^{\circ}=17^{\circ} 175 /^{\prime} \quad$ and $\quad \psi_{2}{ }^{\circ}=21^{\circ} 415 / 1^{\prime}$
Multiplying out, the current ratios are found to be

$$
1:-3.7680: 5.5488:-3.7680: 1
$$

In the above example it will be noted that to obtain the pattern by the semigraphical method of multijlying together the distances from $z$ to the null points of the array, as indicated in eq. (35), three-figure accuracy is adequate. However, if it is desired to obtain the pattern from the simple phasor addition of the fields due to the individual elements, as in eq. (30), it is necessary to compute the current ratios with great accuracy if a reasonably accurate pattern is to be obtained.

The reason for the extreme accuracy required in this case becomes evident when the fields are added to determine the resultant field in the direction of the maximum, broadside to the array. In this direction, there is no phase difference due to difference in path lengths and so the field trength is proportional to the simple arithmetic sum of all the currents. Adding these currents with due regard to sign,

$$
1.0000-3,7680+5.5488-3,7680+1.0000=0.0128
$$

it is seen that the "effective current" radiating in the direction of the maximum is only about one-fifth of 1 per cent of the current in the center element. This low value of radiation results from the fact that the array derives its "supergain" or high directivity properties by virtue of the addition of the radiation from elements carrying large, almost equal and opposite currents. Furthermore a slight error of the order of 1 per cent in the setting of any one of the currents would change the resultant by several hundred per cent, and so completely destroy the supergain pattern.

These effects are demonstrated even more clearly in the next example which is the case of a nine-element array having the same over-all length (one-quarter wavelength) as the array of the previous example. The pattern of this array is shown in b, Fig. 12-40. For this array the nulls were spaced corresponding to the distribution of nulls in $T_{4}(x)$. The calculated current ratios are given in the following table:

$$
\begin{array}{rr}
I_{1} & 260,840.2268 \\
I_{2} & -2,062,922.9994 \\
I_{3} & 7,161,483.1266 \\
I_{4} & -14,253,059.7022 \\
I_{5} & 17,787,318.7374 \\
I_{3} & -14,253,059.7032 \\
I_{7} & 7,161,483.1266 \\
I_{8} & -2,062,922.9994 \\
I_{9} & 260,840.2268 \\
\hline \text { Total } & 00,000,000.0390
\end{array}
$$

It is seen that, if a current of the order of 17 million amperes is fed to the center element, with corresponding currents in the other elements, the total effective current radiating broadside to the array (the direction of the maximum) is equivalent to a current of 39 milliamperes in a single antenna. It is concluded that, although supergain arrays are possible in theory, they are quite impractical.

## ADDITIONAL PROBLEMS

3. Derive an expression for the radiation pattern of an antenra of length $L$ which has a traveling wave current distribution represented by $I=I_{0} e^{-(\alpha+j \beta) \iota}$. The phase shift factor $\beta$ is equal to $2 \pi / \lambda$ where $\lambda$ is assumed to be equal to the free-space wavelength.
4. Using the principle of multiplication of patterns, sketch the following radiation patterns:
(a) The horizontal pattern of four vertical antennas spaced one-half wavelength apart and fed with equal currents, but with $180^{\circ}$ phasing between adjacent elements.
(b) Same as part (a), but for eight elements.
(c) The horizontal pattern of four vertical radiators spaced one-quarter wavelength and having a progressive phase shift of $90^{\circ}$ between elements.
(d) The free-space vertical patterns (obtained for the array remote from the earth) of each of the arrays of parts (a), (b) and (c):
(1) In the plane of the array
(2) In the plane perpendicular to the plane of the array.
5. An elevated antenna is one wavelength long and is fed a quarter wavelength from one end. Assuming a sinusoidal current distribution ( $n$ ot the distribution of Fig. 12-2d) calculate its free-space radiation pattern and its radiation resistance.
6. Using the known relative radiation pattern for a half-wave dipole in free space, determine the absolute value of the pattern (in $\mathrm{mv} / \mathrm{m}$ at 1 mile for 1 watt radiated) by the method of seotion 12.13 . Hence determine the radiation resistance of the antenna.
7. Calculate and plot the vertical pattern of a 190 degree vertical monopole ( $\beta \mathrm{H}=190 \pi / 180$ ). Determine: (a) the field intensity at the
surface of the earth at a distance of one mile, in $\mathrm{mv} / \mathrm{m}$ fo: one kw radiated, assuming negligible attenuation of the field due to earth losses; (b) the field intensity of the secondary lobe.
8. Design an end fire array that will produce approximately the pattern described by

$$
\begin{array}{ll}
f(\phi)=1 & 0<\phi<\frac{\pi}{3} \\
f(\phi)=0 & \frac{\pi}{3}<\phi<\pi
\end{array}
$$

Use an element spacing of one-quarter wivelength.
9. Design a six element broadside array having a spacing $d=\lambda / 2$ between adjacent elements. The patterr is to be optimum, with the side lobe level 20 db down.
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## CHAPTER 13

## IMPEDANCE CHARACTERISTICS OF ANTENNAS

To the communication engineer interested in the over-all design of a radio communication system, the antenna is but one link in the complicated chain that leads from the microphone to the loudspeaker. It is natural for him to consider the antenna simply as another circuit element that must be properly matched to the rest of the network for efficient power transfer. From this point of view the input or terminal impedance of the antenna is of primary concern. The input impedance of an antenna is a complicated function of frequency, which cannot be described in any simple analytical form. Nevertheless, at a single frequency, the antenna terminal impedance may be accurately represented by a resistance in series with a reactance. Over a small band of frequencies such representation can still be used, but it is now only approximate. If, as is of ten the case, the band of frequencies is centered about the "resonant frequency" of the antenna, a better approximation is obtained by representing the antenna as a series $R, L, C$ circuit. If the range of operation extends over a wider band of frequencies, this representation is no longer adequate. It can be improved by adding elements to the "equivalent" network, but the number of elements required for reasonably good representation becomes very large as the frequency range is extended. Under these circumstances it is possible to replace the equivalent lumped-constant network with a distributed-constant network, such as an opencircuited transmission line, the input impedance of which will represent reasonably well the input impedance of the antenna over a wide range of frequencies.
13.01 Lumped-constant Representation of Antenna Input Impedance. For an antenna whose half-length $H$ is shorter than
a quarter-wavelength, the input impedance can be represented over a narrow band of frequencies by a resistance $R$ in series with a capacitive reactance $X$. The resistance $R$ is the radiation resistance (and loss resistance, if any), of the antenna, referred to the terminal or base current. . It is given in Fig. 11-12, or it can be obtained from Fig. 11-2 by dividing the values of radiation resistance referred to lcop current by $\sin ^{2} \beta H$. Approximate values of the capacitive reactance $X$ are also given in Fig. 11-12. For antennas which have a half-length greater than about a quarter-wavelength (actually nearer $0.23 \lambda$, the exact point depending on the thickness of the antenna), the input impedance becomes inductive and would be represented by a resistance in series with an inductive reactance. For both transmitting and receiving, an antenna is often operated at its resonant frequency, that is, at the center frequency of the narrow band of operation where the suntenna input impedance is a pure resistance. Below this center frequency the antenna reactance is capacitive, and above this frequency the reactance is inductive. The input impedance can then be represented approximately by a series $R, L, C$ circuit. Quantities of interest are the required values of the equivalent $R_{a}, L_{a}$, and $C_{a}$, and the $Q$ of the antenna.

Figure 13-1 illustrates this representation as a simple $R, L, C$ circuit and shows the variation of impedance and admittance in the vicinity of resonance ( $X=0$ ) for such a circuit.

The general expression for the imjedance is

$$
\begin{equation*}
Z_{a}=R_{a}+j\left(\omega L_{a}-\frac{1}{\omega C_{a}}\right) \tag{13-1}
\end{equation*}
$$

at the resonant frequency $f=f_{r}$,

$$
\begin{equation*}
\omega_{r} L_{a}=\frac{1}{\omega_{r} C_{a}} \quad Z_{c}=Z_{r}=R_{a} \tag{13-2}
\end{equation*}
$$

For a small angular frequency increment, $\delta \omega$, from the resonance frequency, the impedance increment is

$$
\begin{equation*}
\delta Z_{a}=j\left(\delta \omega L_{a}+\frac{\delta \omega}{\omega^{2} C_{a}}\right) \tag{13-3}
\end{equation*}
$$

Therefore the per unit increase in impedance is

$$
\begin{align*}
\frac{\delta Z_{a}}{Z_{r}}=\frac{\delta Z_{a}}{R_{a}} & =j\left(\frac{\delta \omega L_{a}}{R_{a}}+\frac{\delta \omega}{R_{a} \omega^{2} C_{a}}\right) \\
& =j\left(\frac{Q}{\omega_{r}} \delta \omega+\frac{Q}{\omega_{r}} \delta \omega\right) \\
& =j 2 Q \frac{\delta \omega}{\omega_{r}} \tag{13-4}
\end{align*}
$$



Fig. 13-1. Approximate representation of antenna input impedance by a simple $R, L, C$ circuit, with corresponding impedance and admittance curves.
where

$$
\begin{equation*}
Q=\frac{\omega_{r} L_{a}}{R_{a}}=\frac{1}{\omega_{r} C_{a} R_{a}} \tag{13-5}
\end{equation*}
$$

From eq. (4)
or

$$
\begin{align*}
\left|\frac{\delta Z_{a}}{R_{a}}\right| & =2 Q\left|\frac{\delta \omega}{\omega_{r}}\right| \\
\frac{\delta \omega}{\omega_{r}} & =\frac{1}{2 Q}\left|\frac{\delta Z_{a}}{R_{a}}\right| \tag{13-6}
\end{align*}
$$

When $\delta Z_{a}=R_{a}$, the current has dropped to $1 / \sqrt{2}$ times its value at resonance and the power has dropped to one-half. The angular
frequency difference between half-power points is

$$
\begin{equation*}
\Delta \omega=2 \delta \omega=\frac{\omega_{r}}{Q} \tag{13-7}
\end{equation*}
$$

The frequency difference between h:lf-power points is the band width of the circuit, and the relative $b_{i}$ nd width is

$$
\begin{equation*}
\frac{\Delta \omega}{\omega_{r}}=\frac{1}{Q} \tag{13-8}
\end{equation*}
$$

To the extent that the antenna impedance may be represented by the simple circuit of Fig. 13-1, this can be considered to be the band width of the antenna (unloaded). A more general definition for antenna band width is given in ses. 3.

When precise impedance or admitiance measurements are made on an actual antenna in the neighborhood of the resonant frequency, it is found that the curves have a scmewhat different shape from those of the simple $R, L, C$ circuit shown in Fig. 13-1. This difference is due to the fact that the equivalent $R_{a}, L_{a}$, and $C_{a}$ of the antenna are really functions of frequency, and not constants as in Fig. 13-1. A much better representation of the antenna impedance may be obtained with the series $R, L, C$, circuit by assuming $L_{a}$ and $C_{a}$ to be constant as before, but taking into account the variation of $R_{a}$ with frequency. For this puryose, the variation of $R_{a}$ with frequency can be assumed to be linear over the frequency range of interest (see Fig. ï1-12), and so the resistance may be written as

$$
\begin{equation*}
R_{a}=R_{r}\left(1+\rho \frac{\delta \omega}{\omega_{r}}\right) \tag{13-9}
\end{equation*}
$$

where $R_{r}$ is the resistance at resonance and $\rho$ is a positive constant. The expression for impedance for this case, illustrated in Fig. 13-2, is (for $\omega=\omega_{r}+\delta \omega$ )

$$
\begin{align*}
Z_{a} & =R_{a}+j\left(\omega L_{a}-\frac{1}{\omega C_{a}}\right) \\
& =R_{r}\left(1+\rho \frac{\delta \omega}{\omega_{r}}\right)+j\left(\omega_{r} L_{a}+i \omega L_{a}-\frac{1}{\omega_{r} C_{a}}+\frac{\delta \omega}{\omega_{r}^{2} C_{a}}\right) \tag{13-10}
\end{align*}
$$

Then, remembering that $\omega_{r} L_{a}=\frac{1}{\omega_{r} C_{a}}$,

$$
\begin{align*}
\frac{Z_{a}}{R_{r}} & =1+\frac{\delta \omega}{\omega_{r}}\left(\rho+j 2 \frac{\omega_{r} L_{a}}{R_{r}}\right)  \tag{13-11}\\
& =1+\frac{\delta \omega}{\omega_{r}}(\rho+j 2 Q) \tag{13-12}
\end{align*}
$$



Fig. 13-2. Impedance and admittance curves about resonance when the variation of radiation resistance with frequency is considered.
The impedance and admittance curves for this case are shown in Fig. 13-2. It is seen that the impedance minimum or admittance maximum no longer occurs at resonance, but rather at some frequency below resonance. The frequency at which the impedance is a minimum can be found by minimizing the absolute value of expression (11) (or its square) with respect to $\delta \omega$.
Putting

$$
\frac{d}{d(\delta \omega)}\left|\frac{Z_{\sigma}}{R_{\tau}}\right|^{2}=0
$$

gives

$$
\frac{\delta \omega}{\omega_{r}}=\frac{-\rho}{\rho^{2}+4 Q^{2}} \quad \text { (for the minimum) }
$$

The impedance at the minimum will he given by

$$
\begin{align*}
Z_{\min } & =R_{r}\left[1-\frac{\rho}{\rho^{2}+4 Q^{2}}(\rho+j 2 Q)\right] \\
& =R_{r}\left[1-\frac{\rho^{2}}{\rho^{2}+4 Q^{2}}-j \frac{2 \rho Q}{\rho^{2}+4 Q^{2}}\right] \tag{13-13}
\end{align*}
$$

In order to make use of the equivalent circuit for antenna input impedance in computations, it is necessary to know, or to be able to obtain, values of the equivalent $L_{a}, C_{a}$, and $R_{a}$ in terms of antenna dimensions. When curves such as those of Fig. 11-12 are available in the range of interest, values of these quantities may be determined from the curves. Otherwise, $L_{a}, C_{a}$, and $Q$ may be calculated in terms of a quantity called the average characteristic impedance of the antenna.

Characteristic Impedance of Antennas. A quantity that has considerable usefulness in connection with antennas is the averıge characteristic impedance of the antenna. The significance of this term as applied to cylindrical antennas can be understood by first considering a biconical transmission line or a biconical antenna. In chap. 8 the characteristic impedance of a transmission line was defined as the voltage-current ratio existing on th $\epsilon$ line when the line was infinitely long. For a uniform transmission line, this ratio is constant along the line. It is easily shown that the transmission line, formed by two infinitely long coaxial conical conductors having a common apex (Fig. 13-3), is a uniform line, and that the ratio of voltage to current along the line will


Fig. 13-3. Input to a conical transmission line (or a bi-conical antenna). remain constant, that is, independent of $r$. (The voltage $V$ is applied across an infinitesimal gap at the apex and the current $I$ flows out of one cone and into the other.)' In secs. 13.06 and 13.07 the general solution for a finite length of such a transmission line (or antenna) will be obtained. It will be found that such a structure can support the TEM wave, as well as higher order TM waves. For the outgoing TEM wave (which alone is
excited on the infinitely long line) the expressions for the fields are

$$
\left.\begin{array}{rl}
H_{\phi} & =\frac{A}{r \sin \theta} e^{-j e r}  \tag{13-14}\\
E_{\theta} & =\frac{A \eta_{v}}{r \sin \theta} \epsilon^{-j \beta r} \\
E_{r} & =E_{\phi}=H_{\theta}=H_{r}=0
\end{array}\right\}
$$

Maxwell's equations in spherical co-ordinates for the case of no variation in the $\phi$ direction are

$$
\left.\begin{array}{rl}
\frac{1}{r} \frac{\partial\left(r E_{\theta}\right)}{\partial r}-\frac{1}{r} \frac{\partial E_{r}}{\partial \theta} & =-j \omega \mu H_{\phi} \\
\frac{1}{r \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta H_{\phi}\right) & =j \omega \epsilon E_{r}  \tag{13-15}\\
-\frac{1}{r} \frac{\partial\left(r H_{\phi}\right)}{\partial r} & =j \omega \epsilon E_{\theta}
\end{array}\right\}
$$

Direct substitution of (14) into (15) shows that Maxwells equations are satisfied. In addition, because $E_{r}=0$, the boundary conditions are automatically satisfied.

It will be noted that the electric field distribution is just that corresponding to the static case (problem 9, chap. 2) and that the magnitude of the voltage between the cones at any distance $r$ from the apex is constant. That is

$$
\begin{align*}
V & =\int_{c_{1}}^{\pi-\theta_{1}} E_{\theta} r d \theta=\eta_{v} A e^{-j \beta r} \int_{\theta_{1}}^{\pi-\theta_{1}} \frac{1}{\sin \theta} d \theta \\
& =2 \eta_{v} A \ln \cot \frac{\theta_{1}}{2} \tag{13-16}
\end{align*}
$$

Also the amplitude of the current flowing in the cones is constant along the line and is given by

$$
\begin{align*}
I & =2 \pi r \sin \theta_{1} I_{\phi} \\
& =2 \pi A \tag{13-17}
\end{align*}
$$

Therefore, the characteristic impedance for a biconical transmission line or biconical antenna is constant and is

$$
\begin{align*}
Z_{3} & =\frac{V}{I}=\frac{\eta_{v}}{\pi} \ln \cot \frac{\theta_{1}}{2} \\
& =123 \ln \cot \frac{\theta_{1}}{2} \tag{13-18}
\end{align*}
$$

Because the electric and magnetic field configurations are the same as for the stationary-fields case, this same result could have been obtained directly by using the static capacitance per unit length as calculated in chap. 2. Thus
where

$$
\begin{aligned}
Z_{0} & =\sqrt{\frac{L}{C}}=\frac{1}{c C} \\
C & =\frac{\pi \epsilon}{\ln \cot \cdot \frac{\sigma_{1}}{2}}
\end{aligned}
$$

and

$$
\frac{1}{\sqrt{L C}}=c=\frac{1}{\sqrt{\mu_{v} \epsilon_{v}}}=3 \times 10^{8}
$$

Then

$$
Z_{0}=\frac{\eta_{v}}{\pi} \ln \cot \frac{\theta_{1}}{2}=1.20 \ln \cot \frac{\theta_{1}}{2}
$$

For thin antennas, that is when $\theta_{1}$ is sciall, the characteristic impedance is given approximately by

$$
\begin{equation*}
Z_{0}=120 \ln \left(\frac{2}{\theta_{1}}\right)=120 \ln \left(\frac{2 r}{a}\right) \tag{13-19}
\end{equation*}
$$

where $a$ is the cone radius at a distance $r$ from the apex.

When a cylindrical antenna is 1 reated in a like manner, it is evident that the coresponding "bicylindrical" transmission line will be nonuniform, with a capacitance per unit length and characteristic impedance that vary along the line. However, for thin antennas the e'ements $d r$ can be considered as elements of a biconical line which has a cone angle $\theta_{1}=a / r$, where $a$ is the radius of the cylinder and $r$ is the distance from the origin to the element $d r$ (Fig. 13-4). Then the characteristic impedance at


Fig. 13-4 a distance $r$ will be

$$
\begin{equation*}
Z_{0}(r)=120 \ln \left(\frac{2}{\theta_{1}}\right)=120 \ln \left(\frac{2 r}{a}\right) \tag{13-20}
\end{equation*}
$$

It is seen that the sharacteristic impedance of a cylindrical antenna varies along the antenna, being larger near the ends. For a centerfed cylindrical antenna of half-length $H$, an "average" character-
istic impedance can be defined by

$$
\begin{align*}
Z_{0}(\mathrm{av}) & =\frac{1}{H} \int_{0}^{H} Z_{0}(r) d r  \tag{13-21}\\
& =\frac{1}{H} \int_{0}^{H} 120 \ln \left(\frac{2 r}{a}\right) d r \\
& =120\left[\ln \left(\frac{2 H}{a}\right)-1\right] \tag{13-22}
\end{align*}
$$

Equivalent $L_{a}, C_{a}$, and $Q$ in terms of $Z_{0}(a v)$. Use of the average characteristic impedance of an antenna makes it possible to obtain values for the equivalent $R, L, C$ circuit of the antenna in terms of the antenna dimensions. This is done by first finding a $Q$ for the antenna by comparison with ordinary transmission line theory, and then determining $L_{a}$ and $C_{a}$ in terms of this $Q$ and the known $R_{a}$.

From transmission-line theory for low-loss lines (see chap. 8), the $Q$ of a transmission line is

$$
\begin{equation*}
Q=\frac{\omega L}{R}=\frac{\omega Z_{0}}{R v}=\frac{2 \pi Z_{0}}{\lambda R} \tag{13-23}
\end{equation*}
$$

where $R, L$, and $C$ are the resistance, inductance, and capacitance per unit length of line and

$$
Z_{0} \approx \sqrt{\frac{L}{C}} \quad v \approx \frac{1}{\sqrt{\overline{L C}}}
$$

for low-loss lines. For a resonant length $(l=\lambda / 4)$ of open-circuited line, it is easily shown that the input impedance is a pure resistance of value

$$
\begin{equation*}
R_{\mathrm{in}}=\frac{R l}{2}=\frac{R \lambda}{8} \tag{13-24}
\end{equation*}
$$

and this must be equal to $R_{a}$ in the equivalent lumped-circuit representation of antenna input resistance (Fig. 13-1). That is,

$$
\frac{R \lambda}{8}=R_{a}=R_{\mathrm{rad}}
$$

For the equivalent lumped-constant circuit

$$
Q=\frac{\omega_{r} L_{a}}{R_{a}}
$$

Therefore

$$
\begin{gathered}
\omega_{r} L_{a}=R_{a} Q=\frac{R \lambda}{8} \cdot \frac{2 \pi Z_{0}}{\lambda R}=\frac{\pi Z_{0}}{4} \\
\omega_{r} C_{a}=\frac{4}{\pi^{\prime} Z_{0}}
\end{gathered}
$$

and

$$
\left.\begin{array}{rl}
L_{a} & =\frac{Z_{0}}{8 f_{r}}
\end{array} \quad C_{a}=\frac{2}{\pi^{2} f_{r} Z_{0}}\right\}
$$

where the $Z_{0}$ in the case of a cylindrical antenna, will be the average characteristic impedance $Z_{0}$ (av) defined in the preceding section. The $Q$ of the antenna as given by eq. (25) will be the unloaded $Q$. When the antenna circuit is loaded by a properly matched generator impedance or load impedance, the total $Q$ of the circuit is one-half the $Q$ of the antenna above. That is

$$
Q_{\text {loaded }}=1 / 2 Q_{\text {unlooded }}
$$

It is this $Q_{\text {loadod }}$, which is of chief concern in band width considerations.

Problem 1. (a) Using the curves of Fig. 11-12, determine an approximate value for the $Q$ of a half-wave dipole antenna constructed with No. 12 copper wire, at a frequency of 100 megacycles; (b) compute $Q$ for the same antenna using eq. (13-25).

Problem 2. From the point of view of band width, discuss the suitability of each of the following antennas for (a) an F-M receiving antenna, (b) a television receiving antenna: a half-wave dipole constructed of (1) No. 12 wire, (2) $1-\mathrm{cm}$. diameter rcds, (3) $1-\mathrm{in}$. diameter pipes, (4) a biconical cage arrangement with a total cone angle of $10^{\circ}$.

Note: The F-M band covers fronı $88-108 \mathrm{mc}$. The low-frequency television channels are 6 mc . wide and, at present, are $54-60,60-66,66-72$, 76-82, 82-88. In both cases it is desired, if practical, that a single antenna should cover the entire band with a lecrease of received power of less than 3 db .
13.02 The Antenna as an Opened-out Transmission Line. Using an assumed sinusoidal current distribution, the power radiated from an antenna can be calcalated, and approximate values for input resistance and reactance can be obtained for very thin antennas. However, for thicker antennas, such as tower antennas for broadcast use, especially when fed near a current node, the
sinusoidal-current assumption fails to give suficiently good answers. Faced with the necessity of having to feed such antennas, and in the absence of a rigorous solution to the antenna problem, it was natural that engineers should look for a better assumption than the sinusoidal for the current distribution. Because the input impedance of an antenna goes through variations somewhat similar to the input impedance of an open-circuited transmission line, it was also natural to attempt to treat the antenna as an opened-out transmission line. This attack had the advantage of using transmission line theory with which the engineer was already familiar, and it provided him with a simple expression for current distribution and input impedance which, although only approximate, could always be "adjusted" in the light of measured values. Although in more recent years the cylindrical antenna problem has been solved to a fairly good approximation and accurate values for input impedance are now available in the form of curves or tables, it is of ten still very convenient to have available simple analytic expressions, which will indicate the correct order of magnitude of input impedance and current distribution. For this reason, and because it is instructive to compare the antenna with the transmission line, one of the methods developed for treating the antenna as a transmission line will be outlined.

The most extensive study of the transmission line representation of an antenna has been made in a series of papers* by Siegel and Labus, and their results have been used in the broadcast antenna field for many years. The method treats the antenna as an openedout transmission line that is open circuited at the end. An antenna differs from a transmission line in two important respects. An antenna radiates power, whereas transmission line theory assumes negligible radiation of power. Ordinary transmission line theory deals with uniform lines for which $L, C$, and $Z_{0}$ are constant along the line (except very close to the end). For the nonuniform line representing the antenna, $L, C$, and $Z_{0}$ all vary along the line, and indeed it becomes necessary to define what is meant by these quantities under such conditions. Siegel and Labus assume that

[^41]the radiated power can be accounted for by introducing an equal amount of olimic loss distributed along the transmission line. Knowing this loss, an attenuation factor can be calculated, and this factor can be used to give a better epproximation for the current distribution. In addition the variable characteristic impedance of the antenna is replaced by an average value. Because the value used for this average characteristic impedance determines very largely what the input impedance will be, considerable effort was expended in obtaining a truly significant expression for $Z_{0}$. The essentials of the Siegel and Labus method (with slight modifications,', are outlined below.


Fig. 13-5. The antenna as an opened-out transmission line.
Input Impedance by Transmission Line Analogy. Figure 13-5 illustrates the representation of a center-fed dipole antenna as an opened-out transmission line. The "equivalent" transmission line has a length equal to the half-length $H$ of the dipole antenna. The diameter of the antenna or transmission-line conductors is $2 a$. The problem of a ground-based antenna of height $H$, erected on a perfect reflecting plane (Fig. 13-5d), is the same as that of the dipole antenna of half-length $H$ (Fig. 13-5c), except that values of characteristic and input impedances will be just one-half those obtained for the corresponding dipole antenna.

The first step is to obtain an expression for $Z_{c}$ (av), the average characteristic impedance of the antenna. In sec. (13.01) a simple expression for average characteristic impedance was developed from elementary considerations. Siegel and Labus have developed a somewhat different expression in quite another way. The scalar
potential for an antenna carrying a sinusoidal current distribution was set up and compared with the usual expression for the scalar potential along a uniform parallel-wire line. Comparison of these expressions yielded an expression for the characteristic impedance $Z_{0}(s)$ at each point $s$ along the antenna. From this, an average characteristic impedance for the total length was defined by

$$
\begin{equation*}
Z_{c}(\mathrm{av})=\frac{1}{H} \int_{0}^{H} Z_{0}(s) d s \tag{13-26}
\end{equation*}
$$

The final expressions obtained for $Z_{c}$ (av) were
(a) For the center-fed dipole antenna of half-length $H$ (Fig. 13-5c)

$$
\begin{equation*}
Z_{c}(\mathrm{av})=120\left(\ln \frac{H}{a}-1-\frac{1}{2} \ln \frac{2 H}{\lambda}\right) \text { ohm } \tag{13-27}
\end{equation*}
$$

(b) For the antenna of height $I$, fed against a perfect reflecting plane (Fig. 13-5d),

$$
\begin{equation*}
Z_{c}(\mathrm{av})=60\left(\ln \frac{H}{a}-1-\frac{1}{2} \ln \frac{2 H}{\lambda}\right) \quad \text { ohm } \tag{13-28}
\end{equation*}
$$

The notation $Z_{c}$ (av) has been used to distinguish this average characteristic impedance from the $Z_{0}$ (av) given by eq. (22). For the special case of $H=\lambda / 4$, (half-wave dipole or quarter-wave ground-based antenna), the expressions for $Z_{c}$ (av) become
(c) Half-wave dipole,

$$
\begin{equation*}
Z_{c}(\mathrm{av})=120\left(\ln \frac{I I}{a}-0.65\right) \quad \text { ohm } \tag{13-29}
\end{equation*}
$$

(d) Quarter-wave ground-based antenna,

$$
\begin{equation*}
Z_{c}(\mathrm{av})=60\left(\ln \frac{H}{a}-0.65\right) \quad \text { ohm } \tag{13-30}
\end{equation*}
$$

Having a value for $Z_{c}$ (av), the expressions for the voltage and current distributions and input impedance may be written down from transmission line theory. For the open-circuited line the expressions are

$$
\begin{align*}
V_{s} & =V_{R} \cosh \gamma s  \tag{13-31}\\
I_{s} & =\frac{V_{R}}{Z_{c}(\mathrm{av})} \sinh \gamma s \tag{13-32}
\end{align*}
$$

$$
\begin{align*}
Z_{s} & =\frac{V_{s}}{I_{s}}=Z_{c}(\mathrm{av}) \operatorname{coth} \gamma s  \tag{13-33}\\
Z_{\mathrm{in}} & =Z_{c}(\mathrm{av}) \operatorname{coth} \gamma H \tag{13-34}
\end{align*}
$$

In these expressions $V_{s}$ and $I_{s}$ are the voltage and current, respectively, at a distance $s$ from the open end of the line. $\gamma=\alpha+j \beta$ is the complex propagation constant for the line. Its imaginary part $\beta=2 \pi / \lambda$ is the phase shift constant, and its real part $\alpha$ is the attenuation constant, which is still to be determined.

The expression for current distribution [eq. (32)] may be written in terms of the current at the loop or maximum, $I_{m}$, as follows: Expanding sinh $\gamma s$, and taking the absolute magnitude, it is seen that, if the attenuation is not too great, the maximum amplitude of current (the loop current) will occur spproximately at $s=\lambda / 4$, and will be given by

$$
\begin{aligned}
I_{m} & =I_{s=\lambda / 4}=j \frac{V_{R}}{Z_{c}(\mathrm{av})} \cosh \alpha \frac{\lambda}{4} \sin \beta \frac{\lambda}{4} \\
& \approx j \frac{V_{R}}{Z_{c}(\mathrm{av})}
\end{aligned}
$$

Then eq. (32) may be written as

$$
\begin{align*}
I_{s} & =(-j) I_{m} \sinh \gamma s \\
& =I_{\boldsymbol{m}}(\cosh \alpha s \sin \beta s-j \sinh \alpha s \cos \beta s) \tag{13-35}
\end{align*}
$$

The next step is to determine the attenuation factor $\alpha$ for the "equivalent" transmission line. On the basis of a sinusoidal current distribution, the power radiated by the antenna can be computed by the Poynting vector method or the induced-emf method. This gives a value for $R_{\text {rad }}$, the radiation resistance, referred to the loop current. By definition,

$$
\begin{equation*}
\text { Power radiated }=\left|I_{m}\right|^{2} R_{\mathrm{rad}} \tag{13-36}
\end{equation*}
$$

$R_{\text {rad }}$ for ground-based antennas on a perfect reflecting plane is plotted as a function of antenna height in Fig. 11-2. Alternatively, for $H$ greater than $0.2 \lambda, R_{\text {rad }}$ may be obtained with good accuracy from the approximate formula

$$
\begin{align*}
R_{\mathrm{rad}}=15\left[-\frac{\pi}{2} \sin \frac{4 \pi H}{\lambda}+\left(\ln \frac{2 H}{\lambda}+1.722\right)\right. & \cos \frac{4 \pi H}{\lambda}+4.83 \\
& \left.+2 \ln \frac{2 H}{\lambda}\right] \tag{13-37}
\end{align*}
$$

For the corresponding center-fed dipole ( $L=2 H$ ) in free space, the values of $R_{\text {rad }}$ given by Fig. 11-2 or eq. (37) must be doubled.

In the transmission line representation the radiated power is replaced by an equal amount of power dissipated as ohmic loss along the line. This power loss may be assumed to be due to a series resistance $r$ ohms per unit length, shunt conductance $g$ mhos per unit length, or both. In their analysis, Siegel and Labus assumed a series resistance for the line, of such value that the total $I^{2} R$ loss was equal to the radiated power. It turns out that if the power loss is considered to be due to both series resistance and shunt conductance of such values that the $I^{2} r$ loss per unit length at a surrent loop is equal to the $V^{2} g$ loss per unit length at a voltage loop, similar expressions result. There is the added advantage that input impedances calculated from these simpler expressions seem to be in better agreement with values calculated by other means. This is especially true for short antennas where the series resistance assumption, used by Siegel and Labus, leads to values of input resistance that are consistently too high, whereas the assumption used here leads to correct values.

Assuming both series resistance $r$ per unit length and shunt conductance $g$ per unit length, the total power loss along the line is

$$
\begin{align*}
W & =\int_{0}^{H}\left(|I|^{2} r+|V|^{2} g\right) d s \\
& =\int_{0}^{I I}\left(I_{m}^{2} r|\sinh \gamma s|^{2}+V_{m}^{2} g|\cosh \gamma s|^{2}\right) d s \tag{13-38}
\end{align*}
$$

The values of $r$ and $g$ are so chosen that

$$
\begin{equation*}
I_{m}{ }^{2} r=V_{m}{ }^{2} \vartheta \tag{13-39}
\end{equation*}
$$

Then the expression (13) for power dissipated becomes

$$
\begin{aligned}
& W=I^{2}{ }_{m_{1}} r \int_{0}^{H}\left(|\sinh \alpha s \cos \beta s+j \cosh \alpha s \sin \beta s|^{2}\right. \\
&\left.+|\cosh \operatorname{cs} \cos \beta s+j \sinh \alpha s \sin \beta s|^{2}\right) d s
\end{aligned}
$$

which reduces to

$$
\begin{align*}
W & =I^{2}{ }_{m_{1}} r \int_{0}^{H} \cosh 2 \alpha s d s \\
& =I^{2} m_{1} r I I \frac{\sinh 2 \alpha H}{2 \alpha H} \tag{13-40}
\end{align*}
$$

For small values of $2 \alpha H$, this becomes approximately

$$
W \approx I_{{ }^{2} n_{2}} r_{j} I
$$

That is, the power loss per unit leng is is approximately constant and is equal to

$$
\begin{equation*}
I_{m_{1}}^{2} r=V^{2}{ }_{x_{1} g} g \tag{13-41}
\end{equation*}
$$

The total power dissipated must equal the power that is actually radiated, so

Therefore

$$
\begin{gathered}
I_{m_{1}}^{2} r H=I_{r a}^{2} R_{\mathrm{rad}} \\
r=\frac{R_{\mathrm{rad}}}{H}
\end{gathered}
$$

Also, using (41),

$$
g=\frac{I_{m_{r}}^{2} r}{V_{m_{1}}^{2}}=\frac{r}{Z_{c}^{2}(\mathrm{av})}=\frac{R_{\text {and }}}{H Z_{c}^{2}(\mathrm{av})}
$$

For any low-loss transmission line the attenuation factor is given by

$$
\alpha=\frac{1}{2}\left(\frac{r}{Z_{0}}+g_{j} Z_{0}\right)
$$

so for this "equivalent" line

$$
\begin{equation*}
\alpha=\frac{1}{2}\left(\frac{r}{Z_{c}(\mathrm{av})}+\frac{I_{\mathrm{rad}}}{H Z_{c}(\mathrm{av})}\right)=\frac{R_{\mathrm{rad}}}{H Z_{c}(\mathrm{av})} \tag{13-42}
\end{equation*}
$$

The total attenuation for the length $H$ is

$$
\begin{equation*}
\alpha H=\frac{I_{\mathrm{rad}}}{Z_{c}(\mathrm{av})} \tag{13-43}
\end{equation*}
$$

The input impedance can now be obtained from eq. (34). For purposes of computation eq. (34) cinn be expanded into more suitable forms:

$$
\begin{align*}
Z_{\text {in }} & =Z_{c}(\mathrm{av})\left[\frac{\cosh (\alpha}{\sinh (c} \frac{H+j \beta H)}{H+j \beta H)}\right] \\
& =\frac{Z_{c}(\mathrm{av})}{2}\left(\frac{\sinh 2 c}{\cosh ^{2}} \frac{H-j \sin 2 \beta H}{\alpha H-\cos ^{2} \beta H}\right)  \tag{13-44}\\
& =Z_{c}(\mathrm{av})\left(\frac{\sinh 2 \alpha H-j \sin 2 \beta H}{\cosh \cos \alpha-\cos 2 \beta H}\right) \tag{13-45}
\end{align*}
$$

The input resistance and input reactance are, respectively,

$$
\begin{align*}
& R_{\mathrm{in}}=\frac{Z_{c}(\mathrm{av})}{2}\left(\frac{\sinh 2 \alpha H}{\cosh ^{2} \alpha H-\cos ^{2} \beta H}\right)  \tag{13-46}\\
& X_{\mathrm{in}}=\frac{Z_{c}(\mathrm{av})}{2}\left(\frac{-\sin 2 B H}{\cosh ^{2} \alpha H-\cos ^{2} \beta H}\right) \tag{13-47}
\end{align*}
$$

The current distribution is given by eq. (35). When only the magnitude of the current is of interest, this may be obtained from

$$
\begin{align*}
I_{s} & =I_{m}|\sinh \gamma s| \\
& =I_{m} \sqrt{\sinh ^{2} \alpha s+\sin ^{2} \beta s} \tag{13-48}
\end{align*}
$$

Correction for the End-effect. Equation (47) for the input reactance for an antenna indicates that the reactance goes through zero for lengths of line that are integral multiples of a quarter-wavelength. It is known from experiment that this is not the case, and that, in fact, the reactance zeros occur for physical lengths of antennas that are somewhat less than multiples of $\lambda / 4$. This effect, which also occurs on open-ended transmission lines, is known as end-effect. It is due to a decrease in $L$ and an increased $C$ near the end of the line. This results in a decrease in $Z_{0}$ and an increase in current near the end of the line over that given by the sinusoidal distribution. With transmission lines the magnitude of the effect depends upon the line spacing in wavelengths. The region in which the change in the line "constants" occurs is known as the terminal zone. In the case of the transmission line, the terminal zone extends back a distance approximately equal to the line spacing. In the case of antennas, the end-effect produces an apparent lengthening of the antenna, the amount of which depends in a rather complicated manner on the characteristic impedance, the length, and the configuration of the antenna. The effect is somewhat greater for antennas of low characteristic impedance (large cross section) than it is for thin wire antennas. Siegel has investigated* the end effect on both transmission lines and antennas and has computed the following table, which shows numerical values for the amount by which the apparent electrical length of the antenna exceeds its physical length measured in wavelengths.

[^42]TABLE I
Increase in Apparent Length of Arttennas due to End Effect

| $\Pi_{0} / \lambda$ | \% Increase |  |
| :---: | :---: | :---: |
|  | Tower antenna $Z_{c}(\mathrm{av})=220$ ohms | Wire antenna $Z_{c}(\mathrm{av})=500 \text { ohms }$ |
| 1/4 | 5.4 | 4.5 |
| 3/8 | 5.3 | 4.3 |
| 1/2 | 5.2 | 2.2 |
| 0.59 | 5.1 | 1.9 |

It is seen that the rule of thumb often used in the field, by which the physical length is made 5 per cent less than the desired electrical length, is a rather good approximstion for tower antennas. In computing input impedance by this method it is the apparent electrical length that should be used for $H$.
"Modified" Impedance. It is natural to ask what sort of agreement may be expected between measured impedances and those calculated from this simplified representation. Siegel and Labus have compared measured and calculated input impedances for elevated horizontal dipoles, and, irl general, have obtained good agreement. However, when measurements are made on groundbased tower antennas, it is found that considerable difference may exist between measured and calculated values. In general, the values calculated by this method are high compared with measured values. Morrison and Smith* have made an extensive set of measurements on a 400-ft uniform cross section tower antenna and have compared the results with values calculated by this method. It was found that, if the antenna terminals were considered to be shunted by a $200-\mu \mu \mathrm{f}$ capacitance and fed through a $6.8-\mu \mathrm{h}$ inductance (presumably to account for base capacitance and finite ground conductivity), the resultant "modified base impedance" showed excellent agreement with measured values over a three-to-one frequency range. Although the theoretical justification for this procedure is questionable, it does produce useful answers. More-

[^43]over, it must be remembered that, regardless of the accuracy of theoretical results, some modification will always be required, because of the differences that exist between the ideal configuration that is calculated and the actual configuration that is measured. However, it is significant that answers given by the methods of Hallén and Schelkunoff (sections 13.04 and 13.08) show reasonably good agreement with measured values when corrected only for "visible" factors, such as the known base capacitance.

Example 1: Determine an approximate value for the input impedance at antiresonance of a full-wave ( $L=2 H \approx \lambda$ ) cylindrical dipole antenna having a diameter of 2 cm . The frequency is 150 mc .

Physical half-length

$$
\begin{gathered}
H_{0} \approx \frac{2 \times 0.95}{2}=0.95 \text { meter } \\
\frac{H_{0}}{a}=95 \\
Z_{c}(\mathrm{av})=120(\ln 95-1-1 / 2 \ln 0.95)=430 \mathrm{ohms} \\
\alpha H=\frac{R_{\text {rad }}}{Z_{c}(\mathrm{av})}=\frac{210}{430}=0.489 \\
\beta H \approx \pi \\
Z_{\mathrm{in}}= \\
R_{\mathrm{in}}=430\left(\frac{\sinh 0.978}{\cosh 0.978-1}\right)=948 \mathrm{ohms}
\end{gathered}
$$

Example 2: A uniform cross section tower antenna is 400 ft high and 7 ft square. Calculate the base impedance at a frequency of 1300 kc .
(a) Characteristic impedance

$$
\begin{array}{ll}
\text { Equivalent* radius } a=0.5902 \times 7 & =4.14 \mathrm{ft} \\
\text { Physical height } H_{0} & =400 \mathrm{ft} \\
\text { Then } I_{0} / a=96.6 \quad 2 I_{0} / \lambda=1.06 & \\
Z_{c}(\mathrm{av})=c 0\left(\ln \frac{I_{0}}{a}-1-\frac{1}{2} \ln \frac{2 H_{0}}{\lambda}\right) & =210 \mathrm{ohms}
\end{array}
$$

[^44](b) Attenuation factor

Electrical height $\beta H=\frac{2 \pi \times 1.05 \times 400}{231 \times 3.281}=3.48$ radians

$$
\alpha H=\frac{R_{\mathrm{rd}}}{Z_{0}}=\frac{81}{210} \quad=0.386 \text { nepers }
$$

(c) Theoretical base impedance

$$
\begin{array}{ll}
R=\frac{210}{2}\left(\frac{0.851}{1.155-0.883}\right) & =329 \mathrm{ohms} \\
X=-\frac{210}{2}\left(\frac{0.643}{0.272}\right) & =-248 \mathrm{ohms} \\
Z_{\text {baso }}=329-j .248 \mathrm{ohms} &
\end{array}
$$

(d) Modified base impedance. From measurements on other structures, it has been determined that the resalts given by this method, when


Fig. 13-6. Modified base impedance.
used on ground-based tower antennas, should be modified by the addition of a shunt capacitance of about $200 \mu \mu \mathrm{fd}$ and a series inductance of about $6 \mu \mathrm{~h}$ (Fig. 13-6). Then the expected input impedance is obtainable from the circuit of Fig. 13-6:

Modified base impedance $Z_{b}(\mathrm{~m}, \mathrm{~d})=j 49+144-j 233$ $=144-j 184 \mathrm{ohms}$
(For the WWJ tower which is 400 ft high and 632 ft square, Morrison and Smith show a measured value of $140-\jmath 200$ ohms at this frequency.)

Example 3: The antenna of example 2 is to be used as antenna (1) in a two-element directional array, with a quarter-wave tower as antenna (2). The loop current of antenna (2) is equal to, but leads, the loop current of antenna (1) by 90 degrecs, that is,

$$
I_{2}(\text { loop })=I_{1}(\text { loop }) / 90^{\circ}
$$

Assume $Z_{11}$ is nearly equal to the self-impedance of antenna (1) and use

$$
\begin{aligned}
& Z_{12}=20 /-25^{\circ} \quad \text { (referred to current loops) } \\
& Z_{22}=36+j 20
\end{aligned}
$$

Determine the driving-point impedances:
(a) Refer the mutual impedance to the base of antenna (1). The mutual impedance $Z_{21}$ referred to the base current $I_{1}(0)$ of antenna (1) is

$$
Z_{21}(\text { base })=\frac{V_{21}}{I_{1}(0)}=\frac{I_{1} \text { (loop) }}{I_{1}(0)} \frac{V_{21}}{I_{1}(\text { loop })}=\frac{I_{1} \text { (loop) }}{I_{1}(0)} Z_{21} \text { (loop) }
$$

where $V_{21}$ is the open-circuit voltage at the terminals of (2) due to the current flow in (1).

From example 2,

$$
\begin{aligned}
\frac{I_{1} \text { (loop) }}{I_{1} \text { (base) }} & =\frac{\sinh \gamma \lambda / 4}{\sinh \gamma H}=j \frac{\cosh \alpha \lambda / 4}{\sinh 0.386 \cos 200^{\circ}+j \cosh 0.386 \sin 200^{\circ}} \\
& \approx \frac{1 / 90^{\circ}}{0.523 / 224.8^{\circ}}=1.91 \underline{/-134.8^{\circ}}
\end{aligned}
$$

then

$$
Z_{21}(\text { base })=20 /-25^{\circ} \times 1.91 /-134.8^{\circ}=38.2 /-159.8^{\circ}
$$

(b) Driving-point impedances

$$
\begin{aligned}
& Z_{1}{ }^{\prime}=Z_{11}+\frac{I_{2}}{I_{1}} Z_{12} \quad \text { (all referred to base) } \\
& \begin{aligned}
\frac{I_{2} \text { (base) }}{I_{1} \text { (base) }} & =\frac{I_{2} \text { (loop) }}{I_{1} \text { (loop) }} \times \frac{I_{1} \text { (loop) }}{I_{1} \text { (base) }} \\
& =1 / 90^{\circ} \times 1.91 /-134.8^{\circ}=1.91 /-44.8^{\circ} \\
Z_{1}{ }^{\prime}=329-j 248+1.91 /-44.8^{\circ} & 38.2 /-159.8^{\circ} \\
& =263-j 218
\end{aligned}
\end{aligned}
$$

For antenna (2), base current equals loop current.

$$
\begin{aligned}
Z_{2}^{\prime} & =Z_{22}+\frac{I_{1}}{I_{2}} Z_{12} \quad \text { (loop or base) } \\
& =36+j 20+\frac{38.2 /-159.8}{1.91 \underline{1-44.8}} \\
& =36+j 20+20 / \underline{-115.0} \\
& =27.5+j 1.9
\end{aligned}
$$

(c) Modified driving-point impedances. Treating the driving-point impedances in the same manner as the base impedances, the modified driving-point impedances are obtained.

$$
\begin{aligned}
& Z_{1}^{\prime}(\text { modified })=130-j 154 \\
& Z_{2}^{\prime}(\text { modified })=28+j 50
\end{aligned}
$$

13.03 Wide-band Impedance Matching. In general, it is desirable to match a transmitting antenna to the transmission line or $r$ - $f$ output circuit that feeds it. At $a$ single frequency, or over a relatively narrow band of frequencies as in broadcast work, the impedance-matching problem is very simple, and one with which the reader is assumed to be familiar.* If the antenna to be matched is one of an array, then it is necessary to design the matching network to control the phase as well as magnitude of the current in the antenna, but this is still a straightforward circuit problem, an example of which is given in section 14.02. However, in communication work it is often necessary to use a single antenna through a wide band of frequencies extending over a range of 1.5 to 1 or more. In this case, wide-band impedance-matching circuits are required. When the antenna used is nonreson:mnt or aperiodic (such as a rhombic, for example) so that its injut impedance remains relatively constant over the frequency ban'l of interest, the design of the wide-band matching network can be a.ccomplished through the use of standard band-pass filter theory. However, more often than not, the antenna impedance that is $t_{0}$ ) be matched varies between wide limits, and the design problem is quite complicated. When the analytical approach becomes too cumbersome, a very effective attack that may be used is a combination of graphical and analytical methods. $\dagger$

In this approach the antenna impedance is plotted in the complex plane as a function of frequency. Figures $13-7 \mathrm{a}$ and $13-7 \mathrm{~b}$ show the usual impedance and admittance curves for a typical antenna of fairly broad band width, and (c) and (d) show the corresponding plots in the complex plane. It will be recalled from chap. 8 that, in the complex plane, the locus of impedances that produce constant standing-wave ratios (on the transmission line which they terminate) is a circle. The wide-band matching problem is usually stated in terms of keeping the standing-wave ratio, $\rho$, below some stated value; in this case, below $\rho=2$. Thus, in

[^45]Figs. 13-7c and $13-7 \mathrm{~d}$, the problem is that of warping the impedance or admittance characteristic within the $\rho=2$ circle over the required frequency range. The range of frequencies lying within


Fig. 13-7. Typical measured impedance and admittance curves for a broadband H-F or V-H-F antenna: (a) Impedance curve plotted against relative frequency. (b) Admittance curve. (c) Impedance diagram plotted in the complex plane. (d) Admittance diagram.
the $\rho=2$ circle will be called the band width* of the antenna, and, in this instance, per unit band width will be defined as

$$
\begin{equation*}
\text { band width }=\frac{f_{2}-f_{1}}{f_{1}}=\frac{\Delta f}{f_{1}} \tag{13-49}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are the lower and upper frequencies, respectively, at which the impedance curve intersects the $\rho=2$ circle.

[^46]It is convenient to show the frequency scale relative to the resonant frequency of the antenna, ard this is done by use of a relative frequency, $\nu=f / f_{0}$. Then $\nu=1$ at the first resonant frequency, $f_{0}$, of the antenna, and percentage band width will be given by

$$
\begin{equation*}
\frac{\nu_{2}-\nu_{1}}{\nu_{1}}=\frac{\Delta y}{\nu_{1}} \tag{13-50}
\end{equation*}
$$

Inspection of the impedance and admittance curves of Figs. $13-7 \mathrm{a}$ and $13-7 \mathrm{~b}$ reveals that the susceptance curve has a negative slope at resonance (the first resonant peint), and the reactance curve has a negative slope at antiresonance (usually called the second resonant point). This means that it should be possible to cancel the susceptance of the antenna in the region of first resonance by means of a suitable parallel positive susceptance. In the region of second resonance, the reactance of the antenna can be cancelled by a suitable series positive reactance. These facts form the basis of a technique for increasing the band width of an antenna. Figure 13-8 shows the effect on the impedance and admittance diagrams of adding a series capacitance (negative reactance) or series inductance (positive reactance). The effect of a series capacitance is to add a negative reactance that moves the impedance characteristic downward; on the other hand, a series inductance adds a positive reactance that moves the impedance curve upwards. On the admittance diagrams the series elements affect both conductance and susceptance and a series capacitance tends to rotate the curve counterclockwise, whereas a series inductance rotates it clockwise. In the example of Figs. 13-8a and 13-8c the series capacitance has been added to bring the antenna impedance curve down into the $\rho=2$ circle, increasing the band width from zero to about 17 per cent [since $(1.23-1.05) / 1.05=0.17]$. In Figs. $13-8 \mathrm{~b}$ and 13-8d the series inductance has raised the impedance curve of a different antenna into the circle to produce a band width of about 46 per cent. It will be noticed that maximum band width is obtained by raising the curve slightly beyond the diameter into the upper left-hand portion of the circle. This result follows from the fact that, using the definition given above, the band width can be increased both by increasing $\Delta \nu$ and by decreasing $\nu_{1}$.

The inductance or capacitance to be added can be obtained by use of lumped-constant circuits (coil or condenser) or distributed-
constant circuits (sections of transmission line). In the highfrequency range, coils and condensers would usually be used, but in the V-H-F range, sections of transmission line are very convenient. Figure 13-9 indicates how such line sections can be built right into the antenna or the feed line. The lengths of line required to yield a given effective inductance or capacitance, can be calculated with the aid of the appropriate formulas from chap. 8.


Fia. 13-8. Effect on impedance and admittance curves of the addition of a series capacitancs cr inductance.

The impedance-matching properties of quartcr-wave and halfwave sections of transmission line at a single frequency are well known. Figure $13-10$ shows in striking fashion the broad-banding properties of such sections when used in series with the antenna.

The effect of elements added in parallel with the antenna is best shown on admittance diagrams. A very important practical case is that of a parallel-resonant circuit or shorted quarter-wave stub placed in parallel with an antenna. The effects of this are shown in the admittance diagrams of Fig. 13-11. As indicated
previously the susceptance curve of an intenna has a negative slope about the resonant frequency. It is evident from Fig. 13-11a that an optimum design for a parallel matching stub can be achieved by just cancelling the autenna susceptance at the points at which the


Fig. 13-9. Possible methods for building series reactance into feed line or antenna.


Fig. 13-10. Effect of series quarter-wave and half-wave lines on impedance characteristic.
conductance is 0.5 . This will cause the admittance curve of Fig. 13.11b to tie on the $\rho=2$ circle, and so result in maximum bandwidth for a single element. The most favorable antenna admittance curve for this purpose is one that has a conductance of just less than 2 at resonance, as shown in the figure. The required
stub dimensions can then be determined by the following procedure. The points $A$ and $D$, which have the negative of the antenna susceptance at the $G=0.5$ points, are marked on the diagram. The susceptance curve of the matching stub must pass through these points. As a first approximation the susceptance variation of the stub is assumed to be linear over this frequency range and a straight


Fig. 13-11. Matching a resonant antenna over a range of frequencies by means of a parallel quarter-wave stub: admittance curves and admittance diagram.
line is drawn through the points $A$ and $D$. The intersection of this line with the $Y=0$ line gives the frequency for which the stub should be a quarter-wavelength long. The slope of the line determines the required characteristic impedance for the stub. The actual susceptance characteristic of the shorted stub can then be drawn in, as has been done in Fig. 13-11, and the resultant susceptance curve may be plotted.

The parallel broad-banding stub just considered is important practically because of the ease of incorporating it into actual antenna
systems. It appears automatically in certain types of antennas, typified by the folded dipole or folded monopole. Although the primary purpose of folding is usually that of obtaining high input impedances, the resultant structure is sach that the antenna impedance is effectively shunted by the injut impedance of a shorted ${ }^{-}$ quarter-wave stub (or two stubs in series in the case of the folded dipole). The resultant wide band wilth has been pointed out by Carter.* In addition, it is often necessary to transform from an unbalanced (coaxial) feed to a balanced antenna or vice versa, and this is accomplished by use of "baluns" or "bazookas," some of which are described in chap. 14. Since these balance-to-unbalance transformers are formed using resonint line sections, it is often possible to design them to perform the functions of both balun and wide-band impedance-matching stub.

The use of two (or even more) ele:nents for broad-band matching greatly increases the designer's control over the impedance characteristic and enables him to design for greater band widths. The procedure is to use the first element to "set up" the antenna curve into the ideal position for the second element to warp it into the $\rho=2$ circle. Many interesting examples of both one and two element broad-band matching sections will be found in the original article, $\dagger$ from which the examples used here were taken.
13.04 The Cylindrical Antenna Problem. The methods considered earlier in this chapter for representing the impedance of an antenna by lumped-constant or distributed-constant circuits prove useful in the analytical design of suitable matching networks for the antenna. However these circuit representations are not solutions of the antenna problem, and the impedances or current distributions, which they approximate over a certain range of frequencies, are assumed to be known, that is, are obtainable from experiment or calculation. It is the purpose of this present section to indicate three important methods of solution that have been applied to the antenna problem. In a later section one of these methods will be considered in some detail.

Any solution of the antenna problem will of course have Maxwell's equations as a starting point. In fact, tie problem is just one of solving Maxwell's equations subject to the boundary con-
*P. S. Carter, "Simple Television Antennas," RCA Rev., 4, 168 (1939).
$\dagger$ F. D. Bennett, P. D. Coleman, and A. S. Meier, Loc. cit.
ditions imposed by the antenna and the source. For the simple center-fed cylindrical antenna this turns out to be a surprisingly difficult problem. Three general methods of attack have been used. The first of these methods (historically) treats the problem as a boundary-value problem. The second method sets up the problem as that of finding the solution of an integral equation for the current. The third method treats the antenna as an open-ended waveguide or electromagnetic horn.
(a) As a Boundary-value Problem. For certain symmetrical antenna shapes (e.g., the ellipsoid or prolate spheroid) it is possible to solve for the free oscillations or natural modes, so determining the proper frequencies and corresponding damping factors. This problem was worked out many years ago by Abraham* for very thin ellipsoids and later by Brillouin $\dagger$ for prolate spheroids of any eccentricity. When the antenna is excited or fed, the solution is given in terms of an infinite series of the free-oscillation modes with coefficients chosen so as to satisfy the force function. Page and Adams, $\ddagger$ Ryder, $\S$ Stratton $\|$ and Chu $\|$ are among those who have worked on this problem. This method has the advantage of yielding very reliable results, but is restricted to a relatively few shapes, among which, unfortunately, the cylinder is not included. There are two main disadvantages of the method. First, although the method is useful near resonance, for lengths considerably different from the resonant length the series converge very slowly so that an excessive amount of labor is involved in obtaining numerical answers. Second, actual antennas generally are not prolate spheroids, but have various shapes, the circular cylinder being most common. About the best that can be done in obtaining a solution for the actual antenna by this method is to assume that the solution for an "equivalent" thin prolate spheroid will hold appro:imately for the cylindrical antenna. The troublesome question of just what size of prolate spheroid is "equivalent" to a cylinder prevents this method from being so useful as it might otherwise be. An excellent summary and comparison of the work of different writ-

[^47]ers using this and other methods is contained in an article by Brillouin.*
(b) Integral equation solution. Hillen $\dagger$ has used a different approach to the antenna problem. Starting with an arbitrary current distribution, general expressions for the field are obtained by the use of retarded potentials. Application of the boundary conditions at the surface of the antenna then leads to an integral equation for the current. Thus, instead of a set of partial differential equations, it is now an integral equation that must be solved. The method is general and applicable to ant ennas of different shapes, but the accurate evaluation of the resulting e::pressions is very difficult. However, quite recently $\ddagger$ Hallen has succeeded in reducing the integrals involved to orcinary sine and cosine integrals, and iterated sine and cosine integrals, whose values he has tabulated for arguments from 0 to 7 . From these tables he has constructed admittance and impedance diagrams for cylindrical antennas§ for a wide range of antenna dimensions. The impedance diagrams, showing antenna resistance and reactance separately, are reproduced in Figs. 13-12 and 13-13. In these curves, antenna resistance and reactance are shown as a function of antenna length (in radians or in wavelengths) for various ratios of half-length to radius. The single diagram of Fig. 13-14 displays this same information in a different form. Antenna conductance and susceptance are plotted in an admittance diagram for all antenna lengths in the range covered, and for six ratios of $H / a$. The intersecting lines mark off fixed values of $\beta H$ (antenna length in radians). This method of plotting has the advantage that it makes interpolation easier. In addition the effect of base capacitance, which is always present in any actual antenna set-up, is easily allowed for in an admittance

[^48]

Fig. 13-12. Antenna resistance according to Hallen. The resistance of center-fed. dipoles is plotted as a function of $2 \pi H / \lambda$, the antenna half-length in radians, for various ratios of $H / a$, half-length to radius. For monopoles of length $H$, the ordinates should be divided by two.


Fig. 13-13. Antenna reactance according to Hallen (see legend for
Fig. 13-1'2).


Fia. 13-14. Antenna admit-

tance diagram (IIallén).
diagram. Because $G$ is unaffected by the addition of shunt susceptance, the only effect of the base capacitance, $C_{b}$, is to raise the whole admittance diagram by the amount $\omega C_{b}$. In an impedance diagram, on the other hand, both $R$ and $X$ are affected by the shunting base capacitance.

Unfortunately Hallen's solution is too involved mathematically to be treated adequately in an engineering text of this scope. A good introductory discussion of the integral equation method can be found in the book by Aharoni.* The advanced student, who is interested in obtaining a more complete knowledge of this powerful method, should refer to the original papers by Hallen.
(c) The antenna as a waveguide or electric horn. An entirely different attack on the antenna problem has been made by Schelkunoff, who treats the antenna as an open-ended waveguide or electric horn. In contrast to the usual approach used in boundary value problems, where a solution is sought in terms of the natural modes or oscillations of the system, Schelkunoff solves the problem in terms of waves transmitted along the antenna. This corresponds to the engineering solution of the transmission-line problem in terms of initial and reflected waves, as against the alternative method of solution in terms of natural oscillations on a section of line. The method uses familiar transmission-line and wave-guide theories, and is an approach which the engineer finds quite satisfying. Because it represents an important application of concepts developed in earlier chapters, this method will be considered in detail. First, however, it will be necessary to give some consideration to spherical waves.
13.05 Spherical Waves. For propagation in a homogeneous medium having constants $\mu, \epsilon$, and $\sigma$ the scalar wave equation is

$$
\begin{gather*}
\nabla^{2} V=\gamma^{2} V  \tag{13-51}\\
\gamma=\sqrt{j \omega \mu(\sigma+j \omega \epsilon)}
\end{gather*}
$$

where
In spherical co-ordinates (51) becomes
$\frac{1}{r^{2}} \frac{\partial}{\partial r}\left(r^{2} \frac{\partial V}{\partial r}\right)+\frac{1}{r^{2} \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial V}{\partial \theta}\right)+\frac{1}{r^{2} \sin ^{2} \theta} \frac{\partial^{2} V}{\partial \phi^{2}}=\gamma^{2} V$

[^49]Although in general the propagation constant $\gamma$ may be complex, for dissipationless media $\sigma=0$ and $\gamma^{2}$ reduces to $-\omega^{2} \mu \epsilon$. Separating eq. (51a) by letting

$$
V=R(r) P(\theta) \Phi(\phi)
$$

results in the three equations

$$
\begin{gather*}
\frac{d}{d r}\left(r^{2} \frac{d R}{d r}\right)=\left(b^{2}+\gamma^{2} r^{2}\right) R  \tag{13-52}\\
\frac{d^{2} \Phi}{d \phi^{2}}=-n^{2} \Phi  \tag{13-53}\\
\frac{d^{2} P}{d \theta^{2}}+\cot \theta \frac{d P}{d \theta}+\left(b^{2}-\frac{m^{2}}{\sin ^{2} \theta}\right) P=0 \tag{13-54}
\end{gather*}
$$

where the constants $b^{2}$ and $-m^{2}$ may be real or complex. When $m$ is an integer, $\Phi$ is periodic with a period $2 \pi$.

Equation (54) is the associated Lengendre equation. When $b^{2}$ is real and has the form $b^{2}=n(n+1)$, eq. (54) may be written

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} p}{d x^{2}}-2 x \frac{d P}{d x}+\left[n(n+1)-\frac{m^{2}}{1-x^{2}}\right] P=0 \tag{13-55}
\end{equation*}
$$

where

$$
x=\cos \theta, \quad 1-x^{2}=\sin ^{2} \theta, \quad \frac{d}{d \theta}=-\sin \theta \frac{d}{d x}
$$

For those problems in which thre is no variation with $\phi$, the constant $m$ in eq. (53) is zero, and for these cases eq. (55) becomes

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} P}{d x^{2}}-2 x \frac{d P}{d x}+n(n+1) P=0 \tag{13-56}
\end{equation*}
$$

which is the ordinary Legendre equaiion.
For nonintegral values of $n$ the solutions of (56) are given by the functions $P_{n}(\cos \theta)$ and $P_{n}(-\cos \theta)$, where

$$
\begin{equation*}
P_{n}(\cos \theta)=\sum_{q=0}^{\infty} \frac{(-1)^{q}(n+q)!}{(n-q)!(q!)^{2}} \sin ^{2 q}\left(\frac{\theta}{2}\right) \tag{13-57}
\end{equation*}
$$

For integral values of $n$, expression (57) reduces to the Legendre polynomials and $P_{n}(\cos \theta)$ and $\left.P_{n}!-\cos \theta\right)$ are no longer linearly independent. Under these circumstances it is convenient to use
$P_{n}(\cos \theta)$ (where $n$ is a positive integer) for one solution and $Q_{n}(\cos \theta)$ for the other, where the $Q_{n}$ functions are defined by

$$
\begin{equation*}
Q_{n}(\cos 0)=P_{n}(\cos \theta) \log \cot \frac{\theta}{2}-\sum_{s=1}^{s=n} \frac{P_{n-s} P_{s-1}}{s} \tag{13-58}
\end{equation*}
$$

The $Q$ functions become infinite at $\theta=0$ and $\theta=\pi$, and so can be used to represent physically realizable fields only when the $0-\pi$ axis is excluded from the region being considered.

When $m$ is not equal to zero, the associated Lengendre equation must be considered. For integral values of $n$ its solutions are $P_{n}{ }^{m}(\cos \theta)$ and $Q_{n}{ }^{m}(\cos \theta)$ where

$$
\begin{align*}
P_{n}{ }^{m}(\cos \theta) & =(-1)^{m} \sin ^{m} \theta \frac{d^{m}\left[P_{n}(\cos \theta)\right]}{d(\cos \theta)^{m}}  \tag{13-59}\\
Q_{n}{ }^{m}(\cos \theta) & =(-1)^{m} \sin ^{m} \theta \frac{d^{m}\left[Q_{n}(\cos \theta)\right]}{d(\cos \theta)^{m}} \tag{13-60}
\end{align*}
$$

For the first few values of $n$, the Legendre and associated Lengendre polynomials represented by (7) and (9) are,

$$
\begin{aligned}
& P_{0}(\cos \theta)=1 \\
& P_{1}(\cos \theta)=\cos \theta \\
& P_{2}(\cos \theta)=1 / 2\left(3 \cos ^{2} \theta-1\right) \\
& P_{3}(\cos \theta)=1 / 2\left(5 \cos ^{3} \theta-3 \cos \theta\right) \\
& P_{4}(\cos \theta)=1 / 8\left(35 \cos ^{4} 0-30 \cos ^{2} \theta+3\right) \\
& P_{1}{ }^{1}(\cos \theta)=-\sin \theta \\
& P_{2}{ }^{1}(\cos \theta)=-3 \sin \theta \cos \theta \\
& P_{2}{ }^{2}(\cos \theta)=3 \sin ^{2} \theta \\
& P_{3}{ }^{1}(\cos \theta)=-3 / 2 \sin \theta\left(5 \cos ^{2} \theta-1\right) \\
& P_{3}{ }^{2}(\cos \theta)=15 \sin ^{2} \theta \cos \theta
\end{aligned}
$$

Considering now the solutions to eq. (52) for $R$, this equation may be written as

$$
\begin{equation*}
r^{2} \frac{d^{2} R}{d r^{2}}+2 r \frac{d R}{d r}-\left(\gamma^{2} r^{2}+b^{2}\right) R=0 \tag{13-61}
\end{equation*}
$$

This equation is slightly different from the ordinary Bessel equation (62) or the modified Bessel equation (63) with which it should be compared.

Ordinary Eesscl $z^{2} \frac{d^{2} w}{d z^{2}}+z \frac{d w}{d z}+\left(z^{2}-\nu^{2}\right) w=0$
Mocified Lesscl $\cdot z^{2} \frac{d^{2} w}{d z^{2}}+z \frac{d w}{d z}-\left(z^{2}+\nu^{2}\right) w=0$
Equation (61) can be reduced to a standard form by suitable change of variable. Let

$$
w=r R \quad \text { or } \quad R=\frac{w}{r}
$$

Then $\quad \frac{d R}{d r}=\frac{1}{r} \frac{d w}{d r}-\frac{w}{r^{2}}, \quad \frac{d^{2} R}{d r^{2}}=\frac{1}{r} \frac{d^{2} w}{d r^{2}}-\frac{2}{r^{2}} \frac{d w}{d r}+\frac{2 w}{r^{3}}$
and eq. (61) becomes

$$
\begin{equation*}
\frac{d^{2} w}{d r^{2}}-\left(\gamma^{2}+\frac{l^{2}}{r^{2}}\right) w=\mathbf{0} \tag{13-64}
\end{equation*}
$$

Now put $b^{2}=n(n+1)$ as in the Legendre cquations and let $z=\gamma r$. Then (64) becomes

$$
\begin{equation*}
\frac{d^{2} w}{d z^{2}}-\left[1+\frac{n(n+1)}{2^{2}}\right] w=0 \tag{13-65}
\end{equation*}
$$

Solutions to this equation are denoted by $\hat{K}_{n}(z)$ and $\hat{I}_{n}(z)$ where

$$
\begin{gather*}
\hat{K}_{n}(z)=c^{-z} \sum_{p=0}^{n} \frac{(n+p)!}{p!(n-p)!(2 z)^{p}}  \tag{13-66}\\
\hat{I}_{n}(z)=\frac{1}{2}\left[e^{z} \sum_{p=0}^{n} \frac{(-1)^{p}(n+p)!}{p!(n-p)!(2 z)^{p}}\right. \\
\left.+(-1)^{n+1} e^{-z} \sum_{p=0}^{n} \frac{(n+p)!}{p!(n-p)!(2 z)^{p}}\right] \tag{7}
\end{gather*}
$$

For the first few values of $n$ these are

$$
\begin{array}{ll}
\hat{K}_{0}(z)=c^{-z} & \hat{I}_{0}(z)=\sinh z \\
\hat{K}_{1}(z)=c^{-z}\left(1+\frac{1}{z}\right) & \hat{I}_{1}(z)=\cosh z-\frac{\sinh z}{z} \\
\hat{K}_{2}(z)=e^{-z}\left(1+\frac{3}{z}+\frac{3}{z^{z}}\right) & \hat{I}_{2}(z)=\left(1+\frac{3}{z^{2}}\right) \sinh z-\frac{3}{z} \cosh z
\end{array}
$$

In general the propagation constant $\boldsymbol{\gamma}$ of eq. (61) is complex. For the particular, but important, practical case where the attenuation factor $\alpha$ is zero, $\gamma$ is a pure imaginary equal to $j \beta$, and eq. (61) becomes

$$
\begin{equation*}
r^{2} \frac{d^{2} R}{d r^{2}}+2 r \frac{d R}{d r}+\left(\beta^{2} r^{2}-b^{2}\right) R=0 \tag{13-68}
\end{equation*}
$$

which should be compared with the ordinary Bessel equation (62). Reducing (68) in the same manner that (61) was reduced, but letting $z=\beta r$, there results

$$
\begin{equation*}
\frac{d^{2} w}{d z^{2}}+\left[1-\frac{n(n+1)}{z^{2}}\right] w=0 \tag{13-69}
\end{equation*}
$$

instead of (65).
Solutions of this equation are denoted by $\hat{J}_{n}(z)$ and $\widehat{N}_{n}(z)$, where for the first few values of $n$, these functions* are

$$
\begin{array}{ll}
\hat{J}_{0}(z)=\sin z & \hat{N}_{0}(z)=-\cos z \\
\hat{J}_{1}(z)=\frac{\sin z}{z}-\cos z & \hat{N}_{1}(z)=-\sin z-\frac{\cos z}{z} \\
\hat{J}_{2}(z)=\left(\frac{3}{z^{2}}-1\right) \sin z-\frac{3}{z} \cos z & \hat{N}_{2}(z)=\left(1-\frac{3}{z^{2}}\right) \cos z-\frac{3}{z} \sin z
\end{array}
$$

The $\hat{I}$ and $\hat{K}$ functions are simply related to the $\hat{J}$ and $\hat{N}$ functions by

$$
\begin{align*}
\hat{I}_{n}(j z) & =j^{n+1} \hat{J}_{n}(z) \\
\hat{K}_{n}(j z) & =j^{-n-1}\left[\hat{J}_{n}(z)-j \hat{N}_{n}(z)\right] \tag{13-70}
\end{align*}
$$

In addition the functions $\hat{J}, \hat{N}, \hat{I}, \hat{K}$, are related to the ordinary and modified Bessel functions, $J, N, I, K$. Indeed they are just the half-integral orders of the corresponding ordinary and modified Bessel functions. The relations are:

$$
\left.\begin{array}{ll}
\hat{J}_{n}(z)=\sqrt{\frac{\pi z}{2}} J_{\left(n+k_{2}\right)}(z) & \hat{N}_{n}(z)=\sqrt{\frac{\pi z}{2}} N_{\left(n+y_{2}\right)}(z)  \tag{13-71}\\
\hat{I}_{n}(z)=\sqrt{\frac{\pi z}{2}} I_{\left(n+\xi_{z}\right)}(z) & \hat{K}_{n}(z)=\sqrt{\frac{2 z}{\pi}} K_{\left(n+\xi_{2}\right)}(z)
\end{array}\right\}
$$

[^50]For propagation in a lossless medium, the propagation constant $\gamma$ will be a pure imaginary equal to $j \beta$. Under these conditions (imaginary arguments), the $\hat{I}$ and $\hat{K}$ functions reduce to half-order Bessel and Hankel functions as follows:

$$
\begin{align*}
& \hat{I}_{n}(j \beta r)=j^{n+1} \hat{J}_{n}(\beta r) \\
&=j^{n+1} \sqrt{\frac{\pi \beta r}{2}} J_{\left(n+z_{2}\right)}(\beta r) \\
& \hat{K}_{n}(j \beta r)=j^{-n-1}\left[\hat{J}_{n}(\beta r)-j \hat{N}_{n}(\beta r)\right] \\
&=j^{-n-1} \sqrt{\frac{\pi \beta r}{2}}\left[J_{\left(n+k_{2}\right)}(\beta r)-j N_{(n+3 / 2)}(\beta r)\right] \\
&=j^{-n-1} \sqrt{\frac{\pi \beta r}{2}} H^{(2)}(\eta+3 / 2)  \tag{13-72}\\
&
\end{align*}
$$

The first of these functions represents a spherical standing wave and is suitable for regions that include the origin. The second function represents an outward-traveling spherical wave, and is appropriate for regions that may extend to infinity, but do not include the origin. Applications of these functions* will be made in the following sections.
13.06 Spherical Waves and the Biconical Antenna. Schelkunoff has obtained a solution to the antenna problem by treating the antenna as an open-ended wave guide, or electro-magnetic horn. To accomplish this, he has started with a biconical antenna as a prototype for which a solution can be obtained from Maxwell's equations. In the process, it is demonstrated that for the biconical antenna the input impedance deper ds only on the principal wave. Therefore, for biconical antennas, the input impedance can be represented exactly as the input impedance of a uniform transmission line, terminated in an appropriate terminal impedance. Two methods for calculating the terminal impedance are given. Then, using the solution for the biconical antenna as a guide, the solution for cylindrical antennas is obtained by a:alogy. Whereas this approach necessarily involves making some approximations, the approxima-

[^51]tions are justifiable on the basis of the physical picture gained from the biconical antenna theory.

Before investigating radiation from biconical antennas, it is desirable to give consideration to some of the general properties of spherical waves. It will be recalled that for plane waves it was found possible to divide the waves into transverse magnetic (TM), transverse electric (TE), and transverse electromagnetic (TEM) waves. For TM waves traveling in the $z$ direction, $H_{z}=0$, and the divergence equation for $H$ is

$$
\begin{equation*}
\frac{\partial H_{x}}{\partial x}+\frac{\partial H_{y}}{\partial y}=0 \tag{13-73}
\end{equation*}
$$

It follows that it should be possible to derive $H$ from a stream function $\Pi_{m}$ through the relations

$$
\begin{equation*}
H_{x}=\frac{\partial \Pi_{m}}{\partial y}, \quad H_{y}=-\frac{\partial \Pi_{m}}{\partial x} \tag{13-74}
\end{equation*}
$$

which relations satisfy (73). Since $H_{z}=0, \Pi_{m}$ majy be regarded as the magnitude of a vector $\mathbf{A}^{\prime}$ that is parallel to the $z$ axis. Then eqs. (74) are given by

$$
\mathrm{II}=\operatorname{curl} \mathrm{A}^{\prime}
$$

where $\quad \mathbf{A}^{\prime}=k A_{z}, \quad \Lambda_{z}=\Pi_{m}, \quad \Lambda_{x}=\Lambda_{y}=0$
Similarly for TE waves traveling in the $z$ direction, $E_{z}=0$, and the divergence equation for $E$ (in a charge-frec rogion) is

$$
\frac{\partial E_{x}}{\partial x}+\frac{\partial E_{y}}{\partial y}=0
$$

so that, in this case, it is possible to obtain $E$ from a strean function $\Pi_{\mathrm{c}}$ through the relations

$$
E_{x}=\frac{\partial \Pi_{e}}{\partial y} \quad E_{y}=-\frac{\partial \Pi_{e}}{\partial x}
$$

Since $E_{z}=0, \Pi_{e}$ may be regarded as the scalar magnitude of a vector F that is parallel to the $z$ axis. Then

$$
\begin{gathered}
\mathrm{E}=\operatorname{curl} \mathrm{F} \\
\mathrm{~F}=\mathrm{k} F_{z}, \quad F_{z}=\Pi_{e}, \quad F_{x}=F_{y}=0
\end{gathered}
$$

where
Since TEM waves may be considered a special case of either TM or TE waves, it follows that the most general plane wave field
traveling in the $z$ direction can be expressed in terms of two scalar stream functions $A_{z}$ and $F_{z}$.

The theory of spherical waves is sinilar to that of plane waves. There are TM spherical waves for which $H_{r}=0$, TE spherical waves for which $E_{\dot{r}}=0$, and TEM spherical waves for which both $E_{r}$ and $H_{r}$ are zero. For TM spherical waves, the divergence equation for H reduces to

$$
\frac{\partial}{\partial \theta}\left(\sin \theta H_{\theta}\right)+\frac{\partial H_{\phi}}{\partial \phi}=0
$$


(b)
(a)

Fig. 13-15. (a) Biconical antenna and (b) its equivalent circuit (insofar as impedance is concarned).

Therefore it should be possible to obtain H from a stream function $\Pi_{m}$ through the relations

$$
H_{\theta}=\frac{1}{r \sin \theta} \frac{\partial \Pi_{m}}{\partial \phi} \quad H_{\phi}=-\frac{1}{r} \frac{\partial \Pi_{m}}{\partial \theta}
$$

Since $H_{z}=0, \Pi_{m}$ may be regarded as the magnitude of a vector $\mathbf{A}^{\prime}$ which* at every point is in the direction of the $r$ co-ordinate. Then H is obtained from

$$
\begin{aligned}
& \mathrm{H}=\operatorname{curt} \mathbf{A}^{\prime} \\
& \mathbf{A}^{\prime}=\mathfrak{u}_{r} A_{r}, \quad A_{r}=\Pi_{m} . \quad A_{\theta}=A_{\phi}=0
\end{aligned}
$$

where
In a similar manner the electric field of a spherical TE wave is found to be expressible in terms of a stream function $\boldsymbol{F}_{r}$. However, in dealing with biconical and cylindrical antennas, only TM (and TEM) spherical waves are encountered.

Figure 13-15 shows a biconical intenna that is assumed to be excited by a voltage applied across an infinitesimal gap at the apices.

[^52]The spherical surface $S$ divides the space about the antenna into two regions: region I is the antenna region and region II is the outside or free-space region. The conducting cones and dielectric in region I can be considered as a wave guide that is "terminated" in a second wave guide, consisting of region II. Because of circular symmetry, currents along the cones will be radial (except at the end surfaces) and magnetic lines will be circular about the axis of the cones. That is, only transverse magnetic waves will be present.

With $H_{r}=0$, the electromagnetic field about the cones can be completely specified in terms of a radial vector $\mathbf{A}^{\prime}=\mathbf{u}_{r} A_{r}$. Taking the curl of $\mathbf{A}^{\prime}$ and remembering that $\partial / \partial \phi=0$, the magnetic intensity is given by

$$
\begin{equation*}
H_{\phi}=-\frac{1}{r} \frac{\partial A_{r}}{\partial \theta} \tag{13-75}
\end{equation*}
$$

Then, assuming a nondissipative dielectric ( $\sigma=0$ ), Maxwell's equations become
with

$$
\left.\begin{array}{c}
\frac{\partial}{\partial \theta}\left(\sin \theta H_{\phi}\right)=j \omega \epsilon r \sin \theta E_{r}  \tag{13-76}\\
-\frac{\partial}{\partial r}\left(r H_{\phi}\right)=j \omega \epsilon r E_{\theta} \\
\frac{\partial}{\partial r}\left(r E_{\theta}\right)-\frac{\partial E_{r}}{\partial \theta}=-j \omega \mu r H_{\phi} \\
H_{r}=H_{\theta}=E_{\phi}=0
\end{array}\right\}
$$

Since $E_{\phi}=0$, the lines of clectric intensity lie in axial planes. Also, since there is no radial magnetic current ( $H_{r}=0$ ), curl $\mathrm{E}=0$ and the transverse electric intensity can be expressed as the gradient of a scalar potential $V$. That is

$$
\begin{equation*}
E_{\theta}=-\frac{1}{r} \frac{\partial V}{\partial \theta} \tag{13-77}
\end{equation*}
$$

The stream function or potential $A_{r}$, from which the fields are to be obtained through (75) and (76), can be determined from the following considerations. For this problem, where there is no variation with $\phi$, the separation of the wave equation in spherical co-ordinates leads to the Legendre equation (56), sec. 13.05. In region II, the free-space region, where the axis $(\theta=0, \pi)$ is included, $n$ will be integral and the $\theta$ function solution will be given in terms of the Legendre polynomials $P_{n}(\cos \theta)$. The $Q$ functions cannot
be used in this region because they become infinite at the axis. Because this region extends to infinity, the appropriate radial functions will be those that represent outward-traveling waves, that is, the $K$ functions or the spherical Hankel functions. Therefore, the expression for vector potential in this region must be of the form

$$
\begin{equation*}
A_{r}(r, 0)=\hat{K}_{n}(j \beta r) P_{n}(\cos \theta) \tag{13-78}
\end{equation*}
$$

From (78), (75), and (76) it follows that

$$
\begin{align*}
r H_{\phi} & =-\hat{K}_{n}(j \beta r) P_{n}^{1}(\cos \theta)  \tag{13-79}\\
r E_{\theta} & =\eta \hat{K}_{n}^{\prime}(j \beta r) F_{n}^{\prime}(\cos \theta) \tag{13-80}
\end{align*}
$$

Expressions for $E_{r}$ can be obtained from the three parts of eq. (76). Equating these expressions and using (75) the following equation in $A_{r}$ is obtained,

$$
\begin{equation*}
r^{2} \frac{\partial^{2} A_{r}}{\partial r^{2}}+\omega^{2} \mu \epsilon r^{2} \Lambda_{r}+\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin 0 \frac{\partial A_{r}}{\partial \theta}\right)=0 \tag{13-81}
\end{equation*}
$$

This equation is sometimes called a wave equation, although it is different from (13-51a) which is the wave equation in spherical co-ordinates. Separating, and letting the separation constant be $n(n+1)$ as before, results in

$$
\begin{gather*}
\frac{\partial^{2} A_{r}}{\partial r^{2}}=\left[\frac{n(n+1)}{r^{2}}-\omega^{2} \mu \epsilon\right] A_{r}  \tag{13-82}\\
\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial A_{r}}{\partial \theta}\right)=-n(n+1) A_{r} \tag{13-83}
\end{gather*}
$$

Combining (83), (76), and (75) gives an expression for $E_{r}$ directly in terms of $A_{r}$ :

$$
\begin{align*}
j \omega \in r^{2} E_{r} & =n(n+1) A_{r} \\
& =n(n+1) \hat{K}_{n}(j \beta r) P_{n}(\cos \theta) \tag{13-84}
\end{align*}
$$

In this region (region II), when $n=0$ all the fields vanish, so the lowest order or principal wave is given by $n=1$, for which

$$
\left.\begin{array}{l}
r H_{\phi}=e^{-j \beta r}\left(1+\frac{1}{j \beta r}\right) \sin \theta  \tag{13-85}\\
r E_{\theta}=\eta e^{-j \beta r}\left(1+\frac{1}{j \beta r}-\frac{1}{\beta^{2} r^{2}}\right) \sin \theta \\
r^{2} E_{r}=2 \eta e^{-j \beta r}\left(\frac{1}{j \beta}-\frac{1}{\beta^{2} r}\right) \cos 0
\end{array}\right\}
$$

When multiplied by the factor $j \beta I d l / 4 \pi$, expressions (85) are exactly the expressions obtained in chap. 10 for the fields due to a current element. Thus it is seen that the simple current element generates fields that are representable by the lowest order transverse magnetic spherical waves.


Fig. 13-16. Electric-field lines for first- and second-order transverse magnetic spherical waves in free space.


Fig. 13-17. Electric-field lines for zero-, first-, and secondorder transverse magnetic spherical waves between coaxial cones. The zero-order wave is the TEM wave.
A sketch of the first- and second-order transverse magnetic spherical waves is shown in Fig. 13-16. These are for the waves in free space.

In the presence of two coaxial conductors (that is, in the antenna region I), the first- and second-order TM waves appear as shown in Figs. 13-17b and 13-17c. However, in this latter region the zeroorder TM wave, that is the TEM wave, can and does exist. Its electric field lines are shown in Fig. 13-17a.

The radial impedance for outgoing waves is defined by

$$
Z_{r^{+}}^{+}=\frac{E_{0}}{\overline{I_{\phi}}}
$$

For the first-order TM wave of eqs. (85), it is

$$
\begin{equation*}
Z_{r}^{+}=\frac{\eta \beta^{2} r^{2}}{1+\beta^{2} r^{2}}-\frac{j \eta}{\beta r\left(1+\beta^{2} r^{2}\right)} \tag{13-86}
\end{equation*}
$$

It is noted, in passing, that at large distances this impedance approaches $\eta$, the intrinsic impedance. On the other hand, for small values of $r$, the radial impedance becomes a small resistance in series with a large capacitive reactance of value $-j / \omega \in r$.

Within the antenna region there will exist a TEM wave as well as the higher-order waves. In general, to meet the boundary conditions, $n$ will be nonintegral in this region and the $\theta$ function solution will be given in terms of $P$ functions in the form

$$
A P_{n}(-\cos \theta)+B P_{n}(\cos \theta)
$$

An exception to this occurs for $n=0$, which gives the TEM wave. For $n=0, P_{n}(-\cos \theta)$ and $P_{n}(\cos \theta)$ are not independent solutions, and the $Q$ function solution must be added. (The $Q$ function is permissible in this region because the axis is excluded.) Then, for $n=0$, the solution for $A_{r}$ will have the form

$$
\left.\begin{array}{c}
A_{r}=\hat{K}_{0}(j \beta r)\left[a P_{0}(\cos \theta)+b Q_{0}(\cos \theta)\right] \\
=e^{-j \theta r}\left[a+b \ln \cot \frac{\theta}{2}\right] \\
r E_{\theta}=\frac{b \eta}{\sin \theta} e^{-j \beta r}  \tag{13-88}\\
r H_{\phi}=+\frac{b}{\sin \theta} e^{-j \beta r} \\
E_{r}=0
\end{array}\right\}
$$

Then

The electric field distribution for the TEM wave is seen to be the same as that obtained as a solution to Laplace's equation in the static case.

For the higher order waves between the cones, the solution will be of the form

$$
\begin{equation*}
A_{r}(r, \theta)=\left[a \hat{J}_{n}(\beta r)+b \widehat{N_{n}}(\beta r)\right]\left[a_{2} P_{n}(-\cos \theta)+b_{2} P_{n}(\cos \theta)\right] \tag{13-80}
\end{equation*}
$$

where in general $n$ will have nonintegral values. Now recalling from (84) that $E_{r}$ is proportional to $A_{r}$, and applying the boundary conditions $E_{r}=0$ at $\theta=\psi$ and at $\theta=\pi-\psi$, it follows that the second bracketed term of (89), containing the $\theta$ function, must be zero at $\theta=\psi$ and at $\theta=\pi-\psi$. Applying these conditions, it is found that
and

$$
\begin{align*}
b_{2} & =-a_{2} \\
P_{n}(\cos \psi) & =P_{n}(-\cos \psi) \tag{13-90}
\end{align*}
$$

Equation (90) may be solved for $n$. When thisis done there results,* for small cone angles, $\psi$,

$$
\begin{align*}
n & \approx(2 m+1)+\frac{1}{\ln \frac{2}{\psi}} \\
& \approx(2 m+1)+\frac{120}{Z_{0}}=(2 m+1)+\Delta \tag{13-91}
\end{align*}
$$

where $m$ is an integer, $\Delta=120 / Z_{0}$, and $Z_{0} \approx 120 \ln 2 / \psi$ is the characteristic impedance of the biconical antenna. As $Z_{0}$ approaches infinity (that is, as the cone angle approaches zero) $n$ approaches an integral value, and the transmission modes approach the corresponding free-space modes.

The appropriate radial functions in the antenna region are the spherical Bessel function $\hat{J}_{n}$ and $\widehat{N}_{n}$, which represent standing waves. However. the $\hat{N}_{n}$ cannot be used as they become infinite at the origin, which is not excluded. Except for the zero order, the $\hat{K}_{n}$ functions are ruled out for the same reason. It follows that the higher order waves ( $n>0$ ) in the antenna region will be given by

$$
\left.\begin{array}{c}
A_{r}=a \hat{J}_{n}(\beta r) T(\theta) \\
r H_{\phi}=-a \hat{J}_{n}(\beta r) \frac{d T(\theta)}{d \theta}  \tag{13-93}\\
r E_{\theta}=-j a \eta \hat{J}_{n}^{\prime}(\beta r) \frac{d T(\theta)}{d \theta} \\
j \omega \epsilon r^{2} E_{r}=n(n+1) a \hat{J}_{n}(\beta r) T(\theta) \\
T(\theta)=\left[P_{n}(\cos \theta)-P_{n}(-\cos \theta)\right]
\end{array}\right\}
$$

where
The current in the cones is proportional to $r H_{\phi}$, evaluated at the surface, so the current associated with the higher order waves can

[^53]be obtained from the second of eqs. (92). Now for $n>0$, and for $r \rightarrow \mathbf{0}, J_{n}(r)$ varies as $r^{n}$ which, of sourse, goes to zero as $r \rightarrow \mathbf{0}$. Therefore the current at the input $I_{n}(0)$, associated with the higher order waves is zero. Also the voltage caused by the higher order waves and taken along any meridian between the cones, can also be shown to be zero, for
\[

$$
\begin{align*}
V_{n}(r) & =\int_{\psi}^{\pi-\psi} r E_{\theta} d \theta \\
& =-j r a \hat{J}_{n}^{\prime}(\beta r)[T(\pi-\psi)-T(\psi)]=0 \tag{13-94}
\end{align*}
$$
\]

for $n>0$. Therefore the input voltage and current, and hence the input impedance, depend only on the principal or TEM wave. This is a very important result, because it makes it possible, without approximation, to treat the inputimpedance of the biconical antenna as the input impedance of a transmisision line that is terminated in an appropriate impedance.
13.07 Equivalent Transmission Iine and Terminal Impedance. Considering the biconical antenna as a transmission line, the voltage and current at a distance $r$ from the origin or input terminals will be

$$
\begin{align*}
V(r) & =V_{0}(r) \\
I(r) & =I_{0}(r)+\check{I}(r) \tag{13-95}
\end{align*}
$$

where $V_{0}$ and $I_{0}$ are the principal mode ( $n=0$ ) values, and $\bar{I}$ is the "complementary" current due to all the higher order waves. As has already been noted, $\bar{I}(0)=0$. Then, in terms of principal mode values, the lossless transmission line equations may be written (Fig. 13-15)

$$
\begin{aligned}
V_{0}(r) & =V_{0}(H) \cos \beta(I I-r)+j Z_{0} I_{0}(H) \sin \beta(H-r) \\
I_{0}(r) & =I_{0}(H) \cos \beta(H-r)+j \frac{V_{0}(H)}{Z_{0}} \sin \beta(H-r)
\end{aligned}
$$

where $Z_{0}=120 \ln \cot \psi / 2$ is the claracteristic impedance of the coaxial cones. The input impedances will be

$$
\begin{equation*}
Z_{i}=\frac{V_{0}(0)}{I_{0}(0)}=Z_{0}\left[\frac{V_{0}(H) \cos \beta H_{1}+j Z_{0} I_{0}(H) \sin \beta H}{Z_{0} I_{0}(H) \cos \beta H+j V_{0}(H) \sin \beta H}\right] \tag{13-96}
\end{equation*}
$$

The equivalent terminal impedance $I_{l}$ will be

$$
\begin{equation*}
Z_{\imath}=\frac{V_{0}(H)}{I_{\mathrm{c}}(H)}=\frac{V(H)}{I(H)-\vec{I}(H)} \tag{13-9그}
\end{equation*}
$$

The equivalent terminal admittance is

$$
\begin{equation*}
Y_{t}=\frac{1}{Z_{t}}=\frac{I(H)}{V(H)}-\frac{\bar{I}(H)}{V(H)}=Y_{\mathrm{cape}}+Y^{\prime} \tag{13-98}
\end{equation*}
$$

The current $I(H)$ is the total current on the antenna at $r=H$ and is, therefore, just the current flow out of and into the spherical caps that are assumed to close the ends of the antenna. That is, $I(H)$ is the current flow through the capacitance between the caps, and $I(H) / V(H)$ is the admittance between the two caps. For thin


Fig. 13-18. The terminal admittance $Y_{t}$.

$$
\left(Y_{t}=Y_{1}-Y \quad \text { and } \quad Z_{t}=1 / Y_{t}\right)
$$

antennas, the capacitance between caps is very small and $I(H)$ is approximately zero. Then
or

$$
\begin{align*}
I_{0}(H)+\bar{I}(H) & =I(H) \approx 0 \\
I_{0}(H) & \approx-\bar{I}(H) \tag{13-99}
\end{align*}
$$

and
also

$$
Y_{t}=\frac{I_{0}(H)}{V(H)} \approx-\frac{\bar{I}(H)}{V(H)}
$$

$$
Z_{t}=\frac{V(H)}{I_{0}(H)} \approx-\frac{V(H)}{\tilde{I}(H)}
$$

In general, the terminal admittance consists of two admittances in parallel as diagrammed in Fig. 13-18. The admittance, $Y_{\text {capp }}$, between caps of small radius is approximately just the capacitive susceptance $j \omega C$, where $C$ is the electrostatic capacitance between the caps. This may be obtained by calculating the capacitance between the outside surfaces of two thin disks having radii very much smaller than their separation. The capacitance of an isolated thin circular dise treated as a very flat spheroid is found* to be

[^54]$20 \mathrm{a} / 9 \pi \mu \mu \mathrm{fd}$ where $a$ is the radius in centimeters, so the admittance between caps will be
$$
Y_{\text {oapo }}=\frac{j a}{30 \lambda} \quad \operatorname{mhos}
$$
where $a$ is now the radius of the circular disks in meters.
The other part of the terminal admittance, $Y^{\prime}=-\bar{I}(H) / V(H)$, is calculated from the higher order current waves at $r=H$. When the terminal impedance $Z_{\iota}$ has been determined the input impedance will be given by
\[

$$
\begin{equation*}
Z_{i}=Z_{0}\left(\frac{Z_{t} \cos \beta I I}{Z_{0} \cos \beta H}+j Z_{0} \sin \beta H\right) \tag{13-100}
\end{equation*}
$$

\]

Schelkunoff has carried out the evaluation of $Y^{\prime}$, and hence $Z_{t}$, in the following manner. Since the detailed calculations are lengthy, only an outline of the method is given here.

First, expressions for $E_{r}$ in the antenna region and in the outside or free-space region are written and compared. For the antenna region, the resultant field due to the higher order waves can be expressed in the form

$$
\begin{equation*}
2 \pi j \omega \epsilon r^{2} E_{r}=\sum_{n} a_{n} \frac{\hat{J}_{n}(\beta r)}{\hat{J}_{n}(\beta H)} T_{n}(\theta) \tag{13-101}
\end{equation*}
$$

where $T_{n}(\theta)$ is defined by (93) and where $n$ is nonintegral, being defined by (91). Making use of (84) and (75), the corresponding expression for the complementary current will be

$$
\begin{align*}
\bar{I}(r) & =\left.2 \pi r \sin \psi I I_{\phi}\right|_{0-\psi} \\
& =-\sum_{n} \frac{a_{n} J_{n}(\beta r)}{n(n+1) \hat{J}_{n}(\beta H)} \sin \psi \frac{d T_{n}(\psi)}{d \psi} \tag{13-102}
\end{align*}
$$

As $\psi \rightarrow 0, Z_{0} \rightarrow \infty$, and $n \rightarrow 2 m+1+\Delta$,
so that

$$
\frac{d T_{n}(\psi)}{d \psi} \approx \frac{\Delta}{\psi}:=\frac{120}{Z_{0} \psi}
$$

Then, for thin antennas,

$$
\begin{equation*}
\bar{I}(r)=-\frac{120}{Z_{0}} \sum_{n} \frac{a_{n} \hat{J}_{n}(\beta r)}{n(n+1) \hat{J}(\beta H)} \tag{13-103}
\end{equation*}
$$

In the outside region $E_{r}$, can be expressed in spherical Hankel functions by

$$
\begin{equation*}
2 \pi j \omega r^{2} E_{r}=\sum_{\bar{n}=1}^{\infty} \frac{b_{\bar{n}} \hat{K}_{\bar{n}}(j \beta r) P_{\bar{n}}(\cos \theta)}{\hat{K}_{\bar{n}}(j \beta H)} \tag{13-104}
\end{equation*}
$$

where $\bar{n}$ is integral. Equating the expressions (104) and (101) for $E_{\mathrm{r}}$ at the boundary surface $r=H$ results in

$$
\sum_{n} a_{n} T_{n}(\theta)=\sum_{\bar{n}=1}^{\infty} b_{\bar{n}} P_{\bar{n}}(\cos \theta)
$$

Now, as $\psi \rightarrow 0$ and $Z_{c} \rightarrow \infty$, then $n \rightarrow 2 m+1$, and $T_{n}(\theta) \rightarrow$ $P_{2 m+1}(\cos \theta)$. Therefore, in the limit, for infinitely thin antennas, $a_{n}=b_{2 m+1}=\bar{n}$. Then for thin antennas, it is permissible to use the $b_{2 m+1}$ terms as first approximations for the $a_{n}$ terms. The expression for the complementary current on thin antennas is then given by

$$
\begin{equation*}
\tilde{I}(r) \approx-\frac{60}{Z_{c}} \sum_{m=0}^{\infty} \frac{b_{2 m+1} \hat{J}_{2 m+1}(\beta r)}{(2 m+1)(m+1) \hat{J}_{2 m+1}(\beta H)} \tag{13-105}
\end{equation*}
$$

The $b_{2 m+1}$ terms can be evaluated by again considering the limiting case as $\psi \rightarrow 0$ and $Z_{0} \rightarrow \infty$. For very thin antennas the current distribution approaches the sinusoidal distribution of the principal wave
with

$$
\begin{gather*}
I(r)=I_{0} \sin \beta(H-r) \\
I_{0}=\frac{j V_{0}(H)}{Z_{0}} \tag{13-106}
\end{gather*}
$$

For this distribution the fields have been calculated in chap. 10. By expanding in terms of Legendre polynomials the distant field expression for $E_{r}$ obtained from chap. 10 and comparing it with eq. (104), the $b$ coefficients can be evaluated.

The result is:

$$
b_{2 m+1}=-j I_{0}(4 m+3) \hat{J}_{2 m+1}(\beta H)\left[\hat{J}_{2 m+1}(\beta H)-j \hat{N}_{2 m+1}(\beta H)\right]
$$

Inserting this in (105) and combining with (104) gives for the complementary current

$$
\begin{align*}
\bar{I}(r)=-\frac{60 V_{0}(H)}{Z_{0}{ }^{2}} \sum_{\substack{\left.m=0 \\
\\
\\
\\
\\
\hat{J}_{2 m+1}(\beta H)-j \widehat{N}_{2 m+1}(\beta H)\right] \widehat{J}_{2 m+1}(\beta r)}}^{(m+1)(2 m+1)}
\end{align*}
$$

Then the terminal admittance is

$$
\begin{gather*}
Y_{t} \approx-\frac{\bar{I}(H)}{V(H)}=\frac{Z_{a}(\beta H)}{Z_{0}{ }^{2}}=\frac{R_{a}(\beta I I)+j X_{a}(\beta H)}{Z_{0}{ }^{2}} \\
\text { where } \quad \because R_{a}(\beta I I)=60 \sum_{m=0}^{\infty} \frac{\therefore m+3}{(m+1)(\% m+1)} \hat{J}^{2}{ }_{2 m+1}(\beta H)  \tag{13-109}\\
\left.X_{a}(\beta I I)=-c 0 \sum_{m=0}^{\infty} \frac{4 m+3}{(m+1)(2 m}+1\right) \\
\hat{J}_{2 m+1}(\beta H) \hat{N}_{2 m+1}(\beta H)
\end{gather*}
$$

The terminal impedance $Z_{t}$ is

$$
\begin{equation*}
Z_{t}=\frac{Z_{0}{ }^{2}}{Z_{a}(\beta \bar{H})} \tag{13-108a}
\end{equation*}
$$

$Z_{a}(\beta H)$ is the inverse of the terminal impedance. The input impedance of a quarter-wave section of lossless line having a characteristic impedance $Z_{0}$ and terminated in $Z_{a}(\beta H)$ is $Z_{i}$.

Although it is possible to calculate $Z_{a}$ directly from exprossions (109), the series converge slowly and are not useful for computations except when $\beta H$ is small. Schelkunoff has circumvented this difficulty by providing an ingenious alternative method for calculating $Z_{a}$. Using (100), the input impedance can be expressed in terms of $Z_{a}$ by

$$
\begin{align*}
Z_{i} & =Z_{0} \frac{Z_{a} \sin \beta I I-j Z_{0}^{i} \cos \beta H}{Z_{0} \sin \beta H-j Z_{a} \cos \beta H}  \tag{13-110}\\
& =\frac{Z_{a}-j Z_{0} \cot , 3 H}{1-j Z_{a} / Z_{0} \cot \beta H} .
\end{align*}
$$

As $Z_{0} \rightarrow \infty$,

$$
\begin{gather*}
Z_{i} \approx\left(\begin{array}{l}
\left(Z_{a}-j Z_{0} \cot \beta H\right)\left(1+j \frac{Z_{a}}{Z_{0}} \cot \beta H\right) \\
-\quad \dot{Z}_{i} \rightarrow \frac{Z_{a}}{\sin ^{2} \beta H}-j Z_{0} \cot \beta H
\end{array}, ~\right.
\end{gather*}
$$

and, since the input current approaches $I_{0} \sin \beta H$, the input power (complex) becomes

$$
1 / 2 Z_{i} I_{0}{ }^{2} \sin ^{2} \beta H=1 / 2\left[Z_{\alpha}-j^{\prime} Z_{0} \sin \beta H \cos \beta H\right] I_{0}{ }^{2}
$$

However, as $Z_{0} \rightarrow \infty$, the current distribution approaches the sinusoid, and the complex input po:ver can be obtained by the induced-emf method of chap...11. Tine real part, which gives the.,
radiation resistance, will be independent of the antenna shape (for thin antennas) and will, therefore, be the same as that already calculated for the infinitely thin cylindrical antenna. However, the reactive part, which determines the reactance, will be a function of shape even for thin antennas, and so must be calculated for conical


Fia. 13-19. Resistive and reactive components of the inverse terminal impedance $Z_{\mathrm{a}}=R_{\mathrm{a}}+j X_{\mathrm{a}}$.
antennas (with $\psi \rightarrow 0$ ). Using this approach, Schelkunoff obtains the following results

$$
\begin{aligned}
R_{a}(\beta H)= & 60(\gamma+\ln 2 \beta H-\mathrm{Ci} 2 \beta H) \\
& +30(\gamma+\ln \beta H-2 \mathrm{Ci} 2 \beta H+\mathrm{Ci} 4 \beta H) \cos 2 \beta H \\
& +30(\mathrm{Si} 4 \beta H-2 \mathrm{Si} 2 \beta H) \sin 2 \beta H
\end{aligned}
$$

$X_{a}(\beta H)=60$ Si $2 \beta H+30(\mathrm{Ci} 4 \beta H-\ln \beta H-\gamma) \sin 2 \beta H$ - $30 \mathrm{Si} 4 \beta H \cos 2 \beta H$
where $\quad \gamma=0.5772$ (Euler's constant)
These expressions are plotted in Fig. 13-19. The input impedance is then obtained from

$$
\begin{equation*}
Z_{i}=Z_{0} \frac{Z_{a} \sin \beta H-j Z_{0} \cos \beta H}{Z_{0} \sin \beta H-j Z_{a} \cos \beta H} \tag{13-110}
\end{equation*}
$$

It is important to note that, although the approximate relation (110a) was used in calculating $Z_{a}$, it is necessary to use the exact expression (110) for calculating $Z_{i}$. Use of the approximate expres-
sion here would lead to the same anstver as is given by the inducedemf method.

The final result of this attack or the problem is seen to be a surprisingly simple one. The input impedance of the conical antenna is calculated as the input impedance of a lossless transmission line which is terminated by an impedance $Z_{t}$. This terminal impedance is just the inverse of an impedance $Z_{a}$, which can be calculated by the induced-eml method.


Fig. 13-20. The input impedance of hollow conical antennas for various values of $Z_{0}$ as given by Schelkunoff.
The input impedance of hollow conical antennas is shown in Fig. 13-20 for various values of $Z_{0}$. 'The term hollow refers to the fact that the cap capacitance has rot been taken into account. For thin antennas, the cap capacitance has negligible effect, but for thicker antennas it must be accounted for. This can be done by adding the admittance $Y_{\text {capa }}$ to the calculated value of $Y_{t} \approx Y^{\prime}$. With this correction (108) becomes

$$
\begin{equation*}
Y_{t}=\frac{R_{a}(\beta H)}{Z_{0}{ }^{2}}+j\left[\frac{X_{a}(\beta H)}{Z_{0}{ }^{2}}+\omega C\right] \tag{13-111}
\end{equation*}
$$

Two effects of considerable practical importance can be observed in the curves of Fig. 13-20. The first of these is that the fatter
antennas (lower $Z_{0}$ ) have very much smaller impedance variations with frequency, so that a fat cone is inherently a wide-band antenna. The second effect is the shortening of the resonant length for the thicker antennas. For very thin antennas resonance occurs for lengths just slightly shorter than multiples of $\lambda / 4$, but for thicker antennas the shortening effect becomes quite large, especially for first resonance. The cap capacitance acts to decrease the resonant lengths still further.
13.08 Impedance of Cylindrical Antennas. The analysis for conical antennas can be extended to cover antennas of other shapes in the following manner. If the transverse dimensions of the antenna are small, the waves along it will be nearly spherical, whatever its shape. Then such antennas can be treated as nonuniform transmission lines whose inductances and capacitances per unit length and characteristic impedance vary along the line. The terminating impedance will be as calculated from (108a), except that an "average" characteristic impedance must be used for $Z_{0}$. From the theory of nonuniform transmission lines, Schelkunoff has obtained for the input impedance of antennas

$$
\begin{align*}
& Z_{i}=Z_{0} \text { (av) } \\
& \qquad\left[\frac{R_{a} \sin \beta H+j\left[\left(X_{a}-N\right) \sin \rho I I-\left(Z_{0}(\mathrm{av})-M\right) \cos \beta H\right]}{\left[\left(Z_{0}(\mathrm{av})+M\right) \sin \beta H+\left(X_{a}+N\right) \cos \beta H\right]-j R_{a} \cos \beta H}\right] \tag{13-112}
\end{align*}
$$

where, for cylindrical* dipoles of radius $a$ and half-length $H$,

$$
\begin{aligned}
M & =60(\ln 2 \beta H-\mathrm{Ci} 2 \beta H+\gamma-1+\cos 2 \beta H) \\
N & =60(\operatorname{Si} 2 \beta H-\sin 2 \beta H) \\
Z_{0}(\mathrm{av}) & =120\left(\ln \frac{2 H}{a}-1\right)
\end{aligned}
$$

In Fig. 13-21 are shown curves for the input resistance and reactance of hollow cylindrical antennas for various values of $Z_{0}$ (av). $Z_{0}$ (av) for cylindrical antennas of half-length $H$ is plotted in Fig. 13-22 as a function of the ratio $H / a$. For a monopole antenna $Z_{0}$ (av) has just one-half the valuc it has for the corresponding dipole. The
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Fig. 13-21. (a) Input resistance and (b) input reactance of hollow cylindrical center-fed dipole antennas as given by Schelkunoff. For monopole antennas of height $H$, divide the ordinates and the value shown for $Z_{0}$ (av) by two.
input resistance and reactance of a monopole antenna are just onehalf those of the corresponding dipole antenna that has the same $H / a$. Therefore, the input impedance of monopole antennas can be obtained from Fig. 13-21 by dividing the ordinates and $Z_{0}$ (av) by 2. Figure 13-23 shows the resonant impedance of hollow cylindrical dipole antennas at the first and second resonance points.


Fia. 13-22. Average characteristic impedance, $Z_{0}$ (av), for cylindrical antennas.


Fig. 13-23. Resonant impedance of hollow cylindrical antennas as a function of $Z_{0}$ (av) at second resonance (antiresonance): A, Hallén, Nova Acta Upsal, 1038, Formula 39; B, Schelkunoff. Points are measured values from various sources.

Also shown for the second resonance point are some experimental values (circles) obtained from various sources, as well as a curve of theoretical values as given by Halien. The agreement between theories and with experimental results at this critical point is seen to be quite good. Agreement at other points will, in general, be found to be even closer.

Schelkunof's antenna theory is important for two reasons. First, it has provided reasonably acturate numerical answers over a fairly wide range of antenna dim ansions. Second, the method itself is an excellent example of how and when to make approximations. In engineering, most probleras are not amenable to exact solutions. Therefore the ability to raake approximations can spell the difference between success and failure in the solution of the problem.

## ADDITIONAL PROBLEMS

3. Using Schelkunoff's method, calenlate the input impedance of a uniform cross section tower antenna at 1300 kc . The tower is 400 ft high and $63 / 2 \mathrm{ft}$ square. The base-insulator capacitance is $33 \mu \mu \mathrm{f}$.
4. The antenna for a portable test transmitter consists of a tubular steel mast 2 in . in diameter and 50 ft bigh. The base insulator has an effective shunting capacitance of $15 \mu \mu$. (a) If a test survey is to be made at 650 kc , determine (1) the radiation resistance, (2) the antenna reactance, (3) the input impedance, including the effect of the base capacitance. (b) for 1 amp through an ammeter in the lead to the antenna, what is the current in the mast near the base? (c) for an ammeter reading of 1 amp , what is the field intensity at 1 mile and how much power is radiated?
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## CHAPTER 14

## ANTENNA PRACTICE AND DESIGN

The theory of antennas is the same at 1030 mc as it is at 100 kc , but the form that practical antennas and their matching networks take is very much a function of frequency. At low and medium frequencies, where a wavelength is long, practical antennas are usually short in wavelengths and the problem is chiefly that of efficiency. At high and very high frequencies, where a half-wave antenna has reasonable dimensions, good efficiency is more easily obtained, and the problem is usually that of obtaining directivity or gain. At ultrahigh and superhigh frequencies, the problems of "beam-shaping" become important. In addition to these general considerations, specific applications often entail particular requirements that must be met in the antenna design. In this chapter a few typical antenna systems will be considered in just enough detail to illustrate the problems and methods of antenna practice.
14.01 Low-frequency Practice-(Electrically Short Antcnnas). At frequencies below the broadcast band the difficulties of constructing antennas that have appreciable electrical length become very great, and so electrically short antennas must be considered. Moreover, because of the large attenuation of the horizontal component of the surface wave (see sec. 16.03), and the cancellation effect of the negative image of horizontal antennas (sec. 12.08), only the vertical portions of an antenna will be effective* in signal pickup or radiation at these frequencies. Therefore the problem becomes that of designing a vertical ground-based antenna having an effective half-length (or effective "height" in the old usage) that is as large as possible. This design is accomplished bJ making the

[^56]physical height as great as possible; and by top loading. Top loading, which consists of adding some form of "capacity hat" or a horizontal portion to the structure as in the familiar $L$ - and $T$-type antennas, serves tívo purposes. It increases the effective halflength by a factor of two (at most), and it decreases the large capacitive reactance of the short antenna. For both transmitting and receiving antennas a large capacitive reactance means low efficiency because of the losses in the high-reactance tuning coil that is required. In addition, in the case of short transmitting antennas, the amount of power that can be fed to the antenna without voltage breakdown is dependent on the antenna reactance. Thus the voltage required to establish the antenna current is approximately $V=I X_{a}$, and the power radiated is $I^{2} R_{a} \approx V^{2} R_{a} / X_{a}{ }^{2}$, so that for short antennas having low values of $R_{a}$ and high values of $X_{a}$, extremely large driving voltages are required to radiate moderate amounts of power. In the case of short receiving antennas, the presence of unavoidable shunt caparitances at the receiver input reduces the signal available to the receiver when the antenna capacitive reactance is large.

Impedance and Efficiency of Short Antennas. For electrically short antennas the resistance and reactance can be expressed approximately by the following simple and convenient relations. For short vertical ground-based antennas without top loading the radiation resistance referred to the b:se is given by the expression developed in chap. 10, viz.,

$$
\begin{equation*}
R_{\mathrm{rad}} \approx 10(\beta H)^{2} \approx 400\left(\frac{H}{\lambda}\right)^{2} \tag{14-1}
\end{equation*}
$$

For top-loaded antennas having a total electrical length ( $H+b$ ) less than one-tenth wavelength, the radiation resistance can be obtained from

$$
\begin{equation*}
R_{\mathrm{rad}}=40(\beta H)^{2}\left[1-\frac{H}{H+\bar{b}}+\frac{1}{4}\left(\frac{I}{H+b}\right)^{2}\right] \tag{14-2}
\end{equation*}
$$

In this expression, $H$ is the height of the vertical portion of the antenna, and $b$ is the equivalent additional length of vertical portion that would draw the same current a.s does the capacitive loading (Fig. 14-1). For T- and $L$-type antennas $b$ is approximately equal to the length of the horizontal portion.

The approximate reactance of short unloaded antennas can be calculated from the expression
where

$$
\begin{gather*}
X_{a}=-Z_{0}^{\prime} \cot \beta H \quad(\text { for } H<0.2 \lambda)  \tag{14-3}\\
Z_{0}^{\prime}=60\left[\ln \frac{H}{a}-1\right] \tag{14-4}
\end{gather*}
$$

is an "adjusted" characteristic impedance that is picked to give the closest fit to experimentally measured values. It is found that, if either the value of $Z_{0}$ given by expression (13-22) or that given by Siegel and Labus (13-27) is used in eq. (3), the values of reactance so calculated are consistently higher than measured


Fia. 14-1. Top-loaded antennas.
values. The use of expression (4) in eq. (3) yields calculated reactances that are in better agreement with measured reactances. There appears to be no theoretical basis for expression (4), and it must be regarded simply as an empirical formula which, when used with (3), gives a reasonably close check with values obtained by measurement.

The efficiency of electrically short antennas tends to be low because the radiation resistance is small and the loss resistances of the antenna system may be comparable with, or even considerably greater than, the radiation resistance. For short antennas the chief losses occur in the ground system and the loading coil. Ordinarily, ohmic losses in the antenna itself will be small. Ground system losses will be considered under broadcast frequency antennas where this subject has received much attention. For short antennas, where the antenna reactance is capacitive, it becomes necessary to "tune out" this capacitive reactance either by means of a series loading coil, or by use of an $L, T$, or $\pi$ matching network. Regardless of the matching circuit used, there will always be some loss in it that will be at least as large as the loss that occurs in a simple loading coil, so the efficiency to be expected can be estimated on the basis of the
latter connection. In the actual and equivalent antenna coupling circuits indicated in Fig. 14-2, the power radiated will be

$$
P_{r}=I_{a}{ }^{2} R_{a}=\frac{I_{a}{ }^{2} X_{a}}{Q_{a}}
$$

The power lost in the coil will be ap roximately

$$
P_{L} \approx I_{a}{ }^{2} R_{L} \approx \frac{I_{a}{ }^{2} X_{L}}{Q_{L}}
$$

$Q_{a}=X_{a} / R_{a}$ and $Q_{L}=X_{L} / R_{L}$ are the $Q$ 's of the antenna and loading coil respectively. Remembering that in the matched condition


Fig. 14-2. An actual antenna coupling circuit and its equivalent circuits.
$X_{L}$ and $X_{a}$ are nearly equal, it is seen that the efficiency is given by

$$
\text { Efficiency }=\frac{Q_{L}}{Q_{a}+Q_{L}}
$$

For very short antennas, $Q_{a} \gg Q_{L}$ and $X_{a} \approx Z_{0}{ }^{\prime} / \beta H$ so that

$$
\begin{equation*}
\text { Efficiency } \approx \frac{Q_{L}}{Q_{a}} \approx \frac{10 Q_{L}}{Z_{0}^{\prime}}(\beta H)^{3} \tag{14-5}
\end{equation*}
$$

Equation (5) shows that for very short vertical antennas without top loading the efficiency varies approximately as the cube of the antenna length.

Considerations similar to the above also apply in the case of short receiving antennas. The effective length, and hence the induced voltage, of a short receiving antenna is proportional to its physical half-length $H$, and, as was shown previously, its radiation resistance is proportional to the square of $H$. Therefore, in theory,
the maximum power which can be absorbed by a matched load, viz.,

$$
W=\frac{V^{2}{ }_{\text {ind }}}{4 R_{\text {rad }}}
$$

is independent of the half-length $H$, for small values of $H$. Actually, when coupling circuit losses are taken into account it can be shown (see problem 6) that the efficiency, and, therefore, the maximum useful received power tends to vary as the cube of the length for very short antennas.


Fig. 14-3. Field intensity at one mile at $0=93$ degrees for one kw radiated from a ground-based vertical monopole of height $H$.
14.02 Broadcast Antennas. Because of their economic importance broadcast antennas have received a great deal of attention in the literature. The factors of most concern are the height and current distribution (which determine the vertical pattern), the driving-point impedance, losses, efficiency, and, in the case of an array, the horizontal pattern.

As the height $H$ of a ground-based vertical antenna is increased from a very short height, the field intensity on the horizon ( $\theta=90$ degrees) for a given power input first increases, and then decreases as shown* in Fig. 14-3. This dependence of the field intensity upon

[^57]height of the antenna is a result of the change in vertical pattern with height of antenna. This effect is illustrated in Fig. 12-2 for the equivalent dipoles of length $L=2 H$. For $H$ very small, the vertical pattern is given by $\sin 0$, and the shape of this pattern changes quite slowly with height to $H=\lambda / 4$, where the pattern is given by Fig. 12-2b. (Of course, only the top half of this pattern applies for ground-based monopoles.) Because the high-angle (sinall $\theta$ ) radiation has been decreased, the field intensity at $\theta=90$ degrees for a given poiver radiated will be greater, but at $H=\lambda / 4$ the increase in field intensity over a very short monopole is only about 7 per cent. Above $H=\lambda / 4$ the field intensity at $\theta=90$ degrees continues to increase, reaching a maximum at $H=0.64 \lambda$, and then decreasing sharply to zero at $H=\lambda$. The decrease above $H=0.64 \lambda$ is due to the fact that the secondary, high-angle lobe, which begins to appear above $H=0.5 \lambda$, is now quite large, and hence more power is being radiated at these high angles. In broadcast work where the desired coverage is obtained by meens of the surface wave alone (the wave radiated at $\theta=90$ degrees), this high-angle radiation is deleterious for two reasons. First, it takes power which otherwise could be used to increase the field intensity of the main lobe. Second, at night, instead of being absorbed in the ionosphere as they are during the day, the waves radiated at these high angles are reflected back to earth, giving strong signals hundreds and even thousands of miles from the transmitter. In the early days of broadcasting this was a desirable result, but with the present large number of broadcast stations requiring approximately 20 stations per channel, this sky wave transmission causes severe interference with the local coverage of transmitters on the same frequency or adjacent channels, and so must be reduced to a minimum. For this reason, although the theoretical "optimum" height of $0.64 \lambda$ gives a maximum value of low-angle radiation, a somewhat smaller height gives a better ratio of low-angle to highangle radiation. A height of $0.59 \lambda$ is one that is often used in present-day practice.

The vertical pattern of a broadcast antenna is also dependent to a small extent upon the change in cross section with height. A uniform cross section antenna has a current distribution that differs only slightly from a sinusoidal cistribution. However when a tower is tapered from a large cross section at the bottom to a small cross
section at the top, as it often is for mechanical reasons, the current distribution departs from the sinusoidal. The chief effect is that the current near the top is less than that which would result if the tower were uniform. For diamond-shaped antennas, the effect is more complicated. The current amplitude tends to be increased above the sinusoid, where the cross section is large, and decreased below it, where the cross section is small. Tapered towers are often self-supporting, but uniform and diamond-shaped antennas must be guyed. In general, the presence of these steel guy wires will affect both the pattern and impedance of the antenna, but these effects can be kept small by sectionalizing the guy wires with insulators, so that the current flowing in each short high-reactance section is kept small.

Losses and Efficiency. Losses in an antenna system may be divided into four classifications: (1) ohmic losses in the conductor, (2) dielectric losses in the base insulator, (3) losses in the coupling coil or matching network, (4) losses in the ground system. Ohmic losses in the conductor are negligibly small provided that the antenna cross section is sufficiently large (a condition always met in tower antennas), and that the tower members are thoroughly bonded. The power loss in the insulator(s) is generally quite small and almost always less than $11 / 2$ per cent of the total power input for broadcast antennas. However, for electrically short antennas that require large driving voltages, the percentage power loss in the insulator may become large, especially in wet weather. Losses in the matching network can be kept small by proper design, and by use of low-loss inductors. In general, losses occurring in the ground adjacent to the antenna will be quite large unless an adequate ground system is used. These ground losses may be divided into $V^{2} G$ or "dielectric" losses (which are proportional to the base voltage) and $I^{2} R$ or "ohmic" losses (which are proportional to the antenna current). The "dielectric" loss occurs near the base in the layer of earth above the ground wires. It is important only when the base voltage is high, as for example in the case of electrically short antennas. This type of loss may be reduced by use of a ground screen placed above the earth in the immediate vicinity of the antenna. The "ohmic" loss is due to the ground "return" current flowing through the finite impedance of the earth. This
loss can be calculated (approximately) by computing the magnetic intensity at the surface of the earth in the neighborhood of the antenna on the basis of no loss (perfectly conducting earth). Then, assuming that the fields, and hence the ground currents, do not change appreciably when the earth has loss, the radial surface current density $J \rho$ is known, and therefore the loss per square meter $J_{\rho}{ }^{2} R_{z}$ can be calculated. The percentage of power lost in the ground depends upon the antenna height and the conductivity of the earth. It varies from a few per cent for a half-wave monopole on an earth of good conductivity up to about 75 per cent for a short monopole on a poorly conducting earth. However, in all cases these losses can be reduced almost to zero by using a suitable ground system. A grounding system composed of about 120 radial wires, each about half a wavelength long and buried a few inches beneath the surface of the earth, has proven to give almost total reduction of ground losses. Fewer wires can be used, but the loss reduction is then not so complete.

Broadcast Antenna Arrays. More often than not it is desirable to modify the horizontal pattern of the field intensity radiated by a broadcast transmitter, and this requires an array of two or more antennas. One reason for changing the horizontal radiation characteristic from a circular pattern exists when the potential audience lies on one side of the station rather than all around it. A more compelling reason exists when a station desires a frequency and power that will give more than local coverage. The Federal Communications Commission then requires that the station install a directional array that will "protect" stations on the same or adjacent channels, that lie within the radius of several hundred miles. Such protection consists of reducing the field intensities below certain specified levels in those particular directions, and this, in turn, requires a directional pattern which has a certain definite number and location of nulls or minima. In general, the more stations that must be protected, the greater will be the number of antennas required for the array. Arrays consisting of from two to five elements are common. The calculation of the patterns of such arrays has been considered in chap. 12. However after the correct current ratios have been cornputed there remains the problem of determining the driving point impedances, and designing the
matching nctworks to feed the elements with currents that have the correct magnitudes and phases. The design of matching networks that will produce a specified phase shift is a circuit problem that has been solved* to give the required reactances for the elements of a $T$ or $\pi$ section in terms of the impedances to be matched and the phase shift desired. A simple example of a broadcast array design problem will be given.

The equivalent $T$ or $\pi$ section of a network of impedances can be expressed in terms of the image impedances $Z_{i_{1}}$ and $Z_{i 2}$, and the image transfer constant $\theta$ by the following relations. $\dagger$

For a $T$ section

$$
\left.\begin{array}{l}
Z_{1}=\frac{Z_{i_{1}} \cosh \theta-\sqrt{Z_{i_{1}} Z_{i_{2}}}}{\sinh \theta}  \tag{14-6}\\
Z_{2}=\frac{Z_{i_{2}} \cosh \theta-\sqrt{Z_{i_{1}} Z_{i_{2}}}}{\sinh 0} \\
Z_{3}=\frac{\sqrt{Z_{i_{1}} Z_{i_{2}}}}{\sinh \theta}
\end{array}\right\}
$$

For a $\pi$ section,

$$
\left.\begin{array}{l}
Z_{A}=\frac{Z_{i_{1}} Z_{i_{2}} \sinh \theta}{Z_{i_{2}} \cosh \theta-\sqrt{Z_{i_{1}} Z_{i_{2}}}}  \tag{־}\\
Z_{B}=\sqrt{Z_{i_{1}} Z_{i_{2}}} \sinh \theta \\
Z_{C}=\frac{Z_{i_{2}} Z_{i_{2}} \sinh \theta}{Z_{i_{1}} \cosh \theta-\sqrt{Z_{i_{1}} Z_{i_{2}}}}
\end{array}\right\}
$$

For matching networks of pure reactances the complex image transfer constant $\theta$ will reduce to the pure imaginary $j B$, and, considering those cases where the image impedances are pure resistances ( $Z_{i_{1}}=R_{1,}, Z_{i_{2}}=R_{2}$ ), the appropriate expressions for $T$ and $\pi$ reactance networks are

[^58]$T$ section
\[

\left.$$
\begin{array}{rl}
Z_{1} & =-j \frac{R_{1} \cos B-\sqrt{R_{1} R_{2}}}{\sin B}  \tag{14-8}\\
Z_{2} & =-j \frac{R_{2} \cos B-\sqrt{R_{1} R_{2}}}{\sin B} \\
Z_{3} & =-j \frac{\sqrt{R_{1} R_{2}}}{\sin B}
\end{array}
$$\right\}
\]

$\pi$ section

$$
\left.\begin{array}{rl}
Z_{A} & =j \frac{R_{1} R_{2} \sin B}{R_{2} \cos B-\overline{\sqrt{R_{1} R_{2}}}}  \tag{14-9}\\
Z_{B} & =j \sqrt{\overline{R_{1} R_{2}} \sin B} \\
Z_{C} & =j \frac{R_{1} R_{2} \sin B}{R_{1} \cos B-\sqrt{\overline{R_{1} R_{2}}}}
\end{array}\right\}
$$

The angle $B$ is the phase shift (lag) introduced by the network. If the impedances to be matched have reactance as well as resistance, a $T$ section can be designed to match the resistances, and then a sufficient reactance can be added to each of the values calculated for the series arms to cancel the reactances of the terminating impedances. If a $\pi$ network is desired, the resulting $T$ can then be transformed to the equivalent $\pi$.

An $L$ network can also be used to match two resistances. However, the phase shift then cannot be chosen at will, but is determined by the image impedances. Formulas for an $L$ network are obtained by putting one series arm, say $Z_{2}$ of a $T$ section equal to zero. Then for an $L$ reactance network ( $Z_{2}=0$ ),

$$
\begin{gather*}
\cos B=\sqrt{\frac{R_{1}}{R_{2}}} \quad Z_{1}=j \sqrt{R_{1}\left(R_{1}-R_{2}\right)} \\
Z_{3}=-j R_{2} \sqrt{\frac{R_{1}}{\kappa_{2}-R_{1}}} \tag{14-10}
\end{gather*}
$$

(For this $L$ network $R_{2}$ must be greater than $R_{1}$, but of course the network can always be turned around.).

## Example 1:

Two quarter-wavelength tower antennas spaced one quarter-wavelength apart are to be fed with equal currents, but with the current $I_{B}$ lagging $I_{A}$
by 90 degrees. Design the appropriate matching networks. The antennas are to be supplied by $70-\mathrm{ohm}$ concentric cable, and the transmitter is designed to feed a 70 -ohm line.

An appropriate feeding arrangement is shown in Fig. 14-4. The first step is to find the driving-point impedances of the antennas. From Fig.


Fig. 14-4. Feeding arrangement for a two-element broadcast antenna array.

11-6 the mutual impedance between two quarter-wave monopoles at $\lambda / 4$ spacing is

$$
Z_{12}=25 /-35^{\circ}=21-j 14
$$

For the mesh impedances $Z_{11}$ and $Z_{22}$, the self-impedance of a quarterwave monopole can be used. That is,

$$
Z_{11}=Z_{22} \approx 37+j 22
$$

For an array that has already been erected $Z_{11}, Z_{22}$, and $Z_{12}$ can be obtained by measurement. However, ordinarily, preliminary calculations at least must be made before construction starts. From eq. (11-9), and remembering that $I_{A}=j I_{B}$, the driving-point impedances will be

$$
\begin{aligned}
& Z_{A^{\prime}}=\frac{V_{A}}{I_{\Delta}}=37+j 22-j(21-j 14)=23+j 1 \\
& Z_{B_{B}^{\prime}}=\frac{V_{B}}{I_{B}}=(37+j 22)+j(21-j 14)=51+j 43
\end{aligned}
$$

Since a single three-element network can give the desired phase shift, the other three networks can be designed for impedance matching only. $L$ networks are the simplest and most efficient for this purpose.

Network 1 must match the impedance $23+j 1$ to a resistance of 70 ohms. Then $R_{1}=23$ and $R_{2}=70$ and from eqs. (10) the required reactance to match these resistances are
with

$$
\begin{array}{ccc}
Z_{1}=j 32.9, & Z_{3}=-j 49.0 \\
\cos B_{1}=0.70 & \text { or } & B_{1}=+55 \text { degrees }
\end{array}
$$

If a reactance of $-j 1$ is added to $Z_{1}$, it will cancel the positive 1 -ohm reactance of the load impedance.

Therefore

$$
Z_{1}=j 32.9-j 1=j 31.9
$$

In a similar manner for network 2 it is found that for this network

$$
Z_{1}=-j 11.9 \quad Z_{2}=-j 114.8 \quad B_{2}=31 \text { degrees }
$$

Networks 3 and 4 must be designed to satisfy the following requirements.
(1) The input resistances of the two networks must be such that each will absorb the proper amount of power for its respective antenna. Therefore the input resistance must have the ratio $R_{4} / R_{3}=P_{4} / P_{B}=23,5_{1}$.
(2) The two networks in parallel must present a resistance of 70 ohms to the transmitter.
(3) The phase shifts must be such that the total phase shift between generator and antenna $B$ will be 90 degrees greater than the phase shift between generator and antenna $A$. To satisfy simultaneously conditions (1) and (2), the required input resistances are

$$
R_{3}=225 \mathrm{ohms} \quad R_{4}=101.2 \mathrm{ohms}
$$

Designing network 3 as an $L$ network to match a resistance 225 ohms (call this $R_{2}$ ) to 70 ohms (call this $R_{1}$ ) gives for this network

$$
Z_{1}=j 104.2 \quad Z_{2}=-j 151.2 \quad B=56 \text { degrees }
$$

In general the line lengths to the two antennas will not be equal. Assume line 2 is 70 electrical degrees larger than line 1. Then

$$
\begin{aligned}
B_{1}+B_{3}+90^{\circ} & =B_{2}+B_{4}+70^{\circ} \\
B_{4} & =100^{\circ}
\end{aligned}
$$

Thus, for network 4,

$$
B=100^{\circ} \quad R_{1}=70 \quad R_{2}=101.2
$$

Using a $\pi$ network, the required values for the elements are

$$
Z_{A}=-j 68.6 \quad Z_{B}=j 82.6 \quad Z_{C}=-j 72.8
$$

The complete system will appear as shown in Fig. 14-5.
14.03 High-frequency (Short-wave) Antennas. The high-frequency band nominally covers the range of frequencies from 3 to 30 mc , but for the purposes of this section it will be considered to include frequencies down. to about 2 mc . As the frequency is increased above the broadcast band, attenuation of the surface wave becomes very large and propagation by such means is restricted to local coverage within a few miles of the transmitter. Longer distance transmission at the high frequencies makes use of sky wave or ionospheric propagation. The subject of ionospheric propagation


Fig. 14-5
is dealt with in chap. 17, and here it will be sufficient to point out that the higher frequencies in this band are useful for long-distance communication up to several thousand miles, whereas the lower frequencies are suitable for communication over distances less than about 500 miles. The higher frequencies suffer less attenuation, but are not reflected back to earth at the high angles of inciderce required for short-distance communication. An indication of frequencies most suitable for transmission over different distances under average conditions is given in Table I. The frequencies listed in Table I are meanit to scrve as a rough guide only. The actual optimum frequency for any cistance varies daily, seasonally,
and also with the 11-year sun spot cycle, and the methods of chap. 17 should be used for a more precise determination. In general, for short distances the lower frequencies and high-angle radiation will be required; whereas for long distances higher frequencies and lowangle radiation will be needed.

In the high-frequency band it becomes practical and desirable to use elevated antennas. At these frequencies, ground system losses of ground-based vertical antennas become quite large. The use of elevated antennas gives a certain amount of control over the vertical pattern, which is very desirable. Usually, but not always,

TABLE I
Usadie Fiequencies (Megacycles)

| Distance <br> (miles) | Cummer <br> day | Summer <br> night | Winter <br> day | Winter <br> night |
| :---: | :---: | :---: | :---: | :---: |
|  | 13 | $8-14$ | 18 | $5-8$ |
| 5000 and up | 18 | $6-14$ | $14-18$ | $4-8$ |
| 3000 | $16-18$ | $5-12$ | $12-18$ | $4-6$ |
| 2000 | $12-10$ | $4-8$ | $10-12$ | $3-6$ |
| 1000 | $8-12$ | $2-6$ | $6-10$ | $2-5$ |
| 500 | $C-8$ | $2-4$ | $5-6$ | $2-4$ |
| 300 | 5 | $2-4$ | 4 | $2-4$ |
| 150 | $2-4$ | $2-4$ | $2-5$ | $2-5$ |
| 50 |  |  |  |  |

the elevated antenna is horizontal. $\Lambda$ horizontal receiving antenna is less responsive to local generated (man-made) noise which is propagated as a predominantly vertically polarized surface wave. In general, an elevated horizontal antenna is more convenient to excite, bearing in mind the desirability of keeping the antenna and feed line at right angles to each other. One of the most common high-frequency antennas is the simple center-fed halfwave dipole.

The Practical Half-wave Dipole. The directional and impedance characteristics of the theoretical infinitely thin dipole having a sinusoidal current distribution have been considered in previous chapters. An actual half-wave dipole has a finite diameter and a current distribution that is not sinusoidal. These differences affect both its directional characteristics and its impedance. However, the difference between the theoretical and actual radiation patterns
of the center-fed half-wave dipole is negligible, and for all practical purposes the theoretical pattern can be used. The effect on impedance characteristics is much more pronounced. Reference to the impedance curves of Figs. 13-12, 13-13 and 13-14 shows that for finite-diameter antennas the radiation resistance at a physical halfwavelength is greater than 73 ohms and the reactance is inductive. However, in practice a "half-wave dipole" refers to a resonantlength dipole (for which the reactance is zero). For finite-diameter antennas the resonant length is less than a physical half-wavelength by an amount that depends upon the thickness of the antenna, but that is of the order of 5 to 10 per cent. Because the radiation resistance varies rapidly with length in this region, the radiation resistance of a finite-diameter dipole at the resonant length may be of the order of only 65 to 72 ohms-somewhat less than the theoretical 73 ohms.

In addition to the above effects, an actual dipole is always located above the ground or other supporting and reflecting surface, so that the theoretical free-space conditions do not apply. The effect of the presence of a perfectly-conducting ground on the input impedance of the antenna can most readily be accounted for by replacing the ground by an appropriately-located image antenna carrying an equal current in proper phase, and then computing the driving-point impedance under those conditions by the methods of chap. 11. Figure 14-6 shows how the input impedance of a (theoretical) half-wave dipole varies with distance above a ground plane that is assumed perfectly conducting. In general the input impedance now has a reactive component as well as resistance, and the magnitude of the resistance oscillates about the free-space value of 73 ohms . For a practical dipole a similar effect could be expected, with the input resistance oscillating about the actual free-space value. The effect of a finitely conducting ground could be determined in a similar manner, the only difference being that the image antenna would carry a current, the magnitude and phase of which would depend upon the actual reflection coefficients of the earth (see chap. 16). The final results would be similar to those of Fig. 14-6, except that the amplitude of oscillation about the free-space impedance would be slightly less, with a slight shift in the actual heights above ground at which the maximum and minimum imped-ances occurred. Because of irregularities of the ground itself, and
unknown reflections from buildings, trees, and other surrounding objects, some deviation from the theoretical values must always be expected.

The effect of the presence of the ground on the vertical radiation pattern can also be obtained by use of the image principle. In Figs. 16-7 through 16-11 are shown the vertical patterns of short vertical and horizontal dipoles above earths of various conductivi-
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Fig. 14-6. Variation of the radiation resistance of a theoretical half-wave dipole with height above a perfectly conducting earth.
ties. For greater heights above the earth the vertical pattern becomes multilobed. The approximate location of the maxima and minima of the pattern can be obtained by considering the perfect ground case and using the principle of multiplication of patterns as in chap. 12. For horizontal antennas in the plane perpendicular' to the axis of the antenna the factor by which the free-space pattern must be multiplied to account for the effect of the ground is

$$
\begin{equation*}
2 \sin \left(\frac{2 \pi h}{\lambda} \sin \psi\right) \tag{14-11}
\end{equation*}
$$

where $h$ is the height of the center of the antenna above ground and $\psi$ is the angle of elevation above the horizontal. The first maximum in this pattern occurs at an angle $\psi_{m l}$ which is given by

$$
\sin \psi_{m l}=\frac{\lambda}{4 \bar{h}} \quad\left(h>\frac{\lambda}{4}\right)
$$

For a vertical antenna the corresponding ground-effect factor for a perfectly conducting earth is

$$
\begin{equation*}
2 \cos \left[\frac{n \pi h}{\lambda} \sin \psi\right] . \tag{14-12}
\end{equation*}
$$

For finitely conducting earth, expression (11) should give a good approximation to the actual multiplying factor for all angles of $\psi$ because, for horizontal polarization, the reflection factor of an imperfect 'earth is always nearly equal to minus one (Fig. 16-3). However for vertical àntennas, expression (12) will give reasonably good results oṇly for large angles of $\psi$. As; will :be shown in chap. 16 (Fig. 16-4), for angles of $\psi$ less than about 15 degrees (the "pseudoBrewster angle"); the phase of the reflection factor is nearer to 180 degrees than it is to zero, and the use of (12) for low angles of $\psi$ would lead to crroneous results.

In the vertical plane parallel to the axis of a horizontal antenna, the radiation is vertically polarized, and it is the reflection factor for vertical polarization that must be used in determining the effect of the ground. This means that for large angles of $\psi$, the reflection factor will be approximately plus one, but for small angles (below about 15 degrees) it will more nearly approximate minus one. This result has an effect of some practical importance in connection with low-angle radiation or reception off the end of a horizontal antenna. Because the vertical components of the direct and reflected waves are oppositely directed as they leave the horizontal antenna, they will have the same direction (or phase) after reflection of the reflected wave by the imperfect ground. Therefore, at low angles, direct and reflected waves will tend to add instead of cancel, resulting in a relatively strong vertically polarized signal off the end of a horizontal antenna.

Methods of Excitation. Several common methods of feeding halfwaye antennas are illustrated in Fig. 14-7. Figure 14-7a shows the
balanced-line type of center feed. Because of the mismatch between the high characteristic impedance of open-wire lines and the low input resistance of a resonant dipole, this manner of excitation results in standing waves on the feed line as indicated in the figure. However with solid-dielectric, low-impedance lines this mismatch can ke almost completely eliminated, but there is now


Fig. 14-7. Common methods of exciting high-frequency antennas.
some loss in the dielectric. The "delta-match" or "shunt-feed" arrangement of Fig, 14-7b can result in a good impedance match and low standing waves on the feed-line of the various dimensions are properly chosen.

Probably the simplest of all possible methods of excitation is the single-wire line "end-fed" arrangement of Fig. 14-7c. In this case the vertical "transmission line" also radiates energy, a result that may or may not be desired. By tapping on the vertical wire at a lower impedance point along the horizontal antenna as in d , a better impedance match and lower standing-wave-ratio on the feed
line can be obtained.* This results in smaller radiation from the vertical wire, which now carries a traveling-wave current distribution. Optimum dimensions for the types of feed shown in $b$ and $d$ are dependent on the height of the antenna above ground and upon the conductivity of the ground. They may be determined by trial in each case.

Long-wire Antennas. The single-wire feeds of Figs. 14-7c and d are also suited to the excitation of horizontal long-wire antennas. When such antennas are unterminated (that is, open at the far end), the current distribution is chiefly that of a standing wave, and the antenna should preferably be cut to a resonant length, so that the input impedance is resistive. However, with the resonant-line feed of Fig. 14-7c it is usually possible to tune-out a certain amount of reactance at the point of coupling between transmitter and feed line. The patterns of end-fed resonant long-wire antennas are multilobed patterns given by the expressions

$$
\begin{equation*}
E=\frac{60 I}{r}\left[\frac{\cos (\pi L / \lambda \cos \theta)}{\sin \theta}\right] \tag{14-13a}
\end{equation*}
$$

for wires that are an odd number of half-waves long, and

$$
\begin{equation*}
E=\frac{60 I}{r}\left[\frac{\sin (\pi L / \lambda \cos \theta)}{\sin \theta}\right] \tag{14-13b}
\end{equation*}
$$

for wires that are an even number of half-waves long. Qualitative patterns for these antennas can be obtained by inspection through use of the principle of multiplication of patterns. The theoretical current distribution and calculated pattern for a two-wavelength end-fed long-wire antenna are shown in Figs. 14-8a and b. Since the actual current distribution consists of a traveling wave as well as a standing wave (because of loss due to radiation), the actual patterns will differ from the theoretical as was pointed out in section 12-03. The chief effect of this difference is to tilt the lobes towards the unfed end. This difference between actual patterns and theoretical patterns (based on standing waves only) is much less in the case of center-fed antennas.

[^59]If a long-wire is terminated in a resistance equal to its characteristic impedance the current distribution along it is essentially that of a traveling wave, and its pattern will have the general shape of that shown in Fig. 12-3. The longer the wire, the smaller will be the angle between the wire and the first or main lobe. The important difference between the patterns of terminated and unterminated wire antennas is the absence of large rear lobes in the former.

(a)

(b)

Fig. 14-8. (a) Theoretical current distribution and (b) radiation pattern of a two-wavelength end-fed antenna.
Rhombic Antennas. One of the most useful of the terminatedwire type of antennas is the rhombic antenna (Bruce antenna). This antenna, shown in Figs. 14-9a and 14-9b, consists essentially of a set of four long-wire antennas arranged in such a manner as to have reinforcement of the main beam lobes in the forward direction. Because of the importance of this antenna (rhombics or arrays of rhombics are used on most long-distance commercial circuits) complete design equations have been worked out, and design data may be found in books and handbooks. By terminating one rhombic in a second rhombic, a two-element rhombic array having improved efficiency and greater directivitv results.

High-frequency Antenna Arrays. In order to obtain increãsed directivity for point-to-point communication, commercial companies have built many different kinds of antenna arrays. Besides the broadside "curtain array" these include antennas and arrays having such descriptive names as V , double V (or W), stacked V's, fish-. bone antennas, and many others. Details on these various types.


Fig. 14-9. Rhombic antennas.
may be found in the Proceedings of the IRE and other technical journals.

Parasitic Antenna Arrays. If a short-circuited antenna element is placed near an antenna carrying current there is induced in the shorted element a voltage, the magnitude and phase of which depend on the mutual impedance between the elements. The current that flows in the shorted element as a result of this induced voltage depends upon the impedance of the element. By proper control of the phase of this current a certain amount of desirable directivity can be obtained. One, two, or more such "parasitically excited" elements are often used with a driven element to form a parasitic
array. The close spacing required between elements results in a compact array which can be mounted on a light, rotatable frame. The steerable directivity of this rotary-beam antenna, as it is called, has led to its extensive use at the upper end of the high-frequency band, and also in the very high frequency band for FM and television reception.

The magnitude and phase of the current in a parasitic element can be varied by adjusting its length and its spacing from the driven clement. Fairly close spacings, between $0.1 \lambda$ and $0.25 \lambda$ are required in order to obtain a sufficiently large current, but the actual spacing is not too critical as long as the length is correctly adjusted for each spacing. When the phasing of the current in a parasitic clement is such that the main lobe is on the same side of the driven clement as the parasitic, the parasitic element is called a director. When the main lobe is on the opposite, side, the term reflector is used. For a single director element used with a driven element, the optimum spacing* is about $0.1 \lambda$. For a reflector alone with a driven element the optimum spacing is about $0.15 \lambda$. When both director and reflector are used together, these spacings are not necessarily still optimum, but they are often used. When the spacings have been selected, the mutual impedances between elements can be obtained from curvés such as those of Figs. 11-6 through 11-10. Then for any selected lengths (and hence impedances) of parasitic elements, the currents which will result can be calculated by solving the mesh equations. $\dagger$

$$
\begin{aligned}
V_{1} & =I_{1} Z_{11}+I_{2} Z_{12}+I_{3} Z_{13} \\
0 & =I_{1} Z_{21}+I_{2} Z_{22}+I_{3} Z_{23} \\
0 & =I_{1} Z_{31}+I_{2} Z_{32}+I_{3} Z_{33}
\end{aligned}
$$

A sample computation will be carried through to indicate the various factors involved.

Example 2: Design a horizontal threc-element parasitic array for 29 mc . The reflector will be spaced $0.15 \lambda$ and the director $0.10 \lambda$ from the driven
*G. H. Brown, "Directional Ántennas," Proc. IRE, 25., 1, 78-145. (1937).
$\dagger$ For the solution of these equations the values of the mesh impedances $Z_{11}, Z_{22}$, and $Z_{33}$ are required. In general these are not known, and it is customary to use in their stead the self-impedances, $Z_{s i} ; Z_{i x,}$ and $Z_{88}$ as explained in section 11-03. Although less justifiable for these close-spaced arrays, the same procedure will be followed here. It is expected that the results obtained will be at least of the correct order of magnitude.
element. The diameter of the elements will be $13 / 2$ inches. Investigation by a cut-and-try method has shown that a good front-to-back ratio is obtained when the reactances of the director (antenna 2) and reflector (antenna 3) are chosen to be

$$
\begin{aligned}
& X_{22}=-j 30 \quad X_{38}=+j 65 \\
& f= 29 \mathrm{mc} \quad \frac{T_{0}}{\lambda}=\frac{0.750}{34 \times 12}=0.00184 \\
& \lambda=34 \mathrm{ft}
\end{aligned}
$$

Then

For this problem the curves of Fig. 11-12 prove most convenient. From them it is found that

| $X_{22}=-j 30$, | $R_{22}=55.6$, | $Z_{22}=63.2 /-28.4^{\circ}$, | $L_{2}=0.455 \lambda$ |
| :--- | :--- | :--- | :--- |
| $X_{33}=+j 65$, | $R_{33}=80$, | $Z_{33}=103 / 39.1^{\circ}$, | $L_{3}=0.515 \lambda$ |

Solving the mesh equations gives

$$
\begin{aligned}
& \frac{I_{2}}{I_{1}}=\frac{Z_{31} Z_{23}-Z_{21} Z_{33}}{Z_{22} Z_{33}-\left(Z_{23}\right)^{2}} \\
& \frac{I_{3}}{I_{1}}=\frac{Z_{21} Z_{23}-Z_{31} Z_{22}}{Z_{22} Z_{33}-\left(Z_{23}\right)^{2}}
\end{aligned}
$$

From mutual-impedance curves the mutual impedances involved are found to be

$$
\begin{aligned}
& Z_{31}=60.8 /-6.7^{\circ} \\
& Z_{21}=67.9 /+6.4^{\circ} \\
& Z_{23}=49.7 / \underline{/-34.8^{\circ}}
\end{aligned}
$$

Using these values,

$$
\frac{I_{2}}{I_{1}}=1.135 /-143.1^{\circ} \quad \frac{I_{3}}{I_{1}}=0.0834 / 67.1^{\circ}
$$

The horizontal pattern of the array will be given (Fig. 14-10) by

$$
\begin{aligned}
& E=k\left\{I_{1}+I_{2} / \beta d_{2} \cos \phi\right. \\
& +I_{2} / \underline{\left.-\beta d_{3} \cos \phi\right]}\left[\frac{\cos \left(\frac{\pi}{2} \sin \phi\right)}{\cos \phi}\right] \\
& E=k I_{1}\left[1+\left|\frac{I_{2}}{I_{1}}\right| \underline{/ \alpha_{2}+\beta d_{2} \cos \phi}+\left|\frac{I_{3}}{I_{1}}\right| \frac{/ \alpha_{3}-\beta d_{3} \cos \phi}{}\right]\left[\frac{\cos \left(\frac{\pi}{2} \sin \phi\right)}{\cos \phi}\right]
\end{aligned}
$$

Inserting the values for $I_{2} / I_{1}$ and $I_{3} / I_{1}$, it is found that:

$$
\frac{E_{0^{\circ}}}{E_{180^{\circ}}}=\frac{1.30}{0.2}=6.5
$$

which is the front to back ratio. Solving for $V_{1} / I_{1}$ in the mesh equations, the input impedance of the array is found to be

$$
\begin{aligned}
& Z_{1}=Z_{11}+\frac{I_{2}}{I_{1}} Z_{12}+\frac{I_{3}}{I_{1}} Z_{18} \\
& Z_{1}=Z_{11}-53.5-j 48.4 \\
& R_{1}=R_{11}-53.5 \\
& X_{1}=X_{11}-48.4
\end{aligned}
$$

Since the array should present a resistive load to the transmission line, we assign a value of $X_{11}=+j 48.4$


Fig. 14-10
From the curves of figure 11-12

$$
X_{11}=+j 48.4 \quad R_{11}=75 \quad L_{1}=0.505 \lambda
$$

Then the input impedance will be

$$
Z_{1}=R_{1}=75-53.5=21.5 \quad \text { ohms }
$$

The low input resistance is typical of these close-spaced arrays. It can be increased to match commercially available transmission line by using a folded dipole for the driven element. A problem on this is given at the end of section 14-04.

Sec. 14.04 Very High Frequency Antennas. In the v-h-f band ( $30-300 \mathrm{mc}$ ) a half-wave antenna is a convenient physical size, and transmission line matching sections are easy to construct, so that optimum design of an antenna system becomes easier to achieve. Besides aircraft and point-to-point communication applications, this range includes frequency modulation and television. For the latter services band width becomes a consideration, so that wideband matching circuits are of importance.

Stub-matched and Folded Dipoles. A simple dipole has an input impedance that is too low for direct connection to an ordinary openwire transmission line, and some sort of impedance matching arrangement is required if the desirable condition of no standing waves on the line is to be attained.' An easy way of obtaining this match is by means of the stub-matched dipole shown in Fig. 14-11. By making the length $L=2 H$ somewhat less than a half-wavelength, the input impedance will be a capacitive reactance in series with the radiation resistance. For a length $s$ of stub line less than $\lambda / 4$, the input impedance of the shorted transmission line will be


Fia. 14-11. Stub-matched dipole.
an inductive reactance, the magnitude of which can be adjusted to tune out the capacitance of the antenna. The resulting impedance at the terminals $a-b$ will be a pure resistance $R_{a r}$, the resistance of the parallel-resonant circuit. By proper choice of $L$ and $s$ this resistance can be adjusted to almost any value desired. The arrangement is good mechanically; because by extending the lines of the stub back beyond the shorting bar, the antenna can be mounted on, and a quarter wavelength in front of, a reflecting ground screen, without the use of insulators.

An alternative way of obtaining a high-impedance input is by means of the folded dipole described by Carter* and shown in Fig. 14-12. This method has the added advantage that it also increases

[^60]the bandwidth of the antenna, an important consideration in FM and television applications. The folded half-wave dipole consists essentially of two half-wave radiators very close to each other and connected together at top and bottom. As far as the antenna currents or radiating currents are concerned, the two elements are in parallel, and if their diameters are the same, the currents in the elements will be equal and in the same direction. If 1 amp flows in each element (at the center) the total effective current is 2 amp , and the power radiated will be $\left(2 I_{1}\right)^{2} R_{\text {rad }} \approx 4 \times 73 I_{1}{ }^{2}$ or 4 times that radiated by a single element carrying 1 ampere. However, the


Fia. 14-12. (a) Folded dipole. (b) Folded monopole. (c) Multi-element folded dipole.
current that is required to be delivered by the generator at the terminals $a-b$ is only 1 ampere, so that the input resistance is seen to be 4 times that of a simple dipole. If there are three elements of equal diameters connected together as in Fig. 14-11c, the input resistance will approximately be 9 times that of a simple dipole. If the elements are of unequal diameters, the currents will divide unequally between the elements. If it is assumed that the currents divide inversely as the characteristic impedances $Z_{01}$ and $Z_{02}$, so that

$$
\frac{I_{2}}{I_{1}}=\frac{Z_{01}}{Z_{03}}
$$

then if element 1 is the driven element, the input resistance will be

$$
\begin{equation*}
R_{\mathrm{in}}=\frac{\left(I_{1}+I_{2}\right)^{2} R_{\mathrm{rad}}}{I_{1}^{2}}=R_{\mathrm{rad}}\left(1+\frac{I_{2}}{I_{1}}\right)^{2}=R_{\mathrm{rad}}\left(1+\frac{Z_{01}}{Z_{02}}\right)^{2} \tag{14-14}
\end{equation*}
$$

As before $R_{\text {rad }}$ is the radiation resistance of a simple half-wave dipole (theoretically $R_{\text {rad }}=73 \mathrm{ohms}$, actually $R_{\mathrm{rad}}<73 \mathrm{ohms}$ ).

In order to understand the increased band width that results with the folded dipole arrangement, consider the simple half-wave (resonant-length) dipole of Fig. 14-13a which is connected in parallel at its terminals with a shorted quarter-wavelength line. At the resonant frequency the dipole resistance is in parallel with the input impedance of the transmission line, which is a resistance of very high value. Below resonance, the antenna impedance bccomes capacitive, but the transmission line impedance becomos inductive,


Fig. 14-13
and the parallel combination tends to remain nenrer unity power factor than does the antenna alone. Conversely, above resonance the antenna impedance becomes inductive and the line impedance becomes capacitive so that compensation is again obtained. Although compensation is far from perfect, because the susceptances are not equal and opposite, if the frequency is shifted far enough in either direction from the resonant frequency of the dipole, a point or perfect susceptance compensation (where the input impedance is a pure resistance) is again obtained. Below resonance this occurs for the same conditions that led to the stub-metched dipole of Fig. 14-11. Above resonance the point of perfect susceptance compensation occurs when the capacitive susceptance of the stub is just sufficient to tune out the inductive susceptance of the
antenna. Of course, the input resistance at these stub-matched or anti-resonant points will be considerably higher than at the resonant frequency, but for some purposes the resulting standingwave ratio is good enough over the range that the effective band width may be said to extend from one anti-resonant point to the other. This represents almost a two to one frequency range.

The above considerations apply directly to the folded dipole of Fig. 14-13, which has the stub line (actually two stub lines in series) as a built-in feature. The elements of the folded dipole then carry both the antenna currents, which are in the same direction in the two elements, and the transmission line currents, which are in opposite directions in the two elements of the dipole (Fig. 14-13b). At the resonant frequency the antenna currents are relatively large [ $I_{a}=\left(V / R_{\text {in }}\right)\left(V / 4 R_{\text {rad }}\right)$ in each element, at the center], whereas the transmission line currents are zero at the center, but have the value $I_{t}=V / 2 Z_{o t}$ at the ends, where $Z_{o t}$ is the characteristic impedance of each of the two shorted quarter-wave transmission line sections.

For FM broadcast reception a common type of antenna is a folded dipole made of flexible solid dielectric "twin-lead." For a transmission line made of such cable the phase velocity, and hence the length of a wavelength, is only about 80 per cent of the freespace values. Therefore an electrical quarter-wavelength section is only 0.8 times $\lambda / 4$ physically, and the physical line must be made shorter than would be the case with a free-space dielectric. On the other hand, the thin dielectric covering on the cable has almost negligible effect* on the apparent phase velocity and wavelength of the antenna currents, so that for resonance the physical length of the antenna should still be approximately $L \approx 0.95 \lambda / 2$ (that is $H \approx 0.95 \lambda / 4$ ). The method for satisfying these two conditions simultaneously is indicated in Fig. 14-14. The two elements are

[^61]cut to 0.95 times $\lambda / 2$, but the shorting connections are spaced only 0.8 times $\lambda / 2$ apart.

An added insight into the operation of the folded dipole (and also certain of the "baluns" described in the next part of this sec-


Fia. 14-14. Common type of "built-in" antenna for FM reception. tion) is provided by the superposition principle. Consider the operation of the folded monopole of Fig. 14-12b, which operation is identical with that of the corresponding folded dipole of Fig. 14-12a. The single zero-impedance generator may be replaced by three equivalent generators having equal voltages, zero internal impedances, and connections and polarity as shown in Fig. 14-15b. If $V_{1}=V_{2}=V_{3}=V / 2$, then a quick check shows that as far as the currents in the two elements are concerned, the operation of $14-15 \mathrm{~b}$ is identical with that of $14-15 \mathrm{a}$. In b generator $V_{3}$ causes equal antenna currents to flow in the same direction in elements 1 and 2. Generators $V_{1}$ and $V_{2}$ in series cause equal and opposite transmission line currents to flow in elements 1 and 2. Because


Fig. 14-15
points $B$ and $C$ have the same voltage at all times they could be joined together without affecting the operation (when all generators are generating) and the circuit of Fig. 14-15a would result. Now consider the superposition principle applied to the equivalent circuit b. By this principle the total currents flowing in any branch with
all generators generating is just the sum of the individual currents produced by each of the generators alone, the other generators being replaced by their internal impedances. With $V_{1}$ and $V_{2}$ not generating, $V_{3}$ sends equal antenna currents into the two elements 1 and 2 (assuming these elements to have equal diameters). With $V_{3}$ not generating, $V_{1}$ and $V_{2}$ send equal and opposite transmission line currents into the two elements. The total currents that actually flow are the sum of the two sets of currents. The impedance relations given previously follow directly. At resonance the transmission line currents at the input produced by $V_{1}$ and $V_{2}$ are approximately zero. The total antenna current is $V_{3} / R_{\text {rad }}$, where $K_{\mathrm{rad}}$ for a $\lambda / 4$ monopole is approximately 36.5 ohms . The antenna current in element 1 is one-half the total antenna current, or $I_{a 1}=V_{3} / 2 R_{\text {rad }}$. The actual applied voltage $V=2 V_{3}$, so the input impedance at resonance is $R_{\text {in }}=V / I_{a 1}=4 R_{\text {rad }}$.

Baluns. An ordinary dipole is a balanced load in the sense that for equal currents in the two arms, the arms should have the same impedance to ground. Such a load should be fed by a transmission line such as a two-wire line, which itself is "balanced to ground." However at very high and ultrahigh frequencies unbalanced coaxial lines are nearly always used, so the problem is encountered of transforming from an unbalanced to a balanced system or vice versa. The device that accomplishes this balance-to-unbalance transformation is called a balun. There are many different types baluns and four of the most common are shown in Figs. 14-16 and 14-17. In Fig. 14-16a, a balanced dipole antenna is shown connected directly to the end of an unbalanced (coaxial) line. The currents $I_{1}$ and $I_{2}$ must be equal and opposite. At the junction $A$, current $I_{2}$ divides into $I_{3}$, which flows down the outside of the outer conductor of the line and $I_{2}-I_{3}$ which flows on the second arm of the dipole. The current $I_{3}$ depends upon the effective "impedance to ground" $Z_{a}$, provided by this path along the outside of the conductor. This impedance can be made very high, thus inaking $I_{3}$ very small, by the addition of a quarter-wave skirt around the outer conductor as in Fig. 14-16b. With the skirt shorted to the conductor at the bottom, the impedance between the points $A$ and $B$, and therefore between $A$ and the effective ground part wherever it may be, is extremely large, being limited only by
the $Q$ of the shorted quarter-wave section. In the arrangement of $14-16 \mathrm{c}$ the dipole feed is balanced by making the impedance of the shunt paths from $A$ and $B$ to the common point $C$ equal. When the stub length is approximately a quarter of a wavelength, these equal shorting impedances are very large, and, in addition, the arrange-


Fia. 14-16. Baluns.
ment exhibits the desirable broad-band characteristics discussed in connection with Fig. 14-13a, to which it is exactly equivalent. Figure $14-16 \mathrm{~d}$ is a more practical version of the arrangement shown in c. Similar broad-band characteristics are obtained with the balun of Fig. 14-17a for which the equivalent circuit of Fig. 14-17b
may be drawn. The impedances $Z_{g}$, which shunt each side of the balanced load, are given by

$$
Z_{g}=j Z_{0} \tan \beta s,
$$

where $Z_{0}$ is the characteristic impedance of each of the parallel stubs.

Fr equency Modulation and Television Antennas. Folded dipoles, either alone or with parasitic elements, are frequently-used antennas for frequency modulation and television reception. The parasitic elements give an additional directivity, which is often very desirable, but they also increase the frequency sensitivity of the antenna. This comes about because the presence of the parasitic elements tends to decrease the actual band width, and, in addition, the radiation pattern changes rapidly with frequency so that the useful frequency range is further restricted. The decreased band width is rather important in television becausc of the wide-band requirements of this service. These requirements are of the order of 10 per cent for single-channel reception. If a single antenna is to be used for all channels, an

(a)

(b)

Fig. 14-17. Balun and "equivalent. circuit." antenna capable of covering approximately a four to one frequency range is required. For television transmitting antennas, band width requirements are very stringent indeed, because an almost perfect. match is required over the channel band width ( 6 mc ) if "ghosts" owing to multiple reflections on the line between transmitter and antenna are to be avoided.

In FM transmitting, the antenna problem is chiefly that of obtaining a circular pattern with horizontal (or circular) polariza-


Fig. 14-18. Some commercial models of FM and television antennas: (a) $R C A$ superturnstile or batwing; (b) $G E$ circular; (c) WE clover-leaf; (d) Federal square loop; (e) RCA pylon.
tion. Power gain is obtained from directivity in the vertical plane. Figure 14-18 illustrates five commercial types of FM and television transmitting antennas that achieve these ends by different means.

In Fig. 14-18a is sketched the superturnstile or batwing type of antenna, which obtains its almost circular horizontal pattern by
having the two sets of wings fed in phase quadrature. The ordinary turnstile arrangement consists of two crossed horizontal half-wave dipoles fed in quadrature. By replacing the dipoles with the winglike structure that is fed in phase along its length, wide band width as well as some desirable vertical directivity is obtained. This antenna is suitable for television transmission. In (b) a circular antenna has been formed by rolling a folded dipole almost into a circle, and then applying capacitive loading between the ends to improve the uniformity of current around the loop. The cloverleaf antenna of (c) consists of four small loops fed in phase to give the effect of radiation from a single larger loop. One end of each of the four loops is connected to the inner conductor of a transmission line and the other end of each loop is connected to one of the four corners of a square lattice-work tower that supports the whole structure and that also forms the outer conductor of the transmission line. The square loop antenna of (d) is an adaptation for square towers of the circular V-H-F loop, which is in common use at ultrahigh frequencies. This antenna makes use of the principle of the shielded loop in which the radiating element is also the outer conductor of the coaxial transmission line that feeds the loop. In addition, the coaxial feed line sections are used to obtain a suitable impedance match. The pylon or slotted-cylinder antenna shown in (e) consists of a longitudinal slot cut in a cylinder that is of the order of one wavelength long. The slot is shorted at both ends and fed at the middle by means of a coaxial transmission line that runs up the inside of the cylinder. Methods of computing the radiation patterns of slotted cylinder antennas are given in chap. 15.

All of the antennas shown in Fig. 14-18 produce a nearly circular horizontal pattern with horizontal polarization. The desired vertical directivity is obtained by stacking vertically several of the individual units.

V-H-F Antenna Arrays. For point-to-point communication and applications such as radar the gain or directivity that can be achieved by the use of arrays is usually desirable and sometimes necessary. At these frequencies, line arrays and rectangular arrays become practical. A common array is the "mattress" antenna (Fig. 14-19) which consists of a rectangular array of coplanar elements, mounted a quarter wavelength in front of a reflecting screen. The patterns of such arrays are easily obtainable by the
methods of chap. 12, but methods of feeding the arrays to obtain the desired currents in the elements have not yet been considered. Figures 14-20 and 14-21 illustrate two methods for feeding a number of elements with equal currents, or with any specified currents, as

(b)

Fig. 14-19. Typical rectangular array of co-polar elements.
required, for example in the binomial array of section 12. In Fig. 14-20 the points $A, B, C$, and $D$ are spaced half a wavelength apart on the transmission line, so that the voltages at these points are always equal in amplitude. By feeding the antennas from these points through quarter-wave sections, the current amplitudes


Fra. 14-20. A method of feeding antennas with specified currents.
depend only upon these equal voltages and the characteristic impedances of the sections, and will be independent of the antenna drivingpoint impedances. For similar quarter-wave sections the antenna currents will be equal, although they can be made to have almost any ratio by suitable choice of characteristic impedances for the quarterwave sections. In the arrangement of Fig. 14-21, it is easy to show
that the amplitudes of the driving voltages at the antenna terminals will be related by

$$
\begin{equation*}
\frac{V_{2}}{V_{1}}=\frac{Z_{02}}{Z_{01}} \quad \frac{V_{3}}{V_{2}}=\frac{Z_{03}}{Z_{01}} \tag{14-15}
\end{equation*}
$$

In practice the quarter-wave sections are made by slipping copper tubing of the correct diameter over the main feed line $Z_{01}$, and soldering the tubing to the inner line at both ends.
$V-H-F$ and $S-H-F$ Antennas. The antennas and arrays used in the v-h-f band, for the most part can be and are used in the u-h-f range also. However, at the upper end of the ultrahigh-frequency band, and especially at superhigh frequencies ( $3000-30,000 \mathrm{mc}$ ), the


Fig. 14-21. A second method of feeding the elements of an array with specified currents.
size of the elements becomes impractically small. It is then convenient to use "current-sheet" radiators such as parabaloids, horns, and slot antennas. The radiation from such sheet radiators can be computed from the fields of the individual current elements, exactly as is done for ordinary linear radiators, providing that the current distribution on the conducting sheets is known or can be estimated. However in most cases, the current distribution is neither known nor readily estimated, so that other methods of determining the radiation must be sought. A quite powerful method consists of determining the radiation from the antenna in terms of the fields that exist across the "aperture" of the antenna. Radiation from aperture antennas is the subject of chap. 15.

Problem 1. Verify the relation given in eq. (15).
Froblem 2. Using eq. (14), determine the wire size required for the excited arm of a folded dipole, in order to transform the input resistance
of 21.5 ohms, obtained in example 1 , to 150 ohms. The second arm of the dipole should be of the same diameter as the other elements ( $11 / 2 \mathrm{in}$.), and a spacing between arms of 3 in ., center-to-center, is suggested.
14.05 Receiving Antennas. In earlier chapters no special consideration has been given to receiving antennas because use of the reciprocity theorem shows that the imporiant characteristics of an antenna, viz., impedance and pattern, are the same for receiving as for transmitting. Nevertheless, there are differences between other properties of receiving antenna and transmitting antennas, and so some mention will be made in this section of those characteristics of an antenna that are peculiar to its use as a receiving antenna. One of the important characteristics that is different for reception


Fig. 14-22
than for transmission is the current distribution on the antenna. It has been seen that for thin transmitting antennas the current distribution may be represented approximately by a sinusoidal distribution, the approximation improving as the antenna is made thinner. On the other hand, for reception, the current distribution is a function of the length of the antenna, the direction of arrival of the received wave, and the load impedance, and except for the special case of the resonant-length antenna ( $H \approx \lambda / 4$ ), the current distribution is not even approximately sinusoidal even for very thin antennas. Once again, however, it is possible to invoke the reciprocity theorem, and by this means determine the approximate current distribution on a receiving antenna from the known approximately sinusoidal distribution that holds for the transmitting case. The application of the theorem to obtain this result is made as follows: Figure 14-22a shows a thin center-fed transmitting dipole of
length $2 H$ that has the symmetrical sinusoidal current distribution represented by

$$
\begin{array}{ll}
I_{1}=I_{1 m} \sin \beta(H-z) & (0<z<I I) \\
I_{2}=I_{2 m} \sin \beta(H+z) & (-H<z<0) \tag{14-17}
\end{array}
$$

In Fig. 14-22b, with the antenna fed off-center at $z=h$ (by an isolated generator that has no connection to ground), the sinusoidal current distribution is still given by eqs. (16) and (17), except that for $I_{1}$ the range of $z$ is from $h$ to $H$, and for $I_{2}$ it is from $h$ to $-H$. At the generator ( $z=h$ ), the currents $I_{1}$ and $I_{2}$ must be equal to each other and to the generator current $I_{b}$, and so the following relation between the maximum or loop values of currents is obtained:

$$
\begin{equation*}
I_{b}=I_{1 m} \sin \beta(H-h)=I_{2 m} \sin \beta(H+h) \tag{14-18}
\end{equation*}
$$

In either a or b the current at the feed point will be

$$
I_{b}=\frac{V}{Z_{a}}
$$

where $Z_{a}$ is the antenna impedance. For thin antennas and for lengths not too near the resonant or antiresonant lengths ( $H=\lambda / 4$ and $H=\lambda / 2$ ), the input impedance for the symmetrical, center-fed antenna may be represented approximately as a reactance, the value of which is given by
where

$$
\begin{align*}
& Z_{a} \approx-j Z_{0} \cot \beta H  \tag{14-19}\\
& Z_{0}=120\left[\ln \frac{2 H}{a}-1\right]
\end{align*}
$$

At the resonant length where eq. (19) indicates zero impedance, the actual impedance is a small resistance. At the antiresonant length, where (19) yields an infinite reactance, the actual impedance is a resistance of very high value.

In the unsymmetrical case of Fig. 14-22b, the impedance is not known, but a very rough approximation to it can be obtained by considering it made up of the sum of the "impedances" of the two half-sections of the antenna, one of length ( $H-h$ ) and the other of length $(H+h)$. That is, it will be assumed that

$$
\begin{gathered}
Z_{a}=Z_{a 1}+Z_{a 2} \\
Z_{a 1}=-1 / 2 j Z_{01} \cot \beta(H-h) \\
Z_{a 2}=-1 / 2 j Z_{02} \cot \beta(H+h)
\end{gathered}
$$

where
$Z_{01}$ and $Z_{02}$ are the characteristic impedances of the two sections. In general $Z_{01}$ and $Z_{02}$ will be different, the first get.ting larger as the second gets smaller. For present purposes, it will be further assumed that

$$
Z_{01} \approx Z_{02} \approx Z_{0}=120\left(\ln \frac{2 H}{a}-1\right)
$$

Then

$$
\begin{equation*}
Z_{a} \approx-1 / 2 j Z_{0}[\cot \beta(H-h)+\cot \beta(H+h)] \tag{14-20}
\end{equation*}
$$

It is now possible to apply the reciprocity theorem. For a given voltage $V$, applied at the feed-point, $z=h$, in Fig. 14-22b, the current at any point $z$ along the antenna will be [from eqs. (16) and (17)]

$$
\begin{array}{rll}
I_{z 1} & =\frac{I_{b} \sin \beta(H-z)}{\sin \beta(H-h)}=\frac{V \sin \beta(H-z)}{Z_{a} \sin \beta(H-h)} & (h<z<H) \\
\text { or } \quad I_{z 2} & =\frac{V \sin \beta(H+z)}{Z_{a} \sin \beta(H+h)} & (-H<z<h)
\end{array}
$$

Then by the reciprocity theorem, when the antenna is used as a receiving antenna, a voltage $E_{z} d z$ induced in an elemental length $d z$ at $z$ will produce a short-circuit current at $z=h$, which is given by
or

$$
\begin{aligned}
& d I^{\prime}{ }_{s 0}=\frac{E_{z} d z I_{z 1}}{V}(\text { for } h<z<H) \\
& d I^{\prime \prime}{ }_{s 0}=\frac{E_{z} d z I_{z 2}}{V} \quad(\text { for }-H<z<h)
\end{aligned}
$$

For a uniform plane wave incident normally ( $\theta=90$ degrees) on the receiving antenna, the induced voltage $E_{z} d z$ will be constant (same magnitude and phase) along the length of the antenna, so the total short-circuit current, $I_{h}$, at the point $z=h$ will be

$$
\begin{align*}
I_{h} & =\frac{E_{z}}{V} \int_{z=h}^{z=H} I_{z 1} d z+\frac{E_{z}}{V} \int_{z=-I I}^{z=h} I_{z 2} d z \\
& =\frac{E_{z}}{Z_{a}} \int_{h}^{H} \frac{\sin \beta(H-z)}{\sin \beta(H-h)} d z+\int_{-H}^{h} \frac{\sin \beta(H+z)}{\sin \beta(H+h)} d z \\
& =\frac{E_{z}}{\beta Z_{a}}\left[\frac{1-\cos \beta(H-h)}{\sin \beta(H-h)}+\frac{1-\cos \beta(H+h)}{\sin \beta(H+h)}\right] \tag{14-21}
\end{align*}
$$

Inserting the expression (20) for $Z_{a}$ and performing the necessary trigonometric manipulations, (21) can be reduced to

$$
\begin{equation*}
I_{h}=-\frac{j E_{z} \lambda}{\pi Z_{0}}\left(\frac{\cos \beta H-\cos \beta h}{\cos \beta H}\right) \tag{14-22}
\end{equation*}
$$

By choosing $h$ at different points along the antenna the current distribution on a receiving antenna in a uniform field parallel to the antenna is obtained.

Expression (22) fails for $H$ equal to an odd multiple of a quarterwavelength. For these resonant lengths, expression (22) indicates that the current amplitudes would be infinite. The reason for this result is that the radiation resistance was neglected in writing the expression for the antenna impedance. Although such an approximation is permissible for nonresonant lengths where the antenna reactance may be much larger than the resistance, at resonance the input reactance is zero and the current is limited only by the radiation resistance of the antenna. Putting $Z_{a}$ equal to the input resistance, that is $Z_{a}=R_{\text {loop }} / \sin ^{2} \beta(H-h)$, for the resonant condition, the reciprocity theorem can be used to compute the receiving current distribution as before. For a resonant-length half-wave receiving dipole, the current distribution is found to be sinusoidal and, to a first approximation, the current amplitude is independent of the thickness of the antenna.

In Fig. 14-23, the current distributions obtained by this method have been plotted for dipole lengths $L=2 H=\lambda / 4,3 \lambda / 4,5 \lambda / 4$, and for the resonant length $L=\lambda / 2$, for antenna radii of 1 cm and a frequency of 100 mc .

Although the reciprocity theorem itself is exact, it was necessary in the above analysis to make some questionable assumptions regarding antenna impedances in order to obtain quantitative answers. In view of these assumptions the method would be expected to yield answers that are rough approximations, at best. It is interesting to find that expression (22) for current distribution on a receiving antenna agrees exactly with results that can be obtained by other, apparently more rigorous, methods.

Other considerations. Certain other differences between receiving and transmitting antennas result from the different requirements for the two conditions of operation. Although the directional
patterns of an antenna are the same for transmitting and receiving, the optimum pattern for transmitting may not be optimum for receiving. For transmitting, the optimum pattern is often that which puts most signal into a given direction. For reception, however, the optimum condition is not maximum received power, but rather maximum signal-to-noise ratio. Although the pattern that gives the first condition may also lead to the second, such is not


Fig. 14-23. Current distributions in a short-circuited receiving antenna where the received wave is incident normally to the antenna axis. The curves show current magnitudes on a one centimeter diameter rod at 100 mc .
necessarily the case. For example, a minor lobe in the pattern of a receiving antenna may bring in a large amount of noise if it happens to be pointed towards the noise source, and so result in a low signal-to-noise ratio. On the other hand, as a transmitting antenna, the presence of the lobe may have no ill effect, other than the loss of the small amount of power that it radiates. Increasing the directivity of a transmitting antenna will always increase the signal-to-noise ratio at the receiver (assuming the receiver to be in the correct direction). Increasing the directivity of a receiving antenna may, or may not, improve the signal-to-noise ratio. If the noise is com-
ing equally from all directions, the improvement in signal-to-noise ratio will be exactly the same as was obtained in the transmitting case. If less noise is coming from the direction of the received signal than other directions, then the improvement can be greater than in the transmitting case. On the other hand, if all the noise is coming from the same direction as the signal, there will be no improvement in signal-to-noise ratio obtained by making the receiving antenna directive. (These conclusions are valid only if the set noise is a negligible part of the total noise.) Similar differences between transmission and reception occur in coupling the antenna to transmitter or receiver. In the transmitting case, the coupling is adjusted to feed the antenna with a specified amount of power (and not for maximum power transfer, which condition would usually overload the transmitting tubes). In receiving, the best adjustment is that which yields maximum signal-to-noise ratio. Under those conditions where maximum signal-to-noise ratio is obtained simultaneously with maximum received signal, the correct adjustment would be that which gives maximum power transfer. However, there are many cases where the optimum coupling is not that which gives maximum power transfer. In medium-frequency broadcast reception, where receivers ordinarily have ample gain, and where receiver set noise is negligible compared with atmospheric noise, there is no advantage to be gained in increasing the amount of power delivered by the antenna to the receiver beyond that required to deliver sufficient audio power output, because the noise power is increased in the same ratio as the signal power. Hence the coupling used is usually very loose, so that the receiver will "track" properly over the entire band, regardless of the length of the antenna that may be used.

Again at frequencies above about 30 mc , atmospheric noise is negligible and set noise may be the limiting factor in determining signal-to-noise ratio. Under these conditions the adjustment should be that which delivers maximum signal to the set, as long as this adjustment does not increase the set noise more than it does the signal. Set noise occurs mostly in the first stage and is dependent upon the effective resistance coupled into the grid-circuit of the first tube. Hence it depends upon the coupling to the antenna impedance and increases with this coupling. The coupling that
yields maximum signal-to-noise ratio is often just slightly less than that which produces maximum power transfer.

Another difference between transmission and reception appears when the operation of an antenna of given electrical length (say a half-wave dipole) is considered as a function of frequency. Neglecting the effect of losses, a half-wave transmitting dipole fed with 100 watts of power produces the same field intensity in a given direction, regardless of whether the frequency is 100 mc or 1000 mc . When used for reception, however, a half-wave dipole delivers to a matched load an amount of power that is proportional to the square of the wavelength [from eq. (12-16) its effective area is $0.13 \lambda^{2}$ ]. This means, for example, that at 1000 mc , the half-wave dipole delivers to its load only $1 / 100$ times the power it would deliver at 100 mc , for the same received field intensity. This result has important bearing in the choice of frequency used for certain v-h-f and u-h-f applications that require omnidirectional antennas and which, therefore, cannot make use of the greater directivity that is usually achieved at these frequencies.

There are also other points of difference between receiving antennas and the corresponding transmitting antennas. Powerhandling capacity is often a problem with transmitting antennas; seldom with receiving antennas. Economic factors enter the engineering picture. For point-to-point communication involving a single transmitter and a single receiver, one would expect to expend the same amount of money and effort improving the receiving antenna as the transmitting antenna. On the other hand in a broadcast service, where one transmitter may serve 100,000 receivers, it is justifiable economically to spend far more on the transmitting antenna than on any onc recciving antenna to obtain a given improvement.

## ADDITIONAL PROBLEMS

3. Derive eq. (22) from eq. (21).
4. Using the reciprocity theorem and an assumed sinusoidal current distribution for the transmitting case, show that the current distribution on a resonant-length half-wave dipole must be sinusoidal.
5. Derive an expression for the current distribution along a receiving antenna which is terminated in an arbitrary load impedance $Z_{L}$ at its center. (Hint: Use the compensation theorem.)
6. For very short receiving antennas ( $I I \ll \lambda$ ) show that the efficiency, and therefore the useful received power, varies approximately as the cube of the antenna length.
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## CHAPTER 15

## SECONDARY SOURCES AND APERTURE ANTENNAS

### 15.01 Magnetic Currents. In writing Maxwell's equations

$$
\operatorname{curl} \mathrm{H}=\dot{\mathrm{D}}+\boldsymbol{i} \quad \operatorname{curl} \mathrm{E}=-\dot{\mathrm{B}}
$$

the quantities $\dot{\mathrm{D}}, \dot{i}$, and $\dot{\mathrm{B}}$ are interpreted as the densities of electric displacement current, electric conduction current, and magnetic displacement current, respectively. The absence of a magnetic quantity corresponding to $i$, that is, to a magnetic conduction current, is explained by the fact that so far as is yet known, there are no isolated magnetic charges. As a result, it has been found possible to set up the solution of electromagnetic problems in terms of electric currents and charges alone through the relations

$$
\begin{equation*}
\mathbf{H}=\operatorname{curl} \mathbf{A} \quad \mathbf{E}=-\operatorname{grad} V-\mu \dot{\mathrm{A}} \tag{15-1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i\left(t-\frac{r}{v}\right)}{r} d V \quad V=\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{\rho\left(t-\frac{r}{v}\right)}{\epsilon r} d V \tag{15-2}
\end{equation*}
$$

Although the relations (1) and (2) have proven adequate for the solution of problems considered up to the present, there are many other problems where the use of fictitious magnetic currents and charges is very helpful. In such problems the fields, which are actually produced by a certain distribution of electric current and charge, can be more easily computed from an "equivalent" distribution of fictitious magnetic currents and charges. An example of such "equivalent distributions" is the case of the electric current loop and the magnetic dipole. The electromagnetic field produced by a small horizontal electric current loop is identical
with that produced by a rertical magnetic dipole. Conversely, the fields produced by a magnetic current loop and electric dipole are also identical. It will be found in many problems involving radiation from "aperture antennas," that the notion of magnetic currents and charges will prove an invaluable aid in arriving at solutions. Therefore the expressions for the fields due to such magnetic charges and currents will be developed. It should be emphasized that, although the magnetic charges and currents used in this procedure are fictitious, the fields calculated from them are physical fields that are actually produced by an equivalent distribution of electric charges and currents.

Written to include magnetic as well as electric conduction current, Maxwell's equations would be

$$
\begin{equation*}
\operatorname{curl} \mathrm{H}=\dot{\mathrm{D}}+\boldsymbol{i} \quad \text { curl } \mathrm{E}=-\dot{\mathrm{B}}-i_{m} \tag{15-3}
\end{equation*}
$$

or in the integral form

$$
\begin{equation*}
\oint \mathrm{H} \cdot \mathrm{ds}=\dot{\Psi}+I \quad \oint \mathrm{E} \cdot \mathrm{ds}=-\dot{\Phi}-K \tag{15-4}
\end{equation*}
$$

In these equations $K$ is a magnetic conduction current and $i_{m}$ is a magnetic conduction current density. $K$ has the dimensions of volts and $i_{m}$ has the dimensions of volts per square meter. For surface magnetic current density (corresponding to J for the electric case) the symbol M (volt/m) will be used. It is apparent from (3) and (4) that (except for a matter of sign) complete symmetry now exists in Maxwell's equations.

The positive sign in the first equations of (3) and (4) indicates that directions of magnetomotive force and electric current are related by the right-hand rule, whereas the negative sign in the second equation indicates that the directions of electromotive force and magnetic current are related through the left-hand rule.

In general it will be desired to solve problems having both electric and magnetic distributions. However, for the purpose of developing expressions due to magnetic currents and charges, consider first the case where the fields are due to these alone. Equations (3), written for magnetic currents, and in the absence of electric currents, are

$$
\begin{equation*}
\text { curl } \mathrm{H}^{m}=\epsilon \mathrm{E}^{m} \quad \text { curl } \mathrm{E}^{m}=-\mu \dot{\mathrm{H}}^{m}-i_{m} \tag{15-5}
\end{equation*}
$$

These should be compared with the familiar relations written for electric currents alone (without magnetic currents)

$$
\begin{equation*}
\text { curl } \mathrm{E}^{e}=-\mu \dot{\mathrm{H}}^{e} \quad \text { curl } \mathrm{H}^{e}=\epsilon \dot{\mathrm{E}}^{e}+i \tag{15-6}
\end{equation*}
$$

(The superscripts $e$ refer to fields duc to clectric currents and superscripts $m$ refer to fields due to magnetic currents.)

Comparison of (5) and (6) shows them to be identical sets (except for sign) if electric and magnetic quantities are interchanged, that is, if $\mathbf{H}^{m}, \mathbf{E}^{m}, \mu$, and $\epsilon$ replace $\mathbf{E}^{\bullet}, \mathrm{H}^{\boldsymbol{}}, \boldsymbol{\epsilon}$, and $\mu$ respectively. Therefore, the procedures used in chap. 10 for electric currents can be followed to set up potentials due to magnetic currents, and the fields can be obtained from these potentials by differentiation. Corresponding to the magnetic vector potential $\mathbf{A}$ that yields the magnetic intensity through $\mathrm{H}^{e}=\operatorname{curl} \mathbf{A}$, there will be an electric vector potential $\mathbf{F}$ that will yield the electric field (due to magnetic currents) through $\mathrm{E}^{m}=-$ curl F . Similarly corresponding to the scalar electric potential $V$ that is set up in terms of the electric charges, there will be a scalar magnetic potential $\mathfrak{F}$ that is set up in terms of the magnetic charges. Rewriting eqs. (1) and (2) with suitable superscripts for fields due to electric currents and charges results in

$$
\begin{align*}
\mathbf{H}^{\bullet} & =\operatorname{curl} \mathbf{A} & \mathbf{E}^{s} & =-\operatorname{grad} V-\mu \dot{\mathrm{A}}  \tag{15-7}\\
\mathbf{A} & =\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{i\left(t-\frac{r}{v}\right)}{r} d V & V & =\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{\rho\left(t-\frac{r}{v}\right)}{\epsilon r} d V \tag{15-8}
\end{align*}
$$

The corresponding relations for fields due to magnetic currents and charges are

$$
\begin{align*}
\mathrm{E}^{m} & =-\operatorname{curl} \mathbf{F} & \mathrm{H}^{m} & =-\operatorname{grad} \mathcal{F}-\epsilon \dot{\mathrm{F}}  \tag{15-9}\\
\mathrm{~F} & =\frac{1}{4 \pi} \int_{\text {vol }} \frac{i_{m}\left(t-\frac{r}{v}\right)}{r} d V & \mathcal{F} & =\frac{1}{4 \pi} \int_{\mathrm{vol}} \frac{\rho_{m}\left(t-\frac{r}{v}\right)}{\mu r} d V \tag{15-10}
\end{align*}
$$

The fields due to a magnetic dipole can now be developed from (9) and (10), or they may be written down directly from comparison with the fields due to an electric dipole. For the distant field of a magnetic current element, placed at the center and lying along the polar axis of a spherical co-ordinate system, the lines of $E$ will lie
along circles of latitude and lines of H will lie along the meridians in the directions* indicated in Fig. 15-1.

For problems where both electric and magnetic current and


Fig. 15-1. Lines of E (solid) and H (dashes) on a large spherical surface centered on a magnetic current element K dl. charge distributions are involved, the total electric and magnetic intensities (indicated by no subscript) will be the sum of the intensities produced by the distributions separately. Writing

$$
\mathbf{E}=\mathbf{E}_{1}+\mathbf{E}_{2}
$$

and

$$
\mathrm{H}=\mathrm{H}_{1}+\mathrm{H}_{2}
$$

the fields will be given by
$\mathbf{E}=-\operatorname{grad} V-\mu \dot{\mathbf{A}}-\operatorname{curl} \mathbf{F}$
$\mathbf{H}=-\operatorname{grad} \mathcal{F}-\epsilon \dot{\mathbf{F}}+\operatorname{curl} \mathbf{A}$
For the usual case where time variations are written as $e^{j \omega t}$, these expressions become $\dagger$

$$
\begin{align*}
\mathbf{E} & =-\operatorname{grad} V-j \omega \mu \mathrm{~A}-\operatorname{curl} \mathbf{F}  \tag{15-11}\\
\mathbf{H} & =-\operatorname{grad} \mathfrak{F}-j \omega \in \mathbf{F}+\operatorname{curl} \mathbf{A} \tag{15-12}
\end{align*}
$$

There is one last relation connected with magnetic currents that must be considered. It was found that tangential $H$ was discontinuous across an electric-current sheet (though tangential $E$

[^62]remained continuous). The discontinuity in tangential $H$ is equal to the linear current density $J$ as shown by the relation
$$
H_{1 \tan }-H_{2 \tan }=J \quad(\mathrm{amp} / \mathrm{m})
$$

This result was obtained directly from an application of Maxwell's mmf equation I; the continuity of tangential $E$ followed from the emf equation II (section 4.05). The electric-current density $J$ and tangential $H$ are mutually perpendicular, and this fact is indicated by the vector relation

$$
\begin{equation*}
\mathrm{J}=\mathrm{n} \times\left(\mathrm{H}_{1}-\mathrm{H}_{2}\right) \quad(\mathrm{amp} / \mathrm{m}) \tag{15-13}
\end{equation*}
$$

where $n$, the unit vector normal to the current sheet, is regarded as positive when pointing to the side that contains $H_{1}$. In exactly the same way it is found from equations (4) that tangential $E$ is discontinuous across a magnetic-current sheet, whereas tangential $H$ remains continuous. For a linear magnetic current density $M$ (volt $/ \mathrm{m}$ ) the relation corresponding to (13) is

$$
\begin{equation*}
\mathbf{M}=-\mathrm{n} \times\left(\mathrm{E}_{1}-\mathrm{E}_{2}\right) \quad(\mathrm{volt} / \mathrm{m}) \tag{15-14}
\end{equation*}
$$

The minus sign results from the minus sign in the second of eqs. (4). Equation (14) states that the tangential electric intensity is discontinuous across a magnetic-current sheet by an amount equal to the linear magnetic-current density.

Examples of the use of magnetic currents will appear in the sections that follow.
15.02 The Induction and Equivalence Theorems. As was pointed out in the previous section, it is always possible, at least in theory, to determine the electromagnetic field of a system from its electric currents and charges alone. In practice there are many problems whose solutions by this method are prohibitively difficult, and yet some of these may be solved without too much labor by other means. Two examples of problems that are difficult to solve in terms of the currents of the system are illustrated in Fig. 15-2. The first of these concerns the radiation from the open end of a semi-infinite coaxial line. In this case, assuming that the transverse dimensions of the line are very small in wavelengths, the current distribution is known fairly accurately, but the problem is made difficult by the fact that all currents throughout the infinite length of the line must be considered in the integration to determine the
radiated field. The second problem involves the radiation from the open end of a wave guide or from an electromagnetic horn. Here the currents are known only approximately, especially around the mouth of the horn. But even though only an approximate solution is required, the integration to obtain the fields from the known or guessed at currents is extremely difficult because all currents, including those on the probe antenna and in the coaxial feed line, must be included.


Fig. 15-2. Radiation from (a) the open end of a coaxial line (b) an electromagnetic horn.

In both of these problems it seems evident that there should be a simpler way of obtaining the radiated field. In particular, although all currents of the system are involved in determining the radiation, it appears reasonable that for systems such as those of Fig. 15-2, the currents can only affect the radiated field through some change that they make in the fields that appear across the open end of the coaxial line or wave guide horn. These latter fields are known (case $a$ ), or can be guessed at (case b), to the same order of approximation as the currents of the system. Therefore a method for computing radiated fields in terms of known fields across an aperture will be sought.

The means for accomplishing the result is suggested by Huygens' principle. This principle states that "each particle in any wave front acts as a new source of disturbance, sending out secondary waves, and these secondary waves combine to form a new wave front." Huygen's principle has long been used in optics to obtain qualitative answers to diffraction problems. It can be used to give quantitative results when suitably combined with two other theorems, the induction and equivalence theorems, which are due to Schelkunoff.

In Fig. 15-3 the closed surface $S$ separates two homogeneous media, one containing a system of sources $s_{1}$, and the other being source-free. In general the field in region (2) will be different from
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Fig. 15-3. $\Lambda$ closed surface $S$ divides a region (1) containing sources from a source-free region (2).
the value that it would have if media (1) and (2) were the same. The actual field in (2) can be determined by treating the problem as a reflection problem in which an incident ficld ( $L^{i}, H^{i}$ ) sets up at the boundary surface $S$ a reflected field ( $E^{r}, H^{r}$ ) and a transmitted field ( $E^{t}, H^{t}$ ). The incident field ( $E^{i}, H^{i}$ ) is the field that would exist if there were no reflecting surface, that is, if the entire region were homogeneous. The actual field in region (1) is ( $\left.E^{i}+E^{r}, H^{i}+H^{r}\right)$; the actual field in region (2) is ( $E^{t}, H^{t}$ ). At any actual boundary surface $S$, the tangential components of these fields are continuous. That is,

$$
\begin{equation*}
E_{t^{i}}+E_{t^{r}}=E_{t^{t}} \quad H_{t^{i}}+I H_{t^{r}}=H_{t^{t}} \tag{15-15}
\end{equation*}
$$

where the subscript $t$ indicates the components tangential to the surface. Equation (15) can be rewritten in the form

$$
\begin{equation*}
\left(E_{t^{t}}-E_{t^{r}}\right)=E_{t^{i}}^{i} \quad\left(H_{t^{t}}-H_{t^{r}}^{r}\right)=H_{t^{i}}^{i} \tag{15-15a}
\end{equation*}
$$

Now let attention be concentrated on the "induced" or "reradiated" fields ( $E^{r}, H^{r}$ ) and ( $E^{t}, I^{t}$ ). The reflected fields ( $E^{r}, H^{r}$ ) satisfy Maxwell's equations in the homogeneous medium (1), and the transmitted or refracted fields satisfy Maxwell's equations in the homogeneous region (2). Together these fields constitute an electromagnetic field in the entire space. This field is source-free everywhere except on $S$, and the distribution of sources on $S$ is calculable from the incident field, and therefore from the given sources $s_{1}$. In section 15.01 it was shown that the discontinuities in $E$ and $H$ across the surface $S$ could be produced by current sheets on $S$ of densities

$$
\begin{gather*}
\mathbf{J}=\mathbf{n} \times\left(\mathbf{H}_{t}^{t}-\mathbf{H}_{t}^{r}\right)=\mathbf{n} \times \mathbf{H}^{i} \\
\mathbf{M}=-\mathrm{n} \times\left(\mathbf{E}_{t}^{t}-\mathbf{E}_{t^{r}}\right)=-\mathrm{n} \times \mathrm{E}^{i} \tag{15-16}
\end{gather*}
$$

Thus as far as the "induced" or reradiated field is concerned, it could be produced by electric- and magnetic-current sheets over the surface $S$, the densities of these sheets being given by (16). This is the induction theorem.

A second theorem follows directly from the induction theorem for the particular case where region (2) has the same constants as region (1), that is where the entire region is homogeneous. In this case the reflected field is zero and the transmitted field is the actual field in the homogeneous region due to the sources of $s_{1}$. But this transmitted field can also be calculated from a suitable distribution of electric- and magnetic-current sheets over the surface $S$. The required surface current densities of these shcets will be

$$
\begin{equation*}
\mathrm{J}=\mathrm{n} \times \mathrm{H}_{t}{ }^{t}=\mathrm{n} \times \mathrm{H}_{t^{i}} \quad \mathrm{M}=-\mathrm{n} \times \mathrm{E}_{t}{ }^{i}=-\mathrm{n} \times \mathrm{E}_{t^{i}} \tag{15-17}
\end{equation*}
$$

Since the vector product of n and the normal component of the field is zero, the $t$ subscripts can be dropped and eqs. (17) written as

$$
\begin{equation*}
\mathrm{J}=\mathrm{n} \times \mathrm{H}^{i} \quad \mathrm{M}=-\mathrm{n} \times \mathrm{E}^{\boldsymbol{i}} \tag{15-18}
\end{equation*}
$$

The vector n is in the direction of the transmitted wave. Thus in a source-free region bounded by a surface $S$, in order to compute the electromagnetic field, the source distribution $s_{1}$ (outside of $S$ ) can be replaced by a distribution of electric and magnetic currents over the surface $S$, where the densities of this "equivalent" source distribution are given by (18). This is the cquivalence theorem.

These theorems prove to be powerful tools in solving many electromagnetic problems that involve radiation from apertures.
15.03 Field of a Secondary or Huygen's Source. It wili be of interest to determine first the radiation field of a Huygen's source, or an element of area of an advancing wavefront in free space. In Fig. 15-4 is shown an element of area $d x d y$ on the wavefront of a uniform plane (TEM) wave, which is advancing in the $z$ direction. By the theorems of the previous section this element of wavefront having electric intensity $E_{x}^{0}$ and magnetic intensity $H_{y}^{0}=E_{x}^{0} / \eta_{v}$ can


Fig. 15-4. Radiation from a Huygen's source.
be treated as a secondary source and can be replaced by electric and magnetic sheets. Using eqs. (18), the directions and densities of these current sheets will be

$$
J_{x}=-H_{y}^{0}=-\frac{E_{x}^{0}}{\eta_{v}} \quad M_{y}=-E_{x}^{0}
$$

The element of area $d x d y$ of electric surface current density $J_{x}$ constitutes an electric current element ( $J_{x} d y$ ) dx, and similarly the element of area of magnetic surface current density $M_{\nu}$ constitutes a magnetic current element $\left(M_{y} d x\right) d y$. The problem is simply one of determining the radiation fields of these current elements. Because only the radiation fields are required, only the vector poten-
tials need be considered. (The scalar potentials contribute nothing to the radiation or inverse-distance fields.) At large distances, the electric field of the electric-current element will be

$$
\mathbf{E}^{0}=-j \omega \mu \mathbf{A} ; \quad \mathbf{A}=\mathbf{i} A_{x}=\mathbf{i}\left[\frac{\left(J_{x} d y\right) d x e^{-j \beta r}}{4 \pi \mathrm{r}}\right]
$$

The $\theta$ and $\phi$ components of the radiation field of the electric-current element will be
where

$$
\begin{array}{cl}
E_{\theta^{e}}=-j \omega \mu A_{\theta} & H_{\phi}{ }^{e}=\frac{E_{\theta^{e}}}{\eta_{v}} \\
E_{\phi}{ }^{e}=-j \omega \mu A_{\phi} & H_{\theta^{e}}=-\frac{E_{\phi}{ }^{e}}{\eta_{v}} \\
A_{\theta}=A_{x} \cos \phi \cos \theta & A_{\phi}=-A_{x} \sin \phi
\end{array}
$$

Similarly for the magnetic-current element the radiation fields are

$$
\begin{aligned}
\mathrm{H}^{m} & =-j \omega \epsilon \mathrm{~F} ; & \mathrm{F} & =\mathrm{j} \mathrm{~F}_{\nu}=\mathrm{j}\left[\frac{\left(M_{y} d x\right) d y}{4 \pi r} e^{-j \beta r}\right] \\
H_{\phi}^{m} & =-j \omega \epsilon F_{\phi} & E_{\theta^{m}} & =\eta_{\nu} H_{\phi}^{m} \\
H_{\theta^{m}} & =-j \omega \in F_{\theta} & E_{\phi^{m}} & =-\eta_{v} H_{\theta^{m}} \\
F_{\phi} & =F_{\nu} \cos \phi & F_{0} & =F_{\nu} \sin \phi \cos 0
\end{aligned}
$$

Expressing all the fields in terms of $E_{x}^{0}$, the radiation field of the Huygens source is found to be

$$
\begin{align*}
& E_{\theta}=E_{\theta^{\theta}}+E_{\theta^{m}}=\frac{j E_{x}^{0} d x d y e^{-j \beta r}}{2 \lambda r}(\cos \phi \cos \theta+\cos \phi)  \tag{15-19}\\
& E_{\phi}=E_{\phi}{ }^{\bullet}+E_{\phi}^{m}=\frac{-j E_{x}^{0} d x d v e^{-j \beta r}}{2 \lambda r}(\sin \phi+\sin \phi \cos \theta)  \tag{15-20}\\
& H_{\phi}=\frac{E_{\theta}}{\eta_{\theta}} \quad H_{\theta}=\frac{-E_{\phi}}{\eta_{\theta}} \tag{15-21}
\end{align*}
$$

In the plane $\phi=0$, the magnitude of the electric intensity is

$$
\begin{equation*}
\left|E_{\theta}\right|=\frac{E_{x}^{0} d x d y}{2 \lambda r}[1+\cos \theta] \quad\left|E_{\phi}\right|=0 \tag{15-22}
\end{equation*}
$$

In the plane $\phi=90$ degrees, the magnitude of the electric field is

$$
\begin{equation*}
\left|E_{\theta}\right|=0 \quad\left|E_{\phi}\right|=\frac{E_{x}^{0} d x d v}{2 \lambda r}(1+\cos \theta) \tag{15-23}
\end{equation*}
$$

In ths principal planes, which contain the axis of propagation, the radiation patterns of an element of wave-front have a heart-shaped or unidirectional pattern. The radiation is a maximum in the forward direction $(\theta=0)$; it is zero in the backward direction ( $\theta=180$ degrees). In one sense, this "explains". why an electromagnetic wave, once launched, continues to propagate in the forward direction. An electric-current sheet alone radiates equally on both sides; similarly a magnetic-current sheet alone radiates equally on both sides; but crossed electric- and magnetic-current sheets of proper relative magnitude and phase can be made to radiate on one side only. A large square surface of a plane wavefront constitutes a rectangular array of Huygen's sources, all fed in phase. The "radiation pattern" of the array is obtained by multiplying the unit pattern of the element (a cardioid pattern) by the group pattern or array factor, which in this case is a bidirectional pencil beam. The resultant pattern is a unidirectional pencil beam, the cone angle of which becomes very small as the area of the wavefront becomes large.
15.04 Radiation from the Open End of a Coaxial Line. By application of the new approaches outlined in previous sentions, the problem of radiation from the open end of a coaxial cable of small cross-sectional dimensions can now be solved quite easily. If the surface $S$, separating the source-free region from the region containing sources, is taken to be the surface shown dotted in Fig. 15-2, it is only necessary to specify the equivalent electric- and magneticcurrent sheets over this surface. The surface can be divided into two parts: $S_{a}$ is the cylindrical surface that encloses the outer wall of the coaxial line; $S_{\mathrm{b}}$ is the flat circular surface which caps the end of the line. Over $S_{a}$, tangential $E$ is tangential to the metallic wall and has zero value. Therefore the equivalent magnetic-current sheet has zero density over $S_{a}$. Also the magnetic intensity at the outer surface of the outer conductor must be zero, because for any circumferential path enclosing both conductors, the total current enclosed is zero. (This assumes that the transverse dimensions are small, so that, except right near the ends, only the TEM wave exists.) With tangential $H$ over $S_{a}$ equal to zero, the equivalent electric-current sheet must also be zero over this part of the surface, and there remains only the contribution from $S_{b}$. Over $S_{b}$ the electric field is radial and the magnetic intensity is circumferential;
but whereas the electric field is relatively strong, to a first approximation the magnetic intensity is zero (the open end is a current node). Therefore the radiation from the open end can be computed by use of an equivalent magnetic-current shect only over the surface, $S_{b}$. Having determined the radiation fields, and thence the power radiated, it is possible to compute from consideration of power flow through the open end, the small value of magnetic intensity that actually must exist there. If desired, an equivalent electric-current


Fig. 15-5. Geometry for calculation of power radiated by open end of a coaxial cable.
sheet could then be set up for this magnetic intensity, and the small radiation field of the electric-current sheet could be calculated. In practice this second approximation rarely needs to be made, because it produces only a very small correction to the radiation fields and power radiated.

Figure 15-5 shows the geometry appropriate for calculation of the radiation from the open end of a coaxial cable. Between the inner radius $a$ and the outer radius $b$, the radial electric intensity $E_{\rho}$ will have a value

$$
E_{\rho}=\frac{k}{\rho} \quad \text { where } \quad k=\frac{V}{\ln b / a}
$$

$V$ is the voltage between inner and outer conductors at the open end. Using (18), $E_{\rho}$ can be replaced by a magnetic-current sheet

$$
M_{\phi}=-E_{\rho}=-\frac{k}{\rho}
$$

The electric vector potential $F$ will be in the $\phi$ direction and will have a value

$$
\begin{align*}
F_{\phi} & =\frac{1}{4 \pi} \int_{A} \frac{M_{\phi}(t-r / v) d a}{r} \\
& =\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{a}^{b} \frac{M_{\phi} c^{-i \sigma^{j r}}}{r} \rho d \rho d \phi_{1} \tag{15-24}
\end{align*}
$$

where the integration is over the area $\Lambda$ between inner and outer inductors, and where time variations as $e^{j \omega t}$ have been assumed. Without loss of generality the point $P$ may be taken in the $y-z$ plane, for which case only the $x$ components, $M_{\phi} \cos \phi_{1}$, of magnetic current contribute to the potential, the $y$ components cancelling out. Because only distant fields are being considered, the $r$ in the denominator of (24) can be put equal to $r_{0}$, and the $r$ in the phase factor in the numerator may be replaced by

$$
r \approx r_{0}-\rho \sin \theta \cos \phi_{1}
$$

Making these substitutions, and remembering that for small values of $\delta$ the exponential $e^{\gamma^{7}}$ can be replaced by the first two terms of its power series expansion, viz.,

$$
c^{j \delta} \approx 1+j \delta
$$

the integration indicated by (24) can be carried out. The result is

$$
\begin{equation*}
F_{\phi}=-\frac{j \beta k \sin \theta e^{-j \beta r_{0}}}{8 r_{0}}\left(b^{2}-a^{2}\right) \tag{15-25}
\end{equation*}
$$

The distant magnetic intensity is obtained from

$$
H_{\phi}=-j \omega \epsilon F_{\phi}
$$

so that

$$
\begin{equation*}
H_{\phi}=\frac{-\beta \omega \epsilon k \sin \theta}{8 r_{0}}\left(b^{2}-a^{2}\right) e^{-j \beta r_{0}} \tag{15-26}
\end{equation*}
$$

The intensity of the distant electric field will be

$$
E_{\theta}=\eta_{v} H_{\phi}
$$

By integrating the Poynting vector over a large spherical surface, the radiated power is found to be

$$
\begin{equation*}
W=\frac{\pi^{2} V^{2}}{360}\left(\frac{A}{\lambda^{2} \ln b / a}\right)^{2} \quad \text { watts } \tag{15-27}
\end{equation*}
$$

where $A=\pi\left(b^{2}-a^{2}\right)$ is the area of the opening between inner and outer conductors.
15.05 Radiation through an Aperture in an Absorbing Screen. Another example of radiation through an aperture occurs in the problem of the transmission of electromagnetic energy through a rectangular aperture in a perfectly absorbing screen. Although admittedly not a very practical problem, because of the difficulties


Fig. 15-6. An element of area on an advancing wavefront.
of obtaining a screen which is both infinitely thin and perfectly absorbing, the solution to this problem is required in obtaining answers to other, more practical problems.

In Fig. 15-6 the rectangle $a b$ represents an aperture in a perfectly absorbing screen of infinite extent which occupies the $z=0$ plane. A uniform plane electromagnetic wave traveling in the $z$ direction is assumed to be incident upon the bottom side of the screen and aperture, and the problem is that of determining the radiation through the aperture in the positive $z$ direction. Under the assumed conditions of the problem, the incident wave is completely absorbed at the surface of the screen. Over the aperture the field intensity will be just that of the incident wave. By dividing up the aperture into a large number of Huygen's sources of area $d a=\Delta x \Delta y$, the
aperture may be treated as a rectangular array of such sources, all fed in phase.

For a line array of nondirective sources in the $x$ direction, having a uniform spacing $\Delta x$, the radiation pattern or space factor is (from section 12.06).

$$
\begin{aligned}
S_{x} & =\left|1+e^{i \psi}+e^{2 j \psi}+\cdots+e^{(m-1) i \psi}\right| \\
& =\left|\sum_{0}^{m-1} e^{j \beta(\Delta x) \sin \theta \cos \phi}\right| \\
& =\left|\frac{\sin [1 / 2 m \beta(\Delta x) \sin \theta \cos \phi]}{\sin [1 / 2 \beta \Delta x \sin \theta \cos \phi]}\right|
\end{aligned}
$$

Similarly, for a line array in the $y$ direction with a uniform spacing $\Delta y$, the space factor is

$$
S_{y}=\left|\frac{\sin [1 / 2 n \beta(\Delta y) \sin \theta \sin \phi]}{\sin [1 / 2 \beta(\Delta y) \sin \theta \sin \phi]}\right|
$$

The total space factor for the rectangular array of isotropic sources is then

$$
S_{x, y}=S_{x} S_{y}
$$

If $\Delta x$ and $\Delta y$ are now allowed to become small, but $m$ and $n$ are made large in such manner that

$$
(m-1) \Delta x=a \quad(n-1) \Delta y=b
$$

the space factor $S_{x, y}$ may be written

$$
\begin{equation*}
S_{x, y}=\frac{a b}{\Delta x \Delta y}\left|\frac{\sin (1 / 2 \beta a \sin \theta \cos \phi)}{(1 / 2 \beta a \sin \theta \cos \phi)} \cdot \frac{\sin (1 / 2 \beta b \sin \theta \sin \phi)}{(1 / 2 \beta b \sin \theta \sin \phi)}\right| \tag{15-28}
\end{equation*}
$$

multiplying this space factor or group pattern by the radiation from the unit Huygen's source gives the total radiation from the aperture. Then, using (19) and (20),

$$
\begin{align*}
& E_{\theta}=\frac{j E_{x}^{0} a b e^{-j \beta r}}{2 \lambda r}[(1+\cos \theta) \cos \phi]\left|\frac{\sin u_{1}}{u_{1}} \cdot \frac{\sin v_{1}}{v_{1}}\right|  \tag{15-29}\\
& E_{\phi}=\frac{-j E_{x}^{0} a b e^{-j \beta r}}{2 \lambda r}[(1+\cos \theta) \sin \phi]\left|\frac{\sin u_{1}}{u_{1}} \cdot \frac{\sin v_{1}}{v_{1}}\right| \tag{15-30}
\end{align*}
$$

where

$$
u_{1}=1 / 2 \beta a \sin \theta \cos \phi \quad \text { and } \quad v_{1}=1 / 2 \beta b \sin \theta \sin \phi
$$

This is known as the diffracted field and this problem is an example of Fraunhofer diffraction. In the principal $x-z$ plane, $\phi=0$ or $\pi$,
$E_{\phi}=0$, and the $E_{\theta}$ field is given by
where

$$
\begin{equation*}
E_{\theta}=\frac{j E_{x}^{0} a b e^{-j \beta r}}{2 \lambda r}(1+\cos \theta)\left|\frac{\sin u}{u}\right| \tag{15-31}
\end{equation*}
$$

The square bracketed expression, $(\sin u) / u$, occurs in many radiation and diffraction problems. It is plotted in Fig. 15-7.

It will be noted that the first null in this general pattern occurs at $u=\pi$. Thus, for an aperture width $a=1 \lambda$, the first null of the pattern occurs at $\theta=90$ degrees. For aperture widths smaller


Fig. 15-7. Plot of a $\sin u / u$.
than $1 \lambda$, there is no null in the pattern. For very large apertures, the "beam" is quite narrow, and small angles of $\theta$ are of most interest. For small values of $\theta, \sin \theta \approx \theta$, and

$$
u \approx \frac{\pi a \theta}{\lambda}
$$

For $a=10 \lambda$, the first null occurs at $\theta_{0}=0.1$ radian or 5.7 degrees.
Application to Open-ended Waveguides. If it can be assumed that the currents on the outside walls of an open-ended waveguide have negligible effect on the radiation from the guide, the problem of diffraction through an aperture has direct application to this second, more practical, problem. Since experimentally measured radiation patterns are found to agree roughly with patterns computed by neglecting these outside currents, such calculations may be used if only approximate answers are sufficient.

Referring to Fig. 15-8, and assuming that the fields at the open end are approximately the same as they would be if the guide didn't terminate there, but continued on to infinity, the tangential fields at the end surface will be

$$
E_{y}^{0}=E^{\varphi} \sin \frac{\pi x}{a} \quad H_{x}^{0}=-\frac{1}{\eta} \sqrt{1-\left(\frac{\lambda^{2}}{\lambda_{c}}\right)} E_{y}^{0}
$$

The dominant $\mathrm{TE}_{1,0}$ mode has been assumed, and for this mode $\lambda_{s}=2 a$. For a very wide guide ( $a \gg \lambda / 2$ ) carrying the dominant mode, $\left|E_{y}^{0} / H_{x}^{0}\right| \approx \eta$, and the problem is the same as that of the rectangular aperture, except for the variation of $E$ and $H$ in the $x$


Fig. 15-8. Field at the open end of a waveguide.
direction across the mouth of the guide. For narrower guides, with operation closer to the cut-off frequency [i.e., as $\lambda \rightarrow 2 a$, and $\left.\sqrt{1-\left(\lambda / \lambda_{c}\right)^{2}} \rightarrow 0\right], H_{x}^{0}$ becomes very small and there are two important effects. First, the characteristic impedance of the guide becomes very great, so that there is now a large mismatch between the impedance of the guide and the effective terminating impedance. This means that more of the energy is reflected back from the open end, and less is radiated for a given value of $E_{\nu}^{0}$. Second, the radiation pattern approaches more closely that which would be calculated from a magnetic-current sheet alone, rather than from crossed electric- and magnetic-current sheets. Experimental and calculated radiation patterns of waveguides and horns may be found in the literature.*

[^63]15.06 Fraunhofer and Fresnel Diffraction. For many problems involving radiation from apertures, and also for solving certain propagation problems, some knowledge of classical diffraction theory is required. In the previous section an example of Fraunhofer diffraction was encountered, whereas in the problem of radiation from an electromagnetic horn, Fresnel diffraction will be of interest. The difference between these is illustrated in Fig. 15-9. In the case of Fraunhofer diffraction both the source and receiving point are so remote from the aperture or screen that the rays may be considered as being essentially parallel. In Fig. 15-9, this means that rays arriving from the secondary source (the aperture $D$ ), may


Fig. 15-9. Illustration of Fresnel and Fraunhofer regions in diffraction theory.
be considered to arrive in-phase at a point $P_{1}$ which is on a line drawn normal to the screen through the aperture. On the other hand, if the distance $r$ to the receiving point $P_{2}$ is sufficiently large that the amplitude factor $1 / r$ may still be considered constant, but is not so large that the phase difference of contributions from the various Huygen's sources over the aperture may be neglected, the point $P_{2}$ is in the region of Fresnel diffraction. The region so close to the aperture that both the amplitude and phase factors are variable with the position of the receiving point is sometimes called the near region. The dividing line between Fresnel and Fraunhofer diffraction depends upon the accuracy required; however, the distance to the dividing line is often taken* as $r=2 D^{2} / \lambda$. If the

[^64]distance to the receiving point is very great, but the source is so close to the screen that the phase of the field varies over the aperture (with the source on the normal to the screen through the aperture), Fresnel diffraction theory is required.

Fresnel Diffraction ai a Straightedge. Figure 15-10 illustrates a simple example of Fresnel diffraction. An obstacle, such as a straightedge (considered to be perfectly absorbing), is inserted between a transmitting source $T$ and a receiving location $R$. To keep the problem two-dimensional, the source $T$ is assumed to be a


Fig. 15-10. Diffraction at a straightedge.
very long line source parallel to the long straightedge. The problem is to determine the intensity at the receiving point $R$, as $R$ is moved along the line $G M N$. It is assumed that the distances $d_{0}$ and $d_{1}$ are sufficiently large that the approximations inherent in Fresnel diffraction theory are valid, but not large enough to permit the approximations used in Fraunhofer diffraction.

Assume that each elemental strip $d u$ of the wave front produces an effect at $R$ given by

$$
\begin{equation*}
d E=\frac{k_{1} d u e^{-i \beta r}}{f(r)} \tag{15-32}
\end{equation*}
$$

where $\beta=2 \pi / \lambda, f(r)$ is a function of $r$, and $k_{1}$ is a constant. For Fresnel diffraction, the $r$ in the denominator of (32) can be con-
sidered constant but the variation of $r$ in the phase shift factor must be accounted for. By geometry,
then

$$
\begin{aligned}
(Q R)^{2}= & r^{2}=\left(d_{1}+d_{2}\right)^{2}+d_{1}{ }^{2}-2 d_{1}\left(d_{1}+d_{2}\right) \cos \frac{u}{d_{1}} \\
\approx & \left(d_{1}+d_{2}\right)^{2}+d_{1}{ }^{2}-2 d_{1}\left(d_{1}+d_{2}\right)\left(1-\frac{u^{2}}{2 d_{1}{ }^{2}}\right) \\
& r^{2}=\left(d_{2}+\delta\right)^{2} \approx d_{2}{ }^{2}+u^{2} \frac{d_{1}+d_{2}}{d_{1}}
\end{aligned}
$$



Fig. 15-11(a). Cornu's spiral.


Fig. 15-11(b). Diffracted field obtained by use of (a).

Neglecting $\delta^{2}$, this givcs

$$
\delta=u^{2} \frac{d_{1}+d_{2}}{2 d_{1} d_{2}} \approx u^{2} \frac{d_{1}+d_{0}}{2 d_{1} d_{0}}
$$

The total effect at $R$, due to the portion of the wavefront between $u_{0}$ and $u_{1}$, will be
where

$$
\begin{align*}
E & =\frac{k_{1}}{f(r)} \int_{u_{0}}^{u_{1}} e^{-j \beta r_{r}} d u=\frac{k_{1} e^{-i \beta d_{1}}}{f\left(d_{2}\right)} \int_{u_{0}}^{u_{1}} e^{-j \beta \delta} d u  \tag{15-33}\\
& =\frac{k_{1} e^{-j \beta d_{2}}}{f\left(d_{2}\right)}\left(\int_{u_{0}}^{u_{1}} \cos \beta \delta d u-j \int_{u_{0}}^{u_{1}} \sin \beta \delta d u\right) \tag{15-33a}
\end{align*}
$$

$$
\beta \delta=\frac{\pi}{\lambda}\left(\frac{d_{1}+d_{2}}{d_{1} d_{2}}\right) u^{2}
$$

The square of the magnitude of the field intensity at $R$ is given by

$$
\begin{equation*}
|E|^{2}=\frac{k_{1}^{2}}{f^{2}\left(d_{2}\right)}\left(\int_{u_{0}}^{u_{1}} \cos \beta \delta d u\right)^{2}+\left(\int_{u_{0}}^{u_{1}} \sin \beta \delta d u\right)^{2} \tag{15-34}
\end{equation*}
$$

To evaluate and interpret this result consider the following integral

$$
\begin{equation*}
C(v)-j S(v)=\int_{0}^{v} e^{-j(\tau / 2) v^{2}} d v \tag{15-35}
\end{equation*}
$$

which is a standard form of the Fresnel integrals. Plotting this integral in the complex plane, with $C$ as the abscissa and $S$ as the ordinate, results in a curve known as Cornu's spiral (Fig. 15-11a). In this figure, positive values of $v$ appear in the first quadrant and negative values of $v$ in the third quadrant. The spiral has some interesting and important properties:

$$
\begin{gather*}
C=\int_{0}^{0} \cos \frac{\pi v^{2}}{2} d v \quad S=\int_{0}^{v} \sin \frac{\pi v^{2}}{2} d v  \tag{15-36}\\
\delta s=\sqrt{(\delta C)^{2}+(\delta S)^{2}}=\delta v ; \quad v=s \\
\tan \phi=\frac{\delta S}{\delta C}=\tan \frac{\pi v^{2}}{2} ; \quad \phi=\frac{\pi v^{2}}{2}=\frac{\pi s^{2}}{2} \\
\frac{d \phi}{d s}=\pi s ; \quad \text { radius of curvature }=\frac{d s}{d \phi}=\frac{1}{\pi s} \\
C( \pm \infty)= \pm 1 / 2 ; \quad S( \pm \infty)= \pm 1 / 2 \tag{15-37}
\end{gather*}
$$

The following properties follow from the above relations:
(1) A vector drawn from the origin to any point on the curve represents in both magnitude and phase the value of the integral (35). (The phase of the vector is the negative of the phase of the integral.)
(2) The length $s$ of arc along the spiral, measured from the origin, is equal to $v$. As $v$ approaches plus or minus infinity, the spiral winds an infinity of times about the points $(1 / 2,1 / 2)$ or $(-1 / 2$, $-1 / 2$ ).
(3) The magnitude $\sqrt{C^{2}+S^{2}}$ of the integral has a maximum value when $\phi=3 \pi / 4$, or at $v=\sqrt{3 / 2}=1.225$. Secondary maxima occur at

$$
\phi=\frac{3 \pi}{4}+2 n \pi \quad \text { or } \quad v=\sqrt{\frac{3}{2}+4 n} \quad(n=1,2,3, \cdots)
$$

Minima occur at

$$
v=\sqrt{7 / 2+4 m} \quad(m=0,1,2,3, \cdots)
$$

Returning now to the integral of (33), it can be put in the standard form by writing
or

$$
\begin{gathered}
\beta \delta=\frac{\pi}{\lambda}\left(\frac{d_{1}+d_{2}}{d_{1} d_{2}}\right) u^{2}=\frac{\pi}{2} v^{2} \\
v=u \sqrt{\frac{2\left(d_{1}+d_{2}\right)}{\lambda d_{1} d_{2}}}=k_{2} u
\end{gathered}
$$

'Then
where

$$
\begin{gathered}
E=k_{3} \int_{v_{0}}^{v_{1}} e^{-j(\pi / 2) v^{2}} d v \\
k_{3}=\frac{k_{1} e^{-j \beta d z}}{k_{2} f\left(d_{2}\right)}
\end{gathered}
$$

Using (36),

$$
\begin{aligned}
E & =k_{3}\left(\int_{0}^{v_{1}} e^{-j \frac{\pi 0^{2}}{2}} d v-\int_{0}^{v_{0}} e^{-j(\pi / 2) v^{2}} d v\right) \\
& =k_{3}\left[C\left(v_{1}\right)-C\left(v_{0}\right)-j S\left(v_{1}\right)+j S\left(v_{0}\right)\right]
\end{aligned}
$$

Because $v$ is proportional to $u$ and inversely proportional to the square root of the wavelength (which is very small in optics), $v_{1}$ will be a very large number for large values of $u_{1}$. Therefore $C\left(v_{1}\right) \rightarrow C(\infty)$ as $u_{1}$ is allowed to become large. Then using (37), the field intensity will be approximately

$$
E=K\left\{\left[1 / 2-C\left(v_{0}\right)\right]-j\left[1 / 2-S\left(v_{0}\right)\right]\right\}
$$

The quantities $(1 / 2-C)$ and $j(1 / 2-S)$ represent the real and imaginary parts of a vector drawn from the upper point of convergence $(1 / 2,1 / 2)$ to a point on the spiral. Thus the magnitude of $E$ is proportional to the length of the vector drawn from ( $1 / 2,1 / 2$ ) to the appropriate point on the spiral. This makes it possible to visualize the intensity variation as $v_{0}$ (and hence either $u_{0}$ or $d_{1}$ or $d_{2}$ ) is varied.

For $u_{0}$ equal to a large negative value, the free-space field intensity $E_{0}$ results. Therefore

$$
E_{0}=K\{[1 / 2-(-1 / 2)]-j[1 / 2-(-1 / 2)]\}=K(1-j)
$$

and therefore $\quad K=\frac{E_{0}}{1-j}=\frac{E_{0}}{2}(1+j)$
The received field intensity is given in terms of the free-space field by
where

$$
\begin{gathered}
E=\frac{E_{0}}{2}(1+j) \int_{v_{0}}^{\infty} e^{-j \frac{\pi}{2} v^{z}} d v \\
v_{0}=u_{0} \sqrt{\frac{2\left(d_{1}+d_{2}\right)}{\lambda d_{1} d_{2}}}
\end{gathered}
$$

In order for this approximate treatment to be valid, the following inequalities must hold:

$$
d_{1}, d_{2} \gg u_{0} ; \quad d_{1} d_{2} \gg \lambda
$$

In Fig. $15-11 \mathrm{~b}$ is plotted the magnitude $\left|E / E_{0}\right|$ as taken off the spiral. The field intensity in the shadow zone decreases smoothly to zero. Above the line of sight the field intensity oscillates about its freespace value. On the line of sight the field intensity is just one-half of its free-space value.

This approximate theory of diffraction was developed for use in optics, where the approximations and assumptions made are usually quite valid. However, it is found that even at radio frequencies, and especially at ultrahigh frequencies, there are many problems where the theory is applicable. An example occurs in computing the radiation from electromagnetic horns.
15.07 Radiation from Electromagnetic Horns. In order to secure greater directivity a wave guide can be flared out to form an electromagnetic horn. A rectangular guide flared out in one plane only constitutes a sectoral horn, whereas a guide flared in both planes forms a pyramidal horn. The sectoral horn flared out in
the plane of the electric field is the easiest case to treat and will serve as an example of the method of attack.

Figure 15-12 shows a horn flared out in the electric plane with a flare angle $2 \psi$.

For best operation the angle $\psi$ is usually sufficiently small that the area of the wavefront is approximately equal to the area of the aperture. The total field at any distant point is obtained by summing the contributions from the Huygen's sources distributed over the wavefront. It is permissable to assume that the field distribution over the aperture is approximately the same as it would be there if the horn did not terminate, but was infinitely long. For the case considered in Fig. 15-12, the field will be constant over the


Fig. 15-12. Electromagnetic horn.
aperture in the $y$ direction, but will vary in the $x$ direction as $\cos \pi x_{1} / a$. The information of most interest will be the field intersity, and hence the gain in the forward direction, that is, along the positive $z$ axis.

At any distant point on the $z$ axis the field intensity due to a Huygen's source of intensity $E^{0} H^{0}$ will be

$$
\frac{E^{0} d x d y}{2 \lambda r}\left(1+\cos \theta_{1}\right) \approx \frac{E^{0} d x d y}{\lambda r}
$$

since $\cos \theta_{1} \approx 1$ for distant points in the forward direction. The strengths of the Huygen's sources over the aperture will be given by

$$
E^{0}=E_{y}^{0} \cos \frac{\pi x_{1}}{a}
$$

The total field at a distant point on the $z$ axis is

$$
E=\frac{E_{y}^{0}}{\lambda r} \int_{-b / 2}^{+b / 2} \int_{-a / 2}^{+a / 2} \cos \frac{\pi x_{1}}{a} e^{i \beta_{1}} d x_{1} d y_{1}
$$

where the reference phase has been taken as that due to a source in the plane of the aperture $\left(z_{1}=0\right)$. From the geometry of Fig. 15-12,

$$
\begin{aligned}
z_{1} & =L \cos \theta_{1}-L \cos \psi \\
& \approx \frac{b^{2}}{8 L}-\frac{y_{1}^{2}}{2 L}
\end{aligned}
$$

Then

$$
\begin{align*}
|E| & =\frac{E_{y}^{0}}{\lambda r} \int_{-a / 2}^{+a / 2} \cos \frac{\pi x_{1}}{a} d x_{1}\left|\int_{-b / 2}^{+b / 2} e^{-j \beta e} d y_{1}\right| \\
& =\frac{4 a E_{y}^{0}}{\pi \lambda r}\left|\int_{0}^{b / 2} e^{-j \beta \epsilon} d y_{1}\right| \tag{15-39}
\end{align*}
$$

where

$$
\epsilon=\frac{y_{1}{ }^{2}}{2 L}
$$

Putting
or

$$
\begin{gathered}
\frac{\beta y_{1}{ }^{2}}{2 L}=\frac{\pi}{2} v^{2} \\
v=y_{1} \sqrt{\frac{2}{\lambda L}}, \quad d v=d y_{1} \sqrt{\frac{2}{\lambda L}}
\end{gathered}
$$

reduces (39) to the form of (35), and the expression for the square of the absolute magnitude of field intensity will be

$$
\begin{equation*}
|E|^{2}=\frac{2 L}{\lambda}\left(\frac{2 a E_{z}^{0}}{\pi r}\right)^{2}\left[C^{2}\left(\frac{b}{\sqrt{2 \lambda L}}\right)+S^{2}\left(\frac{b}{\sqrt{2 \lambda L}}\right)\right] \tag{15-40}
\end{equation*}
$$

The effect of changes in any of the horn dimensions is made eviden.t. by using (40) and Cornu's spiral. It is seen that, if $b$ is increased, for a given $L$, the forward signal will first increase to a maximum and then decrease, increasing again to secondary maximum which is smaller than the first maximum. A similar variation results if $b$ and $L$ are increased together keeping the horn angle constant. The explanation for this result is that as $b$ is increased, the contributions from some of the secondary sources on the wavefronts are out of phase with others, and so tend to decrease, instead of increase, the field intensity in the forward direction.
15.08 The Infinitely Lorg Narrow Slit. Solutions to several problems involving radiation from or through apertures have now been obtained. In the practical problems, e.g., radiation from openended coaxial lines, wave guides, and electromagnetic horns, the solutions were approximate to the extent that the effects of any
conduction currents on the outside walls were assumed to be negligible. Although in these cases the assumptions were justified by intuitive reasoning and experimental results, there are many other problems where this would not be true. In the problem of diffraction through an aperture in a thin perfectly absorbing screen, the solution was exact for the problem as stated, but the problem itself was a nonphysical one, not met with in practice. A more practical, and in general much more difficult, problem is that of diffraction

(a)

(b)

Fia. 15-13. (a) A "wedge" transmission line that supports uniform cylindrical waves. (b) Diffraction through a narrow slit in an infinite conducting plane.
through an aperture in a conducting screen. The simplest possible problem of this sort is the diffraction through an infinitely long and very narrow slit in a thin infinite conducting screen. Because of the simplicity of the boundary conditions and the resulting field configurations, the solution for this problem is relatively straightforward.

Figure 15-13b shows the problem to be solved. Figure 15-13a shows an apparently different problem, the solution of which applies directly to $15-13 \mathrm{~b}$. In the problem of $15-13 \mathrm{~b}$ the incident wave is assumed to be directed normally to the screen with the electric vector perpendicular to the axis of the slit. In Fig. 15-13a the two
semi-infinite planes form a wedge transmission line with an enclosed and $\phi_{0}$, and with the "input edges" located a distance $a$ from the line of intersection of the two planes. The applied voltage $V$ is assumed to be the same at all points along the input edges, so that uniform cylindrical waves will be excited. For these waves the appropriate differential equations [taken from the set (11-28)] are

$$
\begin{equation*}
\frac{d\left(\rho E_{\phi}\right)}{\rho d_{\rho}}=-j \omega \mu H_{z} \quad \frac{d H_{z}}{d \rho}=-j \omega \in E_{\phi} \tag{15-41}
\end{equation*}
$$

where $\sigma=0$ for the nonconducting region between the planes (region I). As in sec. (11.07) these equations combine to give a wave equation for $\mathrm{H}_{z}$ similar to (11-32), with solutions of the form of eq. (11-34). Retaining only the second term, which represents an outward traveling wave, the expression for $\mathrm{H}_{z}$ is

$$
\begin{equation*}
H_{z}=B H_{0}^{(2)}(\beta \rho) \tag{15-42}
\end{equation*}
$$

Using the second of eqs. (41), the corresponding expression for $\mathbf{E}_{\phi}$ is
where, as usual,

$$
\begin{gather*}
E_{\phi}=-j \eta B H_{1}{ }^{(2)}(\beta \rho)  \tag{15-43}\\
\eta=\sqrt{\frac{u}{\epsilon}}
\end{gather*}
$$

The radial wave admittance looking in the positive $\rho$ direction in region $I$ is

$$
\begin{equation*}
Y_{\rho}=\frac{H_{z}}{E_{\phi}}=\frac{j H_{0}^{(2)}\left(\beta_{\rho}\right)}{\eta H_{1}{ }^{(2)}\left(\beta_{\rho}\right)} \tag{15-44}
\end{equation*}
$$

The input voltage between the edges (at $\rho=a$ ) is

$$
\begin{equation*}
V=-\phi_{0} a E_{\phi}(a) \tag{15-45}
\end{equation*}
$$

and the input current per unit length is

$$
\begin{equation*}
I=J_{\rho}=-H_{z}(a) \tag{15-46}
\end{equation*}
$$

where $E_{\phi}$ and $H_{z}$ are evaluated at $\rho=a$. Using (43) and remembering that for $x \ll 1$,

$$
\begin{align*}
& H_{1}^{(2)}(x) \approx \frac{j 2}{\pi x} \\
& V=-\frac{2 \eta \phi_{0} B}{\pi \beta} \tag{15-47}
\end{align*}
$$

For the problem of Fig. $15-13 \mathrm{~b}, \phi_{0}=\pi$ so that

$$
\begin{equation*}
B=-\frac{\beta}{2 \eta} V \tag{15-48}
\end{equation*}
$$

For the distant fields the expressions for $\mathbf{E}$ and $\mathbf{H}$ become

$$
\begin{align*}
& E_{\phi}=\frac{j \beta V}{2} H_{1}^{(2)}(\beta \rho) \rightarrow-\frac{V}{\sqrt{\rho \lambda}} e^{-j\left(\beta_{\rho}-x / 4\right)}  \tag{15-49}\\
& H_{z}=\frac{-\beta V}{2 \eta} H_{0}^{(2)}(\beta \rho) \rightarrow-\frac{V}{\eta \rightarrow \infty} \underset{\rho}{\overline{\rho \lambda}} e^{-j\left(\beta_{\rho}-x / 4\right)} \tag{15-50}
\end{align*}
$$

For the wedge transmission line the input admittance per meter is

$$
\begin{equation*}
Y_{\mathrm{in}}=\frac{J_{\rho}}{V}=\frac{H_{z}(a)}{\phi_{0} a E_{\phi}(a)} \tag{15-51}
\end{equation*}
$$

This is the admittance presented $t s$ the generator by region $I$. For the slotted plane of Fig. 15-13b, $\phi_{0}=\pi$, and the admittances of region I and region II are equal and in parallel. Therefore

$$
\begin{align*}
Y_{\mathrm{alit}} & =2 \hat{Y}_{\mathrm{in}} \\
& =\frac{2 H_{z}(a)}{\pi a E_{\phi}(a)}=\frac{j 2 H_{0}{ }^{(2)}(\beta a)}{\pi a \eta H_{1}^{(2)}(\beta a)} \tag{15-52}
\end{align*}
$$

For a very narrow slit, such as has been assumed, $\beta a \ll 1$, and (52) reduces in the same manner as did (11-44) to give

$$
\begin{equation*}
Y_{\mathrm{olit}} \approx \frac{2 \pi}{\eta \lambda}+\frac{j 4}{\eta \lambda}\left(\ln \frac{\lambda}{\pi a}-C\right) \tag{15-53}
\end{equation*}
$$

For the slit in the conducting plane the voltage $V$ can be evaluated in terms of the incident field intensities in the following way: If there were no slit, the current per meter in the conducting plane would be $J=2 H^{0}$, where $H^{0}$ is the magnetic intensity of the incident wave. With the slit in the screen the total conduction current at the edge of the slit is zero, so the "induced" voltage $V$ (due to charge concentrations at the edges of the slit) must be just sufficient to produce a current per meter, $J_{\rho}$, which is equal and opposite to the linear current density $J=2 H^{\circ}$. Therefore

$$
\begin{equation*}
V=\frac{J_{\rho}}{Y_{\text {alit }}}=\frac{-2 H^{0}}{Y_{\text {alit }}} \tag{15-54}
\end{equation*}
$$

Equations (49), (50), (53), and (54) constitute the solution to the problem of diffraction through a very narrow and infinitely long slit in a conducting screen.

An interesting and useful comparison can be drawn between the above problem of the long narrow slit in an infinite conducting plane and the earlier problem of the thin and infinitely long wire. Comparing eqs. (49) and (50) with those of (11-42), it is seen that except for a constant multiplying factor, the electric field diffracted by the slit has the same magnitude and direction as the magnetic field radiated (or reradiated) by the wire. Similarly, the magnetic field due to the slit is related in both magnitude and direction to the electric field produced by the current-carrying wire. Further, when the (external) impedance per unit length of the wire is compared with the admittance per unit length of the slit, it is observed that they are simply related by
or

$$
\begin{align*}
Z_{\text {wire }} & =\frac{\eta^{2}}{4} Y_{\text {dilt }}  \tag{15-55}\\
Z_{\text {wiro }} Z_{\text {blit }} & =\frac{\eta^{2}}{4}=35,257
\end{align*}
$$

This similarity between the properties of the wire and those of the slit are an example of a principle which is known in electromagnetics as Babinet's principle.
15.09 Babinet's Principle. The correspondence noted above between the magnetic and electric fields about a long narrow slit and the electric and magnetic fields about a long thin wire are just one example of a duality principle of electromagnetic theory. Using this principle, the solutions to certain problems can be written directly if the dual problems have been solved. In the new problems, the quantities $I, V, Y, H, E$ correspond respectively to the quantities $V, I, Z, E$, and $H$ in the dual problems. In order to see how to obtain quantitative answers using this principle, the wire and slit problems will be considered further.

If it is assumed that the long thin wire of section 11.07 is excited by an electromagnetic field $E^{0}: H^{0}$, which has $E^{0}$ parallel to the wire, then $E^{0}$ is the applied electric intensity $E_{a}$, and the current which flows in the wire will be

$$
\begin{equation*}
I=\frac{E^{0}}{Z_{00}} \tag{15-56}
\end{equation*}
$$

where $Z_{w}$ is the external impedance of the wire. (A perfectly conducting wire, for which $Z_{\text {int }}=0$, is assumed.) Using (56) and eqs. (11-42) gives for the reradiated or diffracted fields

$$
\begin{align*}
E_{z} & =\frac{-\beta \eta E^{0}}{4 Z_{w}} H_{0}{ }^{(2)}(\beta \rho)  \tag{15-57}\\
H_{\phi} & =\frac{-j \beta \eta H^{0}}{4 Z_{w}} H_{1}{ }^{(2)}(\beta \rho) \tag{15-58}
\end{align*}
$$

Now let the thin infinitely long wire be replaced by the narrow infinitely long slit in a conducting screen, and again let the field $E^{0}, H^{0}$ be incident, but with the polarization rotated through 90 degrees so that $E^{0}$ is perpendicular to the slit and $H^{0}$ is parallel to it. For this case, substituting (54) and (55) into (49) and (50) the diffracted fields of the narrow slit are found to be

$$
\begin{align*}
& H_{z}=\frac{\beta \eta H^{0}}{4 Z_{w}} H_{0}^{(2)}(\beta \rho)  \tag{15-59}\\
& E_{\phi}=\frac{-j \beta \eta E^{0}}{4 Z_{w}} H_{1}^{(2)}(\beta \rho) \tag{15-60}
\end{align*}
$$

Comparing eqs. (57) and (59) show that
where

$$
\begin{gather*}
\frac{E_{z}}{E^{0}}=-k \quad \frac{H_{z}}{\overline{H^{0}}}=+k  \tag{15-61}\\
k=\frac{\beta \eta H_{0}^{(2)}(\beta \rho)}{4 Z_{w}}
\end{gather*}
$$

In the case of the wire, the total field $E$ at any point is the sum of the incident field $E^{0}$ and the diffracted or reradiated field $E_{2}$; that is

$$
E=E^{0}+E_{z}
$$

Then, if $U_{1}$ designates the ratio of the field intensity in the presence of the wire to the field without the wire,

$$
\begin{equation*}
U_{1}=\frac{E}{E^{0}}=1-k \tag{15-62}
\end{equation*}
$$

In the case of the infinite conducting screen with the long slit, the total field $H$ on the right of the screen (with the incident wave approaching from the left) is just the diffracted field $H_{2}$. Denoting har $U_{2}$ the ratio of the field intensity on the right of the screen to
the field without the screen,

$$
\begin{equation*}
U_{2}=\frac{H_{z}}{H^{0}}=k \tag{15-63}
\end{equation*}
$$

It is evident that the following equality holds

$$
\begin{equation*}
U_{1}+U_{2}=1 \tag{15-64}
\end{equation*}
$$

This relation, developed here for the particular case of a slit and a wire, actually is a quite general relation, true for all complementary screens and conjugate sources. Complementary screens are defined in the following manner: An infinite-plane conducting screen is pierced with apertures of any shape or size and the resultant screen is called $S_{1}$. Consider then the screen which is obtained by interchanging the region of metal and aperture space in $S_{1}$ and call this second screen $S_{2}$. Then screens $S_{1}$ and $S_{2}$ are said to be complementary, because, added together they result in a complete infinite metal screen. In this sense the thin wire and narrow slit may be considered as being complementary.

In deriving (64) it was necessary to interchange $E$ and $H$ of the incident wave. (For the plane wave considered, this was accomplished by simply rotating the plane of polarization through 90 degrees.) In general, for an arbitrary source, the effect of interchanging $E$ and $H$ can be obtained by replacing the distribution of electric currents and charges which constitutes the source by the corresponding distribution of magnetic currents and charges. Sources so related are called conjugate sources.

A generalized statement of (64) can now be stated as follows: Let a source $s_{1}$ to the left of an infinite screen $S_{1}$ produce a field on the right of $S_{1}$, and let $U_{1}$ be the ratio of this field to the field intensity that would exist there in the absence of the screen; then consider a conjugate source $s_{2}$ to the left of the complementary screen $S_{2}$, and let $U_{2}$ be the ratio of the field on the right of $S_{2}$ to the field that would exist there in the absence of the screen; then

$$
\begin{equation*}
U_{1}+U_{2}=1 \tag{15-64}
\end{equation*}
$$

Similarly, if $V_{1}$ is the ratio of field intensity at any point on the left of the screen to the field that would exist at that point if both screens were present (that is, if the screen were a complete infinite metal screen), and if $V_{2}$ is the ratio of the field produced by the
conjugate source on the left of t'e complcmentary screen to the field that would exist there in the presence of a complete metal screen, then

$$
\begin{equation*}
V_{1}+V_{2}=1 \tag{15-65}
\end{equation*}
$$

Equations (64) and (65) along with the associated impedance relation $Z_{1} Z_{2}=\eta^{2} / 4$ constitute a statement of an extension* of Babinet's principle which is valid for conducting screens and radio frequencies. It should be compared with the oricinal statement of the Babinct's principle of optics from which it derives its name. In optics, Babinet's principle relates to the transmission through apertures in cbsorbing screens, and polarization is not mentioned. The principle for optics simply states that the sum of the fields, taken separately, beyond any two complementary (absorbing) screens will add to produce the field that would exist there without any screen. It will be seen that there are important differences between this simple statement for absorbing screens in optics and the extended principle which is valid for conducting screens and polarized fields.

Application to the Half-wave Slot. One of the most straightforward applications of Babinet's principle occurs in determining the diffraction through a half-wave slot in an infinite conducting screen. For this example the complementary screen is a flat half-wave dipole of width equal to the width of the slot. For the resonant length dipole, the current induced in the dipole is independent of its cross-sectional dimensions (to a first approximation) and is given approximately by

$$
I_{\infty 0}=\frac{V_{\infty}}{Z_{a}}=\frac{E^{0} \lambda}{\pi Z_{a}}
$$

where $Z_{\alpha} \approx 73$ ohms is the radiation resistance of the half-wave dipole. Using a sphericol co-ordinate system centered at the dipole, the radiation field will be

$$
E_{\theta}=\frac{j 60 I e^{-j \beta r}}{r} \frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta}=\frac{j 60 \lambda E^{0} e^{-j \beta r}}{73 \pi r} \frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta}
$$

Therefore, by Babinet's principle, the distant diffracted field of a resonant slot in a conducting screen will be

[^65]\[

$$
\begin{aligned}
& I I_{\theta}=-\frac{j 60 \lambda H^{0} e^{-j \beta r}}{73 \pi r} \frac{\cos \left(\frac{\pi}{2} \cos \theta\right)}{\sin \theta} \\
& E \phi=-\eta I_{\theta}
\end{aligned}
$$
\]

In the above it has been assumed that the incident electric field was oriented parallel to the dipole, but perpendicular to the slot.

For lengths other than the resonant half-wavelength, the performance of both slot and dipole depend on the width as well as the length of the slot or (flat) dipole. However, by suitably defining a "characteristic impedance" for both of these elements, it is possible to compute at least approximately what their performance will be. It follows directly from Babinet's principle that the $Q$ of flat dipoles and the corresponding slots in conducting planes are identical.

There may be some question about treating the thin wire and the narrow slit as complementary screens as was done earlier. The true complement of the slit in a thin conducting plane is, of course, a thin flat conducting strip, but for very narrow strips the difference between a flat strip and thin round wire becomes negligible. For slits of appreciable width, and the corresponding finite-width strips, it is necessary to define an average impedance by integrating over the width. When this integration is carried out,* it is found that the relations which constitute Babinet's principle do indeed still hold.
15.10 Slot Artennes. At very hiş. fzequencies a practical zero drag antenna for high-speed aircraft consists of a half-wave slot cut in the metal skin of the aircraft, and fed across the slot, usually at its center. Such fed slots also have interesting application in FM and television. Although the important properties of a half-wave slot in a conducting screen follow directly from Babinet's principle and the known properties of a half-wave dipole, it will be of value to consider this important case in some detail.

Figure $15-14$ shows a slot in a conducting plane, and the complementary flat dipole. The slot is fed by a voltage applied between its edges at the center. The dipole is fed by a series voltage at its center.

For a first approach consider these antennas as separate bound-

[^66]ary value problems.* As such, the problem in each case is that of finding appropriate solutions to Maxwell's equations, or the derived wave equations, which will satisfy the boundary conditions. In both cases, for the free-space regions about the antennas, the wave equations to be solved are
\[

$$
\begin{equation*}
\nabla^{2} \mathrm{E}=\mu \ddot{\mathrm{E}} \quad \text { or } \quad \nabla^{2} \mathrm{H}=\mu \ddot{\mathrm{H}} \tag{15-66}
\end{equation*}
$$

\]

Having obtained a solution for either E or H from one of the above equations, the other field intensity can be obtained through one of the free-space relations

$$
\begin{equation*}
\operatorname{curl} \mathbf{E}=-\mu \dot{\mathrm{H}} \quad \operatorname{curl} \mathbf{H}=\epsilon \dot{\mathbf{E}} \tag{15-67}
\end{equation*}
$$



Fig. 15-14. A slot antenna in a conducting screen, and the complementary flat dipole.

For the dipole, a solution to the second of eqs. (66) would be sought subject to the following boundary conditions:
(1) In the $y-z$ plane, and outside the perimeter of the dipole,

$$
H_{y}=0, \quad H_{z}=0
$$

(2) In the $y-z$ plane, and within the perimeter of the dipole,

$$
H_{x}=0
$$

The first of these conditions follows from symmetry considerations. The second condition is a statement of the fact that the normal component of H must be zero at the surface of a perfect conductor.

[^67]For the slot in the conducting plane the first of eqs. (66) would be solved subject to the following boundary conditions:
(1) In the $y-z$ plane, and outside the perimeter of the slot,

$$
E_{y}=0, \quad E_{z}=0
$$

(2) in the $y-z$ plane, and within the perimeter of the slot

$$
E_{x}=0
$$

The first of these conditions results from the fact that the tangential component of $\mathbf{E}$ must be zero at the surface of a perfect conductor. The second condition results from symmetry considerations.

It is apparent that, mathematically, these two problems are identical. It is necessary only to interchange $E$ and $H$ to pass from one problem to the other. (Of course it will have to be shown that the driving forces are also similar.) Therefore, except for a constant, the solution obtained for E for the slot, will be the same as the solution for H for the dipole, and it is possible to write for the fields at any corresponding points

$$
\begin{equation*}
\mathrm{E}_{s}=k_{1} \mathrm{H}_{d} \tag{15-68}
\end{equation*}
$$

where the subscripts $s$ and $d$ refer to the slot and dipole respectively. Similarly, the magnetic field of the slot and the electric field of the dipole will be related by

$$
\begin{equation*}
\mathrm{H}_{s}=k_{2} \mathrm{E}_{d} \tag{15-69}
\end{equation*}
$$

It follows that the pattern of $\mathbf{E}$ for the slot is the same as the pattern of H for the dipole, and vice versa. Also the impedance of the slot is proportional to the admittance of the dipole and vice versa. The relations between the impedance properties can be studied by use of the integral expressions for the fields near the feed points.

Strictly, for impedance to have meaning, it is necessary to consider an infinitesimal gap in each case. However, the results will apply to a finite gap if this is kept small, as indicated in Fig. 15-15. For the dipole, the impedance is given by the voltage across the gap divided by the current through the generator and into one arm of the dipole. The voltage across the gap is obtained by integrating $\mathrm{E}_{d} \cdot d \mathbf{s}$ along a line of $\mathbf{E}$ between two closely spaced points $a$ and $c$ on opposite sides of the gap.

$$
V=\int_{a b c} \mathbf{E}_{d} \cdot d \mathbf{s}
$$

The current into one arm of the dipole is equal to the magnetomotive force around the (small) closed loop efghe

$$
I=\oint \mathbf{H}_{d} \cdot d \mathrm{~s}=2 \int_{e f g} \mathbf{H}_{d} \cdot d \mathbf{s}
$$

The impedance of the dipole is therefore

$$
\begin{equation*}
Z_{d}=\frac{\int_{a b c} \mathrm{E}_{d} \cdot d \mathrm{~s}}{2 \int_{e f 0} \mathrm{H}_{d} \cdot d \mathrm{~s}} \tag{15-70}
\end{equation*}
$$



Frg. 15-15. Slot and flat-strip dipole with small gaps.
The admittance of the slot can be found 'Jy dividing the curren: into one edge by the voltage across the gap. The slot current is equal to the magnetomotive force around the closed path $a b c d a$.

$$
I=\oint_{a b c d a} \mathrm{H}_{s} \cdot d \mathrm{~s}=2 \int_{a b c} \mathrm{H}_{s} \cdot d \mathrm{~s}
$$

The voltage across the slot can be obtained by integrating $\mathrm{E}_{\mathbf{s}} \cdot \mathrm{ds}$ along the curve efg.

$$
V=\int_{e f g} \mathrm{E}_{\mathrm{s}} \cdot d \mathrm{~s}
$$

The slot admittance is therefore

$$
\begin{equation*}
Y_{s}=\frac{2 \int_{a b c} \mathrm{II}_{s} \cdot d \mathrm{~s}}{\int_{e f g} \mathrm{E}_{s} \cdot d \mathrm{~s}} \tag{15-71}
\end{equation*}
$$

Making use of eqs. (68), (69), (70), and (71), it is seen that

$$
Y_{s}=4 \frac{k_{2}}{k_{1}} Z_{d} \quad \text { or } \quad Z_{s} Z_{d}=\frac{k_{1}}{4 k_{2}}
$$

The ratio $k_{1} / k_{2}$ can be evaluated by considering the distant fields. At any corresponding points

$$
E_{s}=k_{1} H_{d} \quad H_{s}=k_{2} E_{d}
$$

At points sufficiently distant that the fields are essentially plane wave fields

$$
E_{s}=\eta_{v} H_{s} \quad E_{d}=\eta_{v} H_{d}
$$

Combining these relations shows that

Therefore

$$
\frac{k_{1}}{k_{2}}=\eta_{v}^{2}=377^{2}
$$

$$
\begin{equation*}
Z_{s} Z_{d}=\frac{r_{v}^{2}}{4} \tag{15-72}
\end{equation*}
$$

For the theoretical half-wave dipole, $Z_{d} \approx 73+j 43$ ohms, so that for a theoretical half-wave slot,

$$
Z_{s} \approx \frac{377^{2}}{4 \times(73+j 43)} \approx 418 /-30.5^{\circ}
$$

For a resonant-length dipole, the input resistance depends upon the dipole thickness. It may be of the order of 65 ohms for practical


Fig. 15-16. Folded slot and folded dipole.
dipoles. The corresponding impedance for a practical resonantlength slot wouid be of the order of $Z_{s}=550$ ohms. For a folded half-wave dipole the input impedance is roughly four times that of an ordinary dipole, so that the input impedance of the folded half-wave slot of Fig. 15-16 is approximately $550 / 4=138$ ohms.

The field about a slot in a conducting plane can also be obtained by replacing the electric field distribution that exists across the slot by its equivalent magnetic-current sheets. Elementary considerations suggest and actual measurements show that the electric intensity across a slot is distributed approximately sinusoidally along the length of the slot. The replacement of the slot in a conducting plane by magnetic currents is carried out in the following manner. Consider first conditions on one side only of the conducting plane (call this region I). A magnetic-current sheet at the surface of the plane (that now has no slot) will produce the same fields in this region as did the electric field across the slot. Since the boundary conditions at the conducting plane require zero tangential electric intensity at its surface, the magnetic-current sheet will have a positive image in the conducting plane. Because the magnetic current was assumed to be on the surface of the plane the magnetic current and its image will be almost coincident, and the only effect of the image on the field in region $I$ is to double its value over that produced by the magnetic current alone.

The electric field across the slot also gives rise to an electromagnetic field on the back side of the plane (region II), which field could be set up by a second equivalent magnetic-current sheet at the surface of the conducting plane on the side of region II. Together with its positive image in the plane this second magnetic current will give correctly the field in region II. It should be noted that, in order to establish the correct polarity for the fields in region II with respect to those in region I (the electric field is continuous through the slot and so $E$ has the same direction on both sides of the plane), it is necessary that the direction (or polarity) of the equivalent magnetic current in region II be opposite to that in region I. The presence of this magnetic-current sheet in region II will, of course, in no way effect the field in region I.

The use of the equivalent magnetic current to calculate the electromagnetic field due to a slot proves quite useful in determining the approximate electromagnetic field configurations about slots in conducting surfaces that are not plane. An example of this use is given in the section 15.12.

It remains to be shown that the flat-strip electric dipole of Fig. 15-15a and the slot in plane of Fig. 15-15b have corresponding methods of feed. The electric dipole is fed with an electric voltage
$V=\int_{a b c} \mathbf{E}_{d} \cdot d s$ in series with the dipole. The corresponding source for a magnetic-current sheet or magnetic dipole should be a magnetic voltage $\mathscr{F}_{1}=\int_{a b c} \mathrm{H}_{s} \cdot d \mathrm{~s}$ in series with the dipole. For the second magnetic dipole (in region II) which has its magnetic current in the opposite direction, the magnetic voltage in series with the dipole should be $\mathfrak{F}_{2}=\int_{\text {cda }} \mathrm{H}_{8} \cdot d \mathrm{~s}$. The total magnetic driving voltage required for the double-sheet magnetic dipole will be

$$
\mathfrak{F}_{1}+\mathfrak{F}_{2}=\int_{a b c} \mathrm{H}_{s} \cdot \mathrm{ds}+\int_{c d a} \mathrm{H}_{\mathrm{s}} \cdot \mathrm{ds}=\oint \mathrm{H}_{\mathrm{s}} \cdot \mathrm{ds}
$$

which is in fact the magnetomotive force produced by a current $I$ through the slot generator.
15.11 The Slotted Cylinder Antennas. An antenna that has important applications at very high frequencies consists of a slot or slots cut in a conducting cylinder. For example, a longitudinal slot in a vertical cylinder produces a horizontally polarized signal suitable for FM or television. A method for obtaining the complete three-dimensional radiation pattern of a finite-length slot in a cylinder will be considered in the next section. The two-dimensional problem of an infinitely long slot in an infinite cylinder can be solved easily, and is an example that illustrates nicely a method of solution that is quite powerful for certain types of problems. The solution of this particular problem is useful because it gives the principal-plane pattern (perpendicular to the axis) of a finite length slot in a cylinder.

Figure 15-17 shows a section of the infinitely long cylinder of radius $a$ with a longitudinal slot of width $a$, . It is assumed that the slot is fed between its edges with a voltage $V=a \phi_{0} E_{0}$, which is uniform in magnitude and phase along the length of the slot. This means that there will be no variations in the $z$ direction. Also with this method of excitation


Fig. 15-17. A section of an infinitely long slotted cylinder. there will be an $E_{\phi}$ and perhaps an $E_{\rho}$, but no $E_{z}$.

Writing Maxwell's equations in cylindrical co-ordinates for the free-space region external to the cylinder where $\sigma=0$, and remem-
bering that $E_{z}=0$ and $\partial / \partial z=0$; there results

$$
\begin{gather*}
\frac{\partial H_{z}}{\rho \partial \phi}=j \omega \in E_{\rho} \quad 0=j \leadsto \mu I I_{\rho} \\
\frac{\partial H_{z}}{\partial \rho}=-j \omega \epsilon E_{\phi} \quad 0=-j \leadsto \mu I I_{\phi}  \tag{15-73}\\
\frac{\partial\left(\rho I I_{\phi}\right)}{\rho \partial \rho}-\frac{\partial I I_{\rho}}{\rho \partial \phi}=0 \quad \frac{\partial\left(\rho E_{\phi}\right)}{\rho \partial \rho}-\frac{\partial E_{\rho}}{\rho \partial \phi}=-j \omega \mu I I_{z}
\end{gather*}
$$

It is seen that $I I_{\rho}=I I_{\phi}=0$, and t'iat for this problem all fields can be expressed in terms of the a.ion components of magnetic intensity $H_{z}$. Then

$$
\begin{align*}
& E_{\rho}=\frac{1}{j \omega \epsilon \rho} \frac{\partial I I_{z}}{\partial \phi}  \tag{15-74}\\
& E_{\phi}=-\frac{1}{j \omega \epsilon} \frac{\partial I_{2}}{\partial \rho}
\end{align*}
$$

Substituting these expressions in the last expression of (73) gives a wave equation for $H_{8}$.

$$
\begin{equation*}
\frac{1}{\rho} \frac{\partial}{\partial \rho}\left(\rho \frac{\partial H_{z}}{\partial \rho}\right)+\frac{1}{\rho^{2}} \frac{\partial^{2} H_{z}}{\partial \phi^{2}}=-\rho^{2} I I_{z} \tag{15-75}
\end{equation*}
$$

where

$$
\beta^{2}=\omega^{2} \mu \epsilon
$$

Solving in the usual manner by assuminy a product solution results in

$$
\begin{equation*}
I I_{z}=\left[\Lambda_{1} I_{\nu}{ }^{(1)}(\beta \rho)+B_{1} H_{\nu}^{(2)}(\beta \rho)\right] e^{j \nu \phi} \tag{15-76}
\end{equation*}
$$

For this problem it is apparent that $\nu$ must be an integer $n$. Using only the outward traveling wave for this region outside the cylinder, the general solution for this region will be
and

$$
\begin{gather*}
H_{z}=\sum_{n=-\infty}^{n=+\infty} b_{n} H_{n}^{(2)}(\beta \rho) e^{j n \phi}  \tag{15-77}\\
E_{\phi}=\frac{j \beta}{\omega \epsilon} \sum_{n=-\infty}^{n+\infty} b_{n} H_{n}^{(2)^{\prime}}(\beta \rho) e^{j n \phi} \tag{15-78}
\end{gather*}
$$

where the $b_{n}$ 's are coefficients which are to be evaluated by applying the boundary conditions. At $\rho=a$, the expression for $E_{\phi}$ becomes

$$
\begin{equation*}
E_{\left.\phi\right|_{\rho-a}}=\frac{j \beta}{\omega \epsilon} \sum_{n=-\infty}^{+\infty} b_{n} H_{n}^{(2)}(\beta a) e^{j n \phi} \tag{15-79}
\end{equation*}
$$

but at $\rho=a$, the boundary conditions are

$$
\begin{array}{ll}
E_{\phi}=E_{0} & \left(-\frac{\phi_{0}}{2}<\phi<\frac{\phi_{0}}{2}\right)  \tag{15-80}\\
E_{\phi}=0 & |\phi|>\frac{\phi_{0}}{2}
\end{array}
$$

where the electric intensity $E_{0}$ has been assumed uniform over the gap. The field distribution at $\rho=a$, as represented by these boundary conditions is shown in Fig. 15-18.


Fig. 15-18. Distribution of field intensity $E_{\phi}$ around the cylinder at $\rho=a$.
This field distribution may be resolved into a Fourier series,
where

$$
\begin{align*}
&\left.E_{\phi}\right|_{m-\alpha}=\sum_{n=-\infty}^{+\infty} C_{n} e^{j n \phi}  \tag{15-81}\\
& C_{n}=\frac{1}{2 \pi} \int_{0}^{2 \pi} F(\alpha) e^{-j n \alpha} d \alpha \\
&=\frac{E_{0}}{2 \pi} \int_{-\phi_{0} / 2}^{+\phi_{0} / 2} e^{-j n \alpha} d \alpha \\
&=-\frac{E_{0}}{2 j n \pi}\left(e^{-i n \phi_{0} / 2}-e^{+j n \phi_{0} / 2}\right) \\
&=\frac{E_{0}}{n \pi} \sin \frac{n \phi_{0}}{2}
\end{align*}
$$

The distribution represented by (81) is the same as that represented by (79), so
or

$$
\begin{aligned}
& \frac{E_{0}}{n \pi} \sin \frac{n \phi_{0}}{2}=\frac{j \beta}{\omega \epsilon} b_{n} H_{n}^{(2)^{\prime}}(\beta a) \\
& b_{n}=\frac{\omega \epsilon}{j \beta} \frac{E_{0}}{n \pi} \sin \frac{n \phi_{0}}{2} \frac{1}{H_{n}^{(2)^{\prime}}(\bar{\beta} a)}
\end{aligned}
$$

The external field at a distance $\rho$ is then given by (78).

$$
E_{\phi}=\frac{E_{0}}{\pi} \sum_{n=-\infty}^{+\infty} \frac{\sin \frac{n \phi_{0}}{2} H_{n}^{(2)^{\prime}}(\beta \rho)}{n H_{n}^{(2)^{\prime}}(\beta a)} e^{j n \phi}
$$

It is possible to evaluate this expression at large distances from the cylinder where the asymptotic expressions for the Hankel functions may be used. At large distances

$$
\left.\begin{array}{rl} 
& H_{n}^{(2)^{\prime}}(\beta \rho) \approx \frac{\partial}{\partial(\beta \rho)}
\end{array} \sqrt{\frac{2}{\pi \beta \rho}} e^{-j\left(\beta_{\rho}-\frac{n \pi}{2}-\frac{\pi}{4}\right)}\right] \quad\left[\begin{array}{l}
\left.=-\frac{1}{2} \sqrt{\frac{2}{\pi(\beta \rho)^{3}}}-j \sqrt{\frac{2}{\pi \beta \rho}}\right] e^{-j\left(\beta_{\rho}-\frac{n \pi}{2}-\frac{\pi}{4}\right)}
\end{array}\right.
$$

Neglecting the first term, at large distances

$$
\begin{equation*}
E_{\phi} \approx-\frac{j E_{0}}{\pi} \sqrt{\frac{2}{\pi \beta \rho_{0}}} \sum_{n=-\infty}^{+\infty} \frac{\left.\sin \frac{n \phi_{0}}{2} e^{-j\left(\beta_{\rho}-\frac{n \pi}{2}-\frac{\pi}{4}-n \phi\right.}\right)}{n H I_{n}^{(2)^{\prime}}(\beta a)} \tag{15-82}
\end{equation*}
$$

Using only the first few terms of this expansion will usually give results of sufficient accuracy. Using less than some fixed number, say $N$, it is possible to write, if $\phi_{0}$ is sufficiently small,

$$
\frac{1}{n} \sin \frac{n \phi_{0}}{2} \approx \frac{\phi_{0}}{2} \quad \text { for }|n|<N
$$

Therefore, approximately,

$$
\begin{gather*}
E_{\phi}=A e^{-j\left(\beta_{\rho}-\frac{\pi}{4}\right)} \sum_{n=-N}^{n=+N} \frac{e^{j n}\left(\phi+\frac{\pi}{2}\right)}{H_{n}^{(2)^{\prime}(\beta a)}}  \tag{15-83}\\
A=\frac{-j E_{0} \phi_{0}}{2 \pi} \sqrt{\frac{2}{\pi \beta \rho}}
\end{gather*}
$$

where

$$
H_{-n}^{(2)^{\prime}}(\beta a)=(-1)^{n} H_{n}^{(2)^{\prime}}(\beta a)
$$

eq. (83) can be written

$$
\begin{equation*}
E_{\phi}=A e^{-j\left(\beta_{p}-\frac{\pi}{4}\right)}\left[\frac{1}{H_{\left.\delta^{2}\right)^{2}}(\beta a)}+2 \sum_{n=1}^{n=N} \frac{(j)^{n} \cos n \phi}{H_{n}^{(2)^{\prime}}(\beta a)}\right] e^{j \omega t} \tag{15-84}
\end{equation*}
$$

where the time factor has been reinserted.

This expression gives the amplitude and phase of the electric intensity at any distant point ( $\rho, \phi$ ). The relative shape of the radiation pattern is given by the absolute value of the bracketed factor.

This factor has both real and imaginary parts and may be written as $C+j D$. The field intensity pattern shape is then given by the absolute value

$$
\sqrt{C^{2}+D^{2}}
$$

Figure $15-19$ shows the radiation pattern calculated by this method for a $\lambda / 20$-wide slot in a $5 \lambda / 4$-diameter cylinder. Shown for com-


Fig. 15-19. Experimental pattern of a long, $\lambda / 20$-wide, axial slot in a long cylinder of diameter $5 \lambda / 4$. Points are calculated for a $\lambda / 20$ slot that is $1.5 \lambda$ long.
parison is the measurement pattern of a $11 / 2 \lambda$-long slot of width $\lambda / 20$ in a long, $5 \lambda / 4$-diameter cylinder. The radiation patterns of slots in cylinders of other diameters may be found in the literature.*

Transverse Slots. The same method can be used, although with less justitication, to predict the radiation pattern perpendicular to the cylinder of a transverse slot in a cylinder. In this case the electric intensity applied across the slot will be in the $z$ direction. For a narrow transverse slot of length $L=a \phi_{0}$, the electric field across the slot will be assumed to have a distribution along the

[^68]length of the slot similar to that which exists on a short-circuited lossless transmission line. That is, it will be assumed that at $\rho=a$
\[

$$
\begin{array}{ll}
E:=E_{0} \sin \beta a\left(\frac{\phi_{0}}{2}-\phi\right) & 0<\phi<\frac{\phi_{0}}{2} \\
E_{z}=E_{0} \sin \beta a\left(\frac{\phi_{0}}{2}+\phi\right) & -\frac{\phi_{0}}{2}<\phi<0 \\
E_{z}=0 & |\phi|>\frac{\phi_{0}}{2}
\end{array}
$$
\]

Expressing this function by the appropriate Fourier series, and equating it to an expression similar to (79) for $E_{z}$ leads to the following expression for the field at any point ( $\rho, \phi$ )

$$
\begin{equation*}
E_{z}=\frac{\beta a}{\pi} E_{0} \sum_{n=-\infty}^{+\infty} \frac{\cos \left(n \frac{\phi_{0}}{2}\right)-\cos \left(\beta a \frac{\phi_{0}}{2}\right)}{H_{n}^{(2)}(\beta a)\left[(\beta a)^{2}-n^{2}\right]} H_{n}^{(2)}(\beta \rho) e^{j n \phi} \tag{15-85}
\end{equation*}
$$

In Fig. 15-20 expression (85) has been evaluated for a narrow $3 \lambda / 4$ transverse slot in a $5 \lambda / 4$-diameter cylinder. Although the agreement between calculated and


Fig. 15-20. Experimental pattern of a $3 \lambda / 4$-long transverse slot in a $5 \lambda / 4$-diameter cylinder. Points are calculated. experimental patterns is not as close as for longitudinal slots, it is sufficiently good to predict approximate radiation patterns.
15.12 Dipole and Slot Arrays around Cylinders.* A class of antenna arrays of practical interest in several different fields consists of an array of vertical or horizontal dipoles or slots about a vertical conducting cylinder. In practice, the "conducting cylinder" may be an existing structure such as the spire on a tall building, or part of the superstructure on a battleship, or it may be an actual cylinder constructed as part of the antenna system. The

[^69]mathematical problem to be solved is that of diffraction of waves of various polarizations by a conducting cylinder.

Line Source and Conducting Cylinder. Mathematically, the simplest problem of this type to solve is the two-dimensional problem of an infinitely long line source parallel to an infinitely long conducting cylinder. Consider the problem of a very long wire carrying a uniform in-phase current $I e^{j \omega t}$ parallel to a very long conducting cylinder (Fig. 15-21). The field due the current in the wire alone, without the cylinder, can first be obtained by integrating over the length of the wire the expression for the vector potential


Fig. 15-21. Line source parallel to a conducting cylinder.
due to a current element. For a point $P$, a distance $\rho$ from the wire (located at the origin), the vector potential will be

$$
\begin{equation*}
A_{z}=\frac{I}{4 \pi} \int_{-\infty}^{+\infty} \frac{e^{-i \beta r}}{r} d z \tag{15-86}
\end{equation*}
$$

where $r=\sqrt{\rho^{2}+z^{2}}$ is the distance from the current element $I d z$ to the point $P$. Expression (86) can be integrated by changing the variable. Let

$$
r=\rho \cosh \alpha
$$

then

$$
\begin{align*}
z^{2} & =\rho^{2}\left(\cosh ^{2} \alpha-1\right)=\rho^{2} \sinh ^{2} \alpha \\
z & =\rho \sinh \alpha \quad d z=\rho \cosh \alpha d \alpha=r d \alpha \\
A_{z} & =\frac{I}{4 \pi} \int_{-\infty}^{+\infty} e^{-j \beta_{\rho}} \cosh \alpha d \alpha \tag{15-87}
\end{align*}
$$

This integral is a standard form* and integrates to give

$$
A_{z}=\frac{-j I}{4} H_{0}^{(2)}\left(\beta_{\rho}\right)
$$

[^70]For the geometry of Fig. 15-21, the vector potential at $P$ due to the line source alone will be

$$
A_{z_{1}}=C H_{0}^{(2)}(\beta R)
$$

where $C=-\frac{j I}{4} \quad$ and $\quad R=\sqrt{\rho^{2}+b^{2}-2 \rho b \cos \phi}$
The field due to the line source alone will be called the primary wave. The primary wave will induce currents in the conducting cylinder, and the field of these induced currents will be called the secondary wave. The total or resultant field at any point will be the sum of primary and secondary fields. The currents that are induced in the cylinder are of such magnitude and phase that the resultant electric intensity tangential to the (perfect) conducting cylinder is zero everywhere over the surface of the cylinder. In order to apply this boundary condition it is necessary to expand the primary wave in terms of a sum of cylindrical waves referred to the axis of the cylinder. Using the addition theorem* for Bessel functions, this expansion is given by

$$
\begin{array}{ll}
H_{0}^{(2)}(\beta R)=\sum_{n=0}^{\infty} \epsilon_{n} H_{n}^{(2)}(\beta b) J_{n}(\beta \rho) \cos n \phi & \text { for } \rho<b \\
H_{0}^{(2)}(\beta R)=\sum_{n=0}^{\infty} \epsilon_{n} H_{n}^{(2)}(\beta \rho) J_{n}(\beta b) \cos n \phi & \text { for } \rho>b
\end{array}
$$

where $\epsilon_{n}$ is Neumann's number. ( $\epsilon_{n}=1$ for $n=0 ; \epsilon_{n}=2$ for $n \neq 0$ ).

The secondary waves that originate at the cylinder will be cylindrical waves, and the secondary field may be expressed as a sum of cylindrical waves originating at the axis of the cylinder. Thus for the secondary field

$$
A_{z_{1}}=\sum_{n=0}^{\infty} \epsilon_{n} b_{n} H_{n}^{(2)}(\beta \rho) \cos n \phi
$$

The electric intensity parallel to the surface of the cylinder is given by

$$
\begin{equation*}
E_{z}=-j \omega \mu A_{z} \tag{15-88}
\end{equation*}
$$

[^71]since $\partial V / \partial z=0$ for this case. At $\rho=a, E_{z}$ (total) and therefore $A_{z}$ (total) must be zero. Therefore
\[

$$
\begin{aligned}
A_{z} \text { (total) } & =A_{z_{1}}+A_{z_{1}} \\
& =\sum_{n=0}^{\infty} \epsilon_{n}\left[H n_{n}^{(2)}(\rho b) J_{n}(\beta a)+b_{n} H_{n}^{(2)}(\beta a)\right] \cos n \phi=0
\end{aligned}
$$
\]

and therefore $\quad b_{n}=-\frac{H_{n}^{(2)}(\beta b) J(\beta a)}{H_{n}^{(2)}(\beta a)}$
Then at any point $P$, the total field will be given by
$A_{z}($ total $)=\sum_{n=0}^{\infty} \epsilon_{n}\left[H_{n}^{(2)}(\beta b) J_{n}^{\prime}(\beta \rho)+b_{n} H_{n}^{(2)}(\beta \rho)\right] \cos n \phi \quad(\rho<b)$
or
$A_{z}($ total $)=\sum_{n=0}^{\infty} \epsilon_{n}\left\{H_{n}^{())}(\beta \rho)\left[J_{n}(\beta b)+b_{n}\right]\right\} \cos n \phi \quad(\rho>b)$

These expressions give the field due to the infinitely long line source and conducting cylinder. The electric intensity is obtained by using (88). The magnetic intensity is given by $\mathbf{H}=$ curl $A$. The currents on the cylinder can be obtained by evaluating $H$ at $\rho=a$.

Short Dipole near a Long Conducting Cylinder. A more practical problem than the one above is the case of a short dipole near a long conducting cylinder. If an attempt is made to solve this problem in the same manner as the preceding one, it is found that when the primary field of the dipole is expanded in cylindrical waves originating at the cylinder axis, the result is an infinite series in which each term of the series contains an infinite integral. The difficulties in evaluating such a series are very great. Fortunately, the problem can be solved by another method, described by Carter,* which makes use of the reciprocity theorem.

In Carter's method the radiation pattern of the dipole at $P$ near a conducting cylinder (Fig. 15-22) is obtained as a receiving antenna instead of as a transmitting antenna. The wave received from a distant source will be essentially a plane wave that is easily expanded

[^72]into a sum of standing cylindrical waves. Equating the sum of primary and secondary tangential electric fields to zero at the cylinder surface gives the magnitude of the secondary or reradiated waves. The field at the dipole, and hence its open circuit voltage, $V_{o o}$, can then be calculated. If it is assumed that the (essentially) plane wave is produced by a current $I$ amperes flowing in a properly oriented distant dipole at $P^{\prime}$, application of the reciprocity principle shows that a current $I$ amperes in the dipole at $P$ will produce an open-circuit voltage, $V_{o c}$, at $P^{\prime}$. In this manner the distant field of the transmitting dipole near the cylinder is determined. To


Fig. 15-22. Dipole near a conducting cylinder.
obtain the complete radiation pattern it is necessary to consider waves of both polarizations arriving at the cylinder.

Figure 15-22 shows a short vertical dipole near a very long conducting cylinder. Consider a wave, essentially plane, arriving at the cylinder from a distant dipole lying in the $x-z$ plane, perpendicular to the radius vector, and at a polar angle $\theta$. The magnetic field of such a wave will be horizontal and in the $y$ direction, and can be represented by

$$
\begin{align*}
H_{y} & =e^{j \beta(z \cos \theta+x \sin \theta)} \\
& =e^{i \theta(z \cos \theta+\rho \cos \phi \sin \theta)} \tag{15-91}
\end{align*}
$$

where a wave of unit amplitude has been assumed. For this case the magnetic field will be entirely in the horizontal plane, with $H_{\varepsilon}=0$, so it will be possible to obtain $\mathbf{H}$ from a vector $\mathbf{A}^{\prime}=\mathbb{k} A_{s}$
which is everywhere parallel to the $z$ axis. The appropriate relation for $H_{y}$ is

$$
\begin{equation*}
H_{\nu}=\operatorname{curl}_{y} A_{z}=-\frac{\partial A_{z}}{\partial x} \tag{15-92}
\end{equation*}
$$

From (92) and (91)

$$
A_{z_{1}}=-\frac{e^{j \beta(x \sin \theta+z \cos \theta)}}{j \beta \sin \theta}=\frac{j e^{j \beta(\rho \sin \theta \cos \phi+z \cos \theta)}}{\beta \sin \theta}
$$

Using a standard Bessel function expansion

$$
e^{j\left(\beta_{\rho \operatorname{Atin} \theta} \theta \cos \phi\right)}=\sum_{n=0}^{\infty} \epsilon_{n}(j)^{n} J_{n}(\beta \rho \sin \theta) \cos n \phi
$$

the expression for the vector potential due to the primary wave becomes

$$
\begin{equation*}
A_{z_{1}}=\frac{j e^{i \beta \beta_{z} \cos \theta}}{\beta \sin \theta} \sum_{n=0}^{\infty} \epsilon_{n}(j)^{n} J_{n}(\beta \rho \sin \theta) \cos n \phi \tag{15-93}
\end{equation*}
$$

In this expression the primary wave has been expanded in terms of standing waves (Bessel functions of the first kind) centered at the origin. The secondary waves, produced by induced currents on the cylinder, will have the same form, but will be outward traveling waves. For such waves the $J_{n}$ 's in (93) will be replaced by $H_{n}^{(2) \prime}$ 's, so that for the secondary waves

$$
A_{z_{2}}=\frac{j e^{j \beta z \cos \theta}}{\beta \sin \theta} \sum_{n=0}^{\infty} b_{n} \epsilon_{n}(j)^{n} H_{n}^{(2)}(\beta \rho \sin \theta) \cos n \phi
$$

where the $b_{n}$ 's are arbitrary constants that must be evaluated from the boundary conditions. The total wave function is
$A_{z}($ total $)=\frac{j c^{\beta \beta_{z} \cos \theta}}{\beta \sin \theta}$

$$
\begin{equation*}
\sum_{n=0}^{\infty} \epsilon_{n}(j)^{n}\left[J_{n}(\rho \rho \sin 0)+b_{n} H_{n}^{(2)}(\beta \rho \sin \theta)\right] \cos n \phi \tag{15-94}
\end{equation*}
$$

Recalling that

$$
\operatorname{div} \Lambda=-j \omega \epsilon V
$$

the electric intensity can be expressed in terms of the vector potential A by

$$
\begin{aligned}
\mathrm{E} & =-j \omega \mu \mathrm{~A}-\operatorname{grad} V \\
& =-j \omega \mu \mathrm{~A}-\frac{j}{\omega \epsilon} \operatorname{grad} \operatorname{div} \mathbf{A}
\end{aligned}
$$

so that

$$
\begin{aligned}
E_{z} & =-j \omega \mu A_{z}-\frac{j}{\omega \epsilon} \frac{\partial^{2} A_{z}}{\partial z^{2}} \\
& =\left[-j \omega \mu-\frac{j}{\omega \epsilon}\left(-\beta^{2} \cos ^{2} \theta\right)\right] A_{z}=-j \omega \mu \sin ^{2} \theta A_{z}
\end{aligned}
$$

Since $E_{z}=0$, and therefore $A_{z}=0$ at $\rho=a$, it follows from (94) that

$$
b_{n}=-\frac{J_{n}(\beta a \sin \theta)}{H_{n}^{(2)}(\beta a \sin \theta)}
$$

Then the electric intensity at a vertical dipole located near the cylinder at ( $b, \phi, 0$ ) will be
$E_{z}=\eta \sin \theta$

$$
\sum_{n=0}^{\infty} \epsilon_{n}(j)^{n}\left[J_{n}(\beta b \sin \theta)-\frac{J_{n}(\beta a \sin \theta)}{H_{n}^{(2)}(\beta a \sin \theta)} H_{n}^{(2)}(\beta b \sin \theta)\right] \cos n \phi
$$

By the reciprocity theorem this will also be the expression for the distant field of a vertical dipole, located a distance $b$ from the cylinder. Therefore the relative radiation pattern for a short vertical dipole near a long vertical cylinder is

$$
\begin{align*}
E_{\theta}=\sin \theta \sum_{n=0}^{\infty} \epsilon_{n}(j)^{n} & {\left[J_{n}(\beta b \sin \theta)\right.} \\
& \left.-\frac{J_{n}(\beta a \sin \theta)}{H_{n}^{(2)}(\beta a \sin \theta)} H_{n}^{(2)}(\beta b \sin \theta)\right] \cos n \phi \tag{15-95}
\end{align*}
$$

Expression (95) gives the radiation pattern for all values of $\theta$. For the special case of $\theta=90$ degrees (the horizontal pattern) it should be observed that expression (95) gives the same pattern as was obtained with the infinitely long wire near the cylinder. This result, obtained here for a special case, is in fact quite general. For example, the horizontal pattern of a finite-length axial slot in the vertical cylinder is independent of the length of the slot, and is the same as the pattern for an infinitely long slot.

Expression (95) also gives (exactly) the vertical pattern of a short dipole near the cylinder. This result may be used as the
approximate vertical pattern of a half-wave dipole at the same location. The vertical pattern of a vertical array of dipoles may be obtained by using this pattern as the unit pattern and by applying the principle of multiplication of patterns.

The radiation patterns of horizontal and radial dipoles also may be determined by this method. In general, it is necessary to consider both polarizations for the arriving plane wave.

Application to Slots in Cylinders. By replacing the electric field distribution across a slot by its equivalent magnetic-current sheet, it is evident that the above method should have direct application in obtaining the patterns of slots in cylinders. The problem of obtaining the radiation pattern of a slot in a cylinder is now just that of determining the field patterns produced by a magnetic dipole adjacent to the cylinder. The solution carries through, just as it did for the electric dipole, except for two differences. The distant dipole in this case will be a magnetic dipole, which results in an entirely horizontal electric intensity at the cylinder, so that the fields can be expressed in terms of an electric vector potential $F$ which is in the $z$ direction. When the boundary conditions are applied at the surface of the cylinder, they cannot be applied on $H_{z}$ (corresponding to the application on $E_{z}$ for the electric dipole), but must be applied to $E_{\phi}$. When the problem is worked through, keeping these facts in mind the expression obtained for $H_{\theta}$ due to a short axial slot in a long cylinder is

$$
\begin{align*}
H_{\theta}=-\sin \theta \sum_{n=0}^{\infty} & \epsilon_{n}(j)^{n}\left[J_{n}(\beta a \sin \theta)\right. \\
& \left.-J_{n}{ }^{\prime}(\beta a \sin \theta) \frac{H_{n}^{(2)}(\beta a \sin \theta)}{H_{n}^{(2)^{\prime}}(\beta a \sin \theta)}\right] \cos n \phi \tag{15-96}
\end{align*}
$$

which should be compared with eq. (95). In expression (96) the magnetic dipole has been allowed to approach the surface of the cylinder so that $b=a$.

Remembering that $H_{n}^{(2)}=J_{n}-j N_{n}$ and using the following Bessel function relation*

$$
J_{n} N_{n}^{\prime}-J_{n}^{\prime} N_{n}=J_{n+1} N_{n}-J_{n} N_{n+1}=\frac{2}{\pi x}
$$

[^73]eq. (96) reduces to
$$
H_{\theta}=\frac{K}{\sin \theta} \sum_{n=0}^{\infty} \epsilon_{n}(j)^{n}\left[\frac{\cos n \phi}{H_{n}^{(2)^{\prime}}(\beta a \sin \theta)}\right]
$$

For $\theta=90$ degrees

$$
\begin{equation*}
H_{z}=-H_{\theta}=-K \sum_{n=0}^{\infty} \epsilon_{n}(j)^{n} \frac{\cos n \phi}{H_{n}^{(2)^{\prime}}(\beta a)} \tag{15-97}
\end{equation*}
$$

Expression (97), which is for a short axial slot in a long cylinder, gives exactly the same pattern in the horizontal plane ( $\theta=90$ degrees) as was obtained for the infinitely long slot of eq. (84).

## PROBLEMS

1. A coaxial line has an inner conductor of (outer) radius $a=1 / 2 \mathrm{in}$., and an outer conductor of (inner) radius $b=2 \mathrm{in}$. Determine the power radiated at 100 mc when the voltage across the open end is 1000 volts, and find the value of an equivalent resistance $R$ that, when connected across the open end, would absorb the same amount of power as is radiated.
2. Derive the expressions ( 19,20 , and 21 ) for the electromagnetic field of a Huygen's source by direct use of equations (11 and 12).
3. Integrate the radiation fields due to all the Huygen's sources on an infinite plane to show that a plane wave results.
4. Using an "equivalent radius" $a=d / 4$ for a flat-strip dipole of width $d$, calculate the approximate impedance of a slot in a large conducting plane at 300 mc . The slot is 35 cm long and 1 cm wide.
5. Using Carter's method, derive eq. (96) for a short slot in a cylinder, following the procedure indicated in the text.
6. Verify that eq. (96) reduces to the form shown in (97).
7. From first principles prove that the horizontal pattern of an axial slot in an infinitely long vertical cylinder is independent of the length of the slot. Hint: Use the reciprocity theorem.
8. Verify Babinet's principle (the simple version used in optics) for the case of diffraction at a straight-edge. That is, show that the vector sum of the two diffracted fields from two complementary straight-edges is equal to the free-space field.
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## CHAPTER 16

## GROUND WAVE PROPAGATION

The energy radiated from a transmitting antenna may reach the receiving antenna over any of several possible propagation paths, some of which are indicated in Fig. 16-1. That portion of the energy that arrives at the receiver after reflection by the ionosphere is termed the sky wave. Waves that are reflected at abrupt changes in the effective dielectric constant of the troposphere (that


Fig. 16-1. Some possible propagation paths.
region of the atmosphere within 10 kilometers of the earth's surface) are known as tropospheric waves. Energy propagated over all other paths is considered to be ground wave. The ground wave may be divided up into a space wave and a surface wave. The space wave is made up of the direct wave, the signal that travels the direct path from transmitter to receiver, and the ground-reflected wave, which is the signal arriving at the receiver after being reflected from the 608
surface of the earth. The space wave also includes that portion of the energy received as a result of diffraction around the earth's surface and refraction in the upper atmosphere. The surface wave is a wave that is guided along the earth's surface, much as an electromagnetic wave is guided by a transmission line. Energy is abstracted from the surface wave to supply the losses in the ground; so the attenuation of this wave is directly affected by the constants of the earth along which it travels. When both antennas are located right at the earth's surface, the direct and groundreflected terms in the space wave cancel each other, and transmission is entirely by means of this surface wave (assuming no sky wave or tropospheric wave). The surface wave is not shown in Fig. 16-1.

The factors that affect propagation over each of these paths will be considered in detail. As a first step, the expressions for the reflection of a plane radio wave at the surface of the earth will be obtained.
16.01 Reflection at the Surface of a Finitely Conducting Plane Earth. The problem of reflection at the surface of a perfect (nonconducting) dielectric has already been solved and the reflection factors obtained for both perpendicular (horizontal) and parallel (vertical) polarizations. The earth, although not a good conductor in the sense that copper and silver are good conductors, is by no means a perfect dielectric, and its finite conductivity must be taken into account.

For a medium which has a diclectric constant $\epsilon$ and a conductivity $\sigma$, Maxwell's equation I is

$$
\begin{equation*}
\operatorname{carl} \mathrm{H}=\epsilon \dot{\omega}+\sigma \mathrm{E} \tag{16-1}
\end{equation*}
$$

If the variation of $E$ with time is sinusoidal, that is, if the expression for $\mathbf{E}$ at any point may be written

Then

$$
\begin{align*}
\mathrm{E} & =\mathrm{E}_{0}{ }^{j \omega t}  \tag{16-2}\\
\mathrm{E} & =j \omega \mathrm{E}_{0} \epsilon^{j \omega t} \\
& =j \omega \mathrm{E} \tag{16-3}
\end{align*}
$$

Putting this in eq. (1), there results

$$
\begin{align*}
\operatorname{curl} H & =\left(\epsilon+\frac{\sigma}{j \omega}\right) E \\
& =\epsilon^{\prime} \mathbf{E} \tag{16-4}
\end{align*}
$$

From eq. (4) it is apparent that a partially conducting dielectric can be considered as a dielectric that has a complex dielectric constant $\epsilon^{\prime}$, where

$$
\epsilon^{\prime}=\epsilon\left(1+\frac{\sigma}{j \omega \epsilon}\right)
$$

The wave equations and reflection coefficients derived for perfect dielectrics will apply directly to dielectrics having loss or conductance, if the dielectric constant $\epsilon$ is replaced by an equivalent complex dielectric constant

$$
\epsilon^{\prime}=\left(\epsilon+\frac{\sigma}{j \omega}\right)
$$

Reflection Factor for Perpendicular (Horizontal) Polarization. The reflection factor $R_{h}$ for a plane wave having horizontal or perpendicular polarization is obtained directly from equation (5-72). It is

$$
\begin{equation*}
R_{h}=\frac{E_{r}}{E_{i}}=\frac{\sqrt{\epsilon_{v}} \cos \theta-\sqrt{\left(\epsilon+\frac{\sigma}{j \omega}\right)-\epsilon_{v} \sin ^{2} \theta}}{\sqrt{\epsilon_{v}} \cos \theta+\sqrt{\left(\epsilon+\frac{\sigma}{j \omega}\right)-\epsilon_{v} \sin ^{2} \theta}} \tag{16-5}
\end{equation*}
$$

For the case of a wave incident at the surface of the earth, medium 1 is air and so $\epsilon_{1}$ has been replaced by $\epsilon_{v}$, the dielectric constant of free space. Also the dielectric constant $\epsilon_{2}$ of the second medium has been replaced by the complex dielectric constant $[\epsilon+(\sigma / j \omega)]$. $\theta$ is the angle of incidence measured from the normal. In dealing with reflection by the earth, it is usual to express the direction of the incident wave in terms of the angle $\psi$ which is measured from the earth's surface. That is

$$
\psi=90^{\circ}-\theta
$$

so that

$$
\cos \theta=\sin \psi \quad \sin \theta=\cos \psi
$$

Equation (5) may then be written

$$
\begin{equation*}
R_{h}=\frac{\sin \psi-\sqrt{\left(\frac{\epsilon}{\epsilon_{v}}-\frac{j \sigma}{\omega \epsilon_{v}}\right)-\cos ^{2} \psi}}{\sin \psi+\sqrt{\left(\frac{\epsilon}{\epsilon_{v}}-\frac{j}{\omega \epsilon_{v}}\right)-\cos ^{2} \psi}} \tag{16-6}
\end{equation*}
$$

where (5) has been divided through by $\epsilon_{v}$. It is also customary to state the earth's dielectric constant relative to that of free space by means of a relative dielectric constant $\epsilon_{r}$, where

$$
\epsilon_{\tau}=\frac{\epsilon}{\epsilon_{v}}
$$

(This is the familiar dielectric constant of electrostatic units where $\epsilon_{v}=1$.) The final form of the expression for the reflection factor


Fig. 16-2. Geometry for direct and ground-reflected waves.
for horizontal polarization is

$$
\begin{equation*}
R_{h}=\frac{\sin \psi-\sqrt{\left(\epsilon_{r}-j x\right)-\cos ^{2} \psi}}{\sin \psi+\sqrt{\left(\epsilon_{r}-j x\right)-\cos ^{2} \psi}} \tag{16-7}
\end{equation*}
$$

where

$$
x=\frac{\sigma}{\omega \epsilon_{v}}=\frac{18 \times 10^{9} \sigma}{f}=\frac{18 \times 10^{3} \sigma}{f_{m c}}
$$

Reflcction Factor for Parallel (Vertical) Polarization. In a manner similar to the above, the reflection factor for parallel or vertical polarization is obtained from eq. (5-75). It is

$$
\begin{equation*}
R_{v}=\frac{\left(\epsilon_{r}-j x\right) \sin \psi-\sqrt{\left(\epsilon_{r}-j x\right)-\cos ^{2} \psi}}{\left(\epsilon_{r}-j x\right) \sin \psi+\sqrt{\left(\epsilon_{r}-j x\right)-\cos ^{2} \psi}} \tag{16-8}
\end{equation*}
$$

It is evident from eqs. (7) and (8) that the reflection factors are complex and that the reflected wave will differ both in magnitude and phase from the incident wave. The manner in which the reflection factors vary with angle of incidence is shown in Figs. 16-3 and 16-4. The various curves are for different frequencies. A study
of these figures yields some interesting information. When the incident wave is horizontally polarized (Fig. 16-3), so that $\mathbf{E}$ is perpendicular to the plane of incidence and parallel to the reflecting surface, the phase of the reflected wave differs from that of the incident wave by nearly 180 degrees for all angles of incidence. For angles of incidence near grazing ( $\psi=0$ ), the reflected wave is equal in magnitude but 180 degrees out of phase with the incident wave


Fig. 16-3. Magnitude and phase of the plane wave reflection coefficient for horizontal polarization. The curves are for a relatively good earth ( $\sigma=12 \times 10^{-3}, \epsilon_{r}=15$ ) but can be used to give approximate results for other earth conductivities and other frequencies by calculating the appropriate value of $x=18$ $\times 10^{3} \sigma / f_{m c}$.
for all frequencies and all ground conductivities. As the angle of incidence is increased, both the magnitude and phase of the reflection factor change, but not to any large extent. The change is greater for the higher frequencies and lower ground conductivities. The curves of Fig. 16-3 are drawn for an earth having a "good" conductivity and for a range of frequencies from 0.5 to 1000 mc . The relative dielectric constant $\epsilon_{r}$ varies from about 7 for a "poor" (low conductivity) earth to about 30 for a "good" (high conductivity) earth, so an average value of $\epsilon_{r}=15$ has been used.


Fig. 16-4. Magnitude and phase of the plane wave reflection coefficient for vertical polarization. The curves are for a relatively good earth ( $\sigma=12 \times 10^{-8}, \epsilon_{r}=15$ ) but can be used to give approximate results for other earth conductivities by calculating the appropriate value of $x=18 \times 10^{3} \sigma / f_{m c}$.

Figure 16-4 shows the manner in which the reflection factor $R_{v}$ for vertical polarization varies with angle of incidence. In this case the electric vector $\mathbf{E}$ is parallel to the plane of incidence and the magnetic vector $\mathbf{H}$ is parallel to the boundary surface. The results are quite different from those obtained for horizontal polarization. As before, at grazing incidence the electric vector of the reflected wave is equal to that of the incident wave and has a




Fig. 16-5. Magnitude and phase of the reflection coefficient for $\epsilon_{r}=10$. The number on each curve gives the value of the quantity $x=18 \times 10^{3} \sigma / f_{m c}$. Vertical polarization is shown by solid lines, horizontal polarization by broken lines. (Courtesy BSTJ.)

180 degree phase reversal for all frequencies and all finite values of conductivity. However, as the angle $\psi$ increases from zero, the magnitude and phase of the reflected wave decrease rapidly. The magnitude reaches a minimum and the phase goes through -90 degrees at an angle known as the pseudo-Brewster angle (or just Brewster angle) by analogy with the perfect dielectric case. At angles of incidence above this critical angle, the magnitude increases again and the phase approaches zero. For very high frequencies and low conductivities ( $x<\epsilon_{\tau}$ ), the Brewster angle has very nearly the same value as it has for a perfect dielectric. This can be seen from eq. (8). (For $\epsilon_{T}=15$, Brewster's angle occurs at $\psi=14.5$ degrees for the perfect dielectric case.) For lower frequencies and higher conductivities the Brewster angle is less, approaching zero as $x$ becomes much larger than $\epsilon_{r}$. For a perfect conductor $x$ is infinite and the Brewster angle occurs at $\psi=0$ degrees.

When the incident wave is normal to the reflecting surface ( $\psi=90$ degrees), it is evident that there is no difference between horizontal and "vertical" polarization. The electric vector will be parallel to the reflecting surface in both cases and the reflection coefficients $R_{v}$ and $R_{h}$ should have the same values. Comparison of Figs. 16-3 and 16-4 shows that, whereas they do have the same magnitude, there is a 180 degree difference in phase. This comes about from the different definitions of positive direction for the reflected wave in the two cases and requires some explanation. For the case of reflection of a horizontally polarized wave from the surface of a perfect conductor, if the electric vector of the incident wave is in the positive $x$ direction (Figure 5-6a), the electric vector of the reflected wave will also be in the positive $x$ direction, but will be 180 degrees out of phase with the incident wave. This could also be interpreted as a wave in phase with the incident wave, but having its electric vector in the opposite direction. In the vertical polarization case, the positive directions for incident and reflected electric intensities are usually assumed to be as shown in Fig. 5-6b, that is, both in the positive $z$ direction when $\psi=0$. As $\psi$ increases from zero, the horizontal components of both electric fields increase, but one horizontal component is positive and the other negative. At $\psi=90$ degrees the electric intensities are wholly horizontal, but oppositely directed, one being in the positive $y$ direction and the other in the negative $y$ direction. From Fig. 16-4b the phase angle


Fig. 16-6. Ground conductivity in the United States. Numbers on the legend, when multiplied by $10^{-3}$, indicate ground conductivity in mhos/meter. (To obtain ground conductivity in e.m.u. multiply the numbers by $10^{-14}$.) (Map by FCC.)
between these fields at the surface of the reflector is zero degrees (for a perfect conductor). But two vectors oppositely directed in space and having the same time phase give the same result as two vectors having the same direction and opposite phases; so this result is identical with that ebtained from Fig. 16-3b at $\psi=90$ degrees.

For angles of incidence near grazing ( $\psi$ nearly equal to zero), a more accurate plot of reflection coefficients than those given by Figs. 16-3 and $16-4$ is often required. In Fig. 16-5, the magnitudes and phases of the reflection coefficients are shown* on a logarithmic scale for a relative dielectric constant $\epsilon_{r}=10$.

Figure 16-6 shows how the earth's conductivity varies throughout the United States. In general, hilly or mountainous regions have low conductivity (from $10^{-3}$ to $5 \times 10^{-3} \mathrm{mho} / \mathrm{m}$ ) whereas the flat prairies are regions of relatively high conductivities (from $10 \times 10^{-3}$ to $30 \times 10^{-3} \mathrm{mho} / \mathrm{m}$ ). The curves of Figs. 16-3 and 16-4 may be used with other conductivities than those shown on the figures by computing the appropriate values of $x$ and interpolating between curves. For example, the curve labeled $x=18$ corresponds to a frequency of 12 mc and a fairly good ground conductivity $\left(\sigma=12 \times 10^{-3} \mathrm{mho} / \mathrm{m}\right)$. Since $x=\left(18 \times 10^{3} \times \sigma\right) / f_{m c}$, it is seen that this same curve would also apply for 1 mc over an earth having a conductivity $\sigma=1 \times 10^{-3} \mathrm{mho} / \mathrm{m}$ (that is a very poor earth). The curves of Fig. 16-5 are labeled directly in terms of $x$.
16.02 Space Wave and Surface Wave. The general problem of radiation from a vertical antenna above a plane earth having finite conductivity was originally solved by Sommerfeld $\dagger$ in 1909. Similar solutions have since been obtained by other writers using different attacks. All of these leave the solution in complicated forms difficult to evaluate.

[^74]Norton* has reduced the complex expressions of the Sommerfeld theory to a form suitable for use in engineering work. In his original discussion, Sommerfeld stated that it was possible to divide the ground-wave field intensity into two parts, a space wave and a surface wave. The space wave predominates at large distances above the earth, whereas the surface wave is the larger near the earth's surface. As given by Norton, the expressions for the electric field of an electric dipole above the surface of a finitely conducting plane earth are in a form that clearly shows this separation into space and surface waves. At large distances from the dipole, such that the terms containing the higher orders of $1 / R_{1}$ and $1 / R_{2}$ may be neglected, the expressions for the vertical dipole above a finitely conducting plane earth reduce to

$$
\begin{align*}
& E_{z}=j 30 \beta I d l\left[\cos ^{2} \psi\left(\frac{e^{-j \beta R_{1}}}{R_{1}}+R_{v} \frac{e^{-j \beta R_{2}}}{R_{2}}\right)\right. \\
&\left.+\left(1-R_{v}\right)\left(1-u^{2}+u^{4} \cos ^{2} \psi\right) F \frac{e^{-j \beta R_{2}}}{R_{2}}\right]  \tag{16-9}\\
& E_{\rho}=-j 30 \beta I d l[ \sin \psi \cos \psi\left(\frac{e^{-j \beta R_{1}}}{R_{1}}+R_{v} \frac{e^{-j \beta R_{2}}}{R_{2}}\right)
\end{align*}
$$

In these expressions, $E_{z}$ is the $z$ component of electric field and $E_{p}$ is the radial component (cylindrical co-ordinates, see Fig. 16-2); $R_{1}$ and $R_{2}$ are the distances from the d pole and its image, respectively, to the field point $P . \quad R_{v}$ is the plane wave reflection coefficient, the expression for which has already been developed. $F$ is an attenuation factor that depends upon the earth's constants and upon the distance to the receiving point. It will be discussed under "surface wave." Also

$$
u^{2}=\frac{1}{\epsilon_{r}+j x}
$$

where $\quad x=\frac{1.8 \times 10^{4} \sigma \mathrm{mho} / \mathrm{m}}{f_{m c}}$

$$
\sigma=\text { conductivity of the earth, mho/m }
$$

$$
\epsilon_{r}=\epsilon / \epsilon_{v}=\text { relative dielectric constant of the earth }
$$

$$
\beta=2 \pi / \lambda
$$

* K. A. Norton, "The Propagation of Radio Waves over the Surface of the Earth and in the Upper Atmosphere," Proc. IRE, 24, 1367 (1936); Proc. IRE, 25, 1203 (1937); Proc. IRE, 25, 1192 (1937).

Inspection of eqs. (9) and (10) shows that the total field may be divided into two parts, a "space wave," given by the inversedistance terms, and a "surface wave" that contains the additional attenuation factor $F$. Combining (9) and (10) and separating into these two types of waves, there results

$$
\begin{gather*}
\begin{array}{c}
E_{\text {total space }}=E_{\psi}(\text { space })=\sqrt{E_{2}^{2}(\text { space })+E_{\rho}^{2}(\text { space })} \\
=j 30 \beta I d l \cos \psi\left(\frac{e^{-j \beta R_{1}}}{R_{1}}+R_{v} \frac{e^{-j \beta R_{2}}}{R_{2}}\right)
\end{array} \\
E_{\text {total ourtaoe }}=j 30 \beta I d l\left(1-R_{v}\right) F \frac{e^{-j \beta R_{2}}}{R_{2}}  \tag{16-11}\\
\sqrt{1-2 u^{2}+\left(\cos ^{2} \psi\right) u^{2}\left(1+\sin ^{2} \frac{\psi}{2}\right)}
\end{gather*}
$$

In equations (11) and (12), terms involving the factor $u^{4}$ have been discarded.

The Space Wave. The expression for the space wave of a vertical dipole over a plane earth as given by eq. (11), consists of two terms. The first term $e^{-j \beta R_{1}} / R_{1}$ represents a spherical wave originating at the position of the dipole. $e^{-j \beta R_{1}}$ is the phase factor (the time factor $e^{j \omega t}$ has been dropped) and $1 / R_{1}$ is the inverse-distance factor. Similarly the second term represents a spherical wave originating at the position of the image of the dipole, but in this case the magnitude and phase of the wave have been modified by the plane wave reflection factor $R_{v}$. Thus the space wave part of the field consists of a direct wave and a reflected wave, and the expression for the reflected wave contains the reflection factor $R_{v}$ that would apply if the incident wave were plane. When the dipole is located far from the earth, the incident wave is essentially a plane wave, and, in this case, the space wave field is the total (ground wave) field. On the other hand, when the dipole is located close to the earth, the incident wave will not be plane, and the expression for the total reflected field must contain terms in addition to those given by the space wave field. These additional terms are just those which account for the surface wave.

Space Wave Patterns of a Verical Dipole. In order to determine the effect of a finitely conducting earth upon the radiation pattern of an actual antenna, it is desirable first to investigate the radiation pattern of an elementary dipole above the earth. Expression (11)
gives the space wave field of a vertical dipole located at any height above a finitely conducting earth having the reflection coefficient $R_{v}$. The expression has been evaluated and plotted as a function of frequency for a range of ground conductivities and several dipole heights (Figs. 16-7 to 16-9).


Fia. 10-7. Vertical radiation pattern of a vertical dipole at the surface of an earth having finite conductivity. The parameter $n=x / \epsilon_{r}$ and an average value $\epsilon_{r}=15$ has been used. Both space wave and unattenuated surface wave terms are shown.

Figure 16-7 shows the vertical radiation pattern of a vertical dipole located at the surface of a finitely conducting earth. The parameter $n=x / \epsilon_{r}$, where as before

$$
x=\frac{\sigma}{\omega_{\Sigma}}=\frac{18 \times 10^{3} \sigma}{f_{m 0}}
$$

$\sigma$ is the earth conductivity in mhos per meter and $f_{m c}$ is the frequency in megacycles. An average value of 15 has been used for $\epsilon_{r}$, the relative dielectric constant of the earth. The curve $n=\infty$ represents the case of a perfectly conducting earth. $n=100$ represents conditions at low broadcast frequencies over a good (high conductivity) earth. $n=10$ corresponds to high broadcast frequencies over an earth of average conductivity. The curve $n=1$ represents conditions at the medium-high frequencies. The solid curves are the space wave patterns. Shown dotted is the unattenuated surface
wave curve, which will be discussed later. Figs. 16-8 and 16-9 show the vertical radiation patterns, which result when the dipole is elevated one-quarter wavelength and one-half wavelength above the earth.


Fic. 16-8. Vertical radiation of a vertical dipole located a quarter wavelength above an earth of finite conductivity. $\quad n=x / \epsilon_{r}$ and $\epsilon_{r}=15$.


Fig. 16-9. Vertical radiation pattern of a vertical dipole one half wavelength above an earth of finite conductivity. $\quad n=x / \mathrm{G}_{\mathrm{r}}$ and $\epsilon_{T}=15$.

From these figures it is apparent that the chief effect of the finite conductivity of the earth on the vertical radiation patterns occur at the low angles where the space wave is much reduced from its value over a perfectly conducting earth. This is because of the
phase of the reflection factor $R_{v}$, which changes rapidly for angles of incidence near the pseudo-Brewster angle. Above this angle the phase of $R_{v}$ is nearly zero, whereas below this angle near grazing incidence the phase of $R_{v}$ approaches -180 degrees. The phase of $R_{v}$ is always -90 degrees at the pseudo-Brewster angle. This rapid change of phase of the reflection coefficient near the critical pseudo-Brewster angle is responsible for many of the propagation characteristics peculiar to vertical polarization.


Fig. 16-10. Vertical radiation (in the plane perpendicular to the axis of the dipole) of a horizontal dipole a quarter wavelength above an earth having finite conductivity. $n=x / \epsilon_{r}$ and $\epsilon_{r}=15$.

The patterns shown in Figs. 16-7 to 16-11 have been plotted for equal currents in the dipoles. A small radiated field, as for example in the case of $n=1$, indicates small power radiated for a given current and, therefore, a low radiation resistance. For a given power radiated the dipole currents would be larger for this case ( $n=1$ ) and the resultant field would also be larger than shown. The relative shape of the patterns shown is the important thing; their relative size has less significance.

Space Wave Patterns for the Horizontal Dipole. The expression for the space wave field of a horizontal dipole in the plane perpendicular to the axis of the dipole is similar to that for the vertical dipole, except that $R_{v}$ is replaced by $R_{h}$ and the $\cos \psi$ factor is
absent. It is

$$
E_{\text {space }}^{h}=j 30 \beta I d l\left(\frac{e^{-j \beta R_{1}}}{R_{1}}+R_{h} \frac{e^{-j \beta R_{2}}}{R_{2}}\right)
$$

The absence of the $\cos \psi$ factor is due to the fact that the horizontal dipole by itself is a uniform radiator in the plane perpendicular to its axis.

Figs. $16-10$ and $16-11$ show the space wave patterns of a horizontal dipole at heights of one-quarter wavelength and one-half wavelength above a finitely conducting earth. These are the


Fig. 16-11. Vertical radiation pattern (in the plane perpendicular to the axis of the dipole) of a horizontal dipole one-half wavelength above an earth having finite conductivity. $n=x / \epsilon_{r}$ and $\epsilon_{r}=15$.
patterns in the plane perpendicular to the axis of the dipole. The effects of finite conductivity is much less marked than in the vertical dipole case because the reflection factor $R_{h}$ never deviates much from the value -1 , which it has for the perfect conductor case. In the plane parallel to the axis of the dipole, the electric field is given by the expression

$$
E_{\text {space }}^{h^{\prime}}=j 30 \beta I d l \sin \psi\left(\frac{e^{-j \beta R_{1}}}{R_{1}}-R_{v} \frac{c^{-j \beta R_{2}}}{R_{2}}\right)
$$

In this case the incident wave is polarized parallel to the plane of incidence, and the reflection factor $R_{v}$ for "vertical" polarization is required. The minus sign comes about from the assumed positive directions of electric fields for the incident and reflected waves, as explained earlier in the chapter. Note that in this plane, parallel
to the dipole axis, the electric field of a horizontal dipole is "vertically" polarized.
16.03 The Surface Wave. The expressions for the electric field of a vertical dipole above a finitely conducting plane earth were given in eqs. (9) and (10). When the dipole is at the surface of the earth, the expression for the surface wave part of this field reduces to

$$
\begin{gather*}
E_{\text {wurrisos }}=j 30 \beta I d l\left(1-R_{v}\right) F\left(\frac{e^{-j \beta B}}{R}\right) \\
{\left[\mathbf{k}\left(1-u^{2}\right)+\mathrm{r} \cos \psi\left(1+\frac{\sin ^{2} \psi}{2}\right) u \sqrt{1-u^{2} \cos ^{2} \psi}\right]} \tag{16-13}
\end{gather*}
$$

In this expression $R$ is the distance from the dipole to the point at which the field is being considered ( $R \gg \lambda$ ). $\mathbf{k}$ and $\mathbf{r}$ are unit vectors respectively parallel to and perpendicular to the vertical dipole. Also

$$
\begin{aligned}
& F=\left[1+j \sqrt{\pi \omega e^{-\omega}} \operatorname{erfc}(-j \sqrt{\omega})\right] \\
& \omega=\frac{j \beta R u^{2}\left(1-u^{2} \cos ^{2} \psi\right)}{2}\left[1+\frac{\sin \psi}{u \sqrt{1-u^{2} \cos ^{2} \psi}}\right] \\
& u^{2}=\frac{1}{\epsilon_{r}+j x} \\
& x=\frac{18 \times 10^{3} \sigma}{f_{m c}} \\
& \quad \quad \operatorname{erfc}(-j \sqrt{\omega})=\frac{2}{\sqrt{\pi}} \int_{-j \sqrt{\omega}}^{\infty} e^{-\sigma^{2}} d v
\end{aligned}
$$

The function $F$ introduces an attenuation that is dependent upon distance, frequency, and on the constants of the earth along which the wave is traveling. For distances within a few wavelengths of the dipole, $F$ has a value of very nearly unity, and it approaches unity as the distance $R$ approaches zero. Putting $F=1$ in eq. (13), it is possible to evaluate and plot what is called "unattenuated surface wave." This is shown in Fig. 16-7 for two values of the parameter $n$. For low frequencies and good ground conductivity ( $n=100$ ), the unattenuated surface wave is very small, except for angles near grazing $(\psi=0)$. At $\psi=0$, it has the value 2. At this same angle the space wave is always zero because the direct and ground-reflected waves cancel. For higher frequencies and poorer
conductivity ( $n=1$ ), the unattenuated surface wave still has a value of 2 at $\psi=0$, but it also has appreciable value at high angles as well. However, this wave attenuates very rapidly with distance because of the factor $F$.

At the surface of the earth ( $\psi=0$ ), the absolute value of $F$ has been evaluated and is called the "ground wave attenuation factor." It is designated by the symbol $A$. That is, at $\psi=0$

$$
\begin{align*}
A & =|F| \\
& =\left|1+j \sqrt{\pi \omega} e^{-\omega} \operatorname{erfc}(-j \sqrt{\omega})\right|_{\psi=0} \\
& =\left|1+j \sqrt{\pi p_{1}} e^{-p_{1}} \operatorname{erfc}\left(-j \sqrt{p_{1}}\right)\right| \tag{16-14}
\end{align*}
$$

$p_{1}$ is the value of $\omega$ at the angle $\psi=0$. In general, it is a complex quantity and may be written

$$
p_{1}=p e^{\mathfrak{\jmath}}
$$

where $p$ is known as the numerical distance and $b$ as the phase constant.

Evaluating $\omega$ at $\psi=0$ shows that

$$
\begin{aligned}
& p=\frac{\pi R}{\lambda x} \frac{\cos ^{2} b^{\prime \prime}}{\cos b^{\prime}} \cong \frac{\pi R}{\lambda x} \cos b \\
& b=\left(2 b^{\prime \prime}-b^{\prime}\right) \cong \tan ^{-1} \frac{\epsilon_{r}+1}{x}
\end{aligned}
$$

where

$$
\begin{aligned}
b^{\prime \prime} & =\tan ^{-1} \frac{\epsilon_{r}}{x} \\
b^{\prime} & =\tan ^{-1} \frac{\epsilon_{r}-\cos ^{2} \psi}{x}=\tan ^{-1} \frac{\epsilon_{r}-1}{x} \\
x & =\frac{18 \times 10^{3} \sigma}{f_{m \varepsilon}}
\end{aligned}
$$

The Surface Wave Attenuation Factor A. A plot of the ground wave attenuation factor $A$, as given by eq. (14), is shown in Fig. 16-12 in terms of $p$ and $b$. The numerical distance $p$ depends upon the frequency and the ground constants, as well as upon the actual distance to the transmitter. It is proportional to the distance and to the square of the frequency and varies almost inversely with the ground conductivity. The phase constant $b$ is a measure of the power factor angle of the earth (the actual power factor angle is $b^{\prime \prime}$ ). When the earth constants and the frequency
are such that $x \gg \epsilon_{r}$, the power factor angle will be nearly zero, and the impedance of the earth will be mainly resistive. This is the case for average or better-than-average earth at broadcast frequencies. At very high frequencies and over poor earths the condition $\epsilon_{r} \gg x$ may be obtained, and the earth impedance will then be reactive. It will be noticed that the same earth which acts as a conductor at very low frequencies will act as a dielectric that has a small loss at very high frequencies.


Fig. 1G-12. Ground wave attenuation factor $A$.
The attenuation factor $A$ can also be represented approximately by the following empirical formulas:

For $b<5$ degrees,

$$
\begin{equation*}
A_{1} \cong \frac{2+0.3 p}{2+p+0.6 p^{2}} \tag{16-15}
\end{equation*}
$$

For all values of $b$,

$$
\begin{equation*}
A \cong A_{1}-\sin b \sqrt{\frac{p}{2}} e^{-56 p} \tag{16-16}
\end{equation*}
$$

For $b<5$ degrees and $p<4.5$ (that is, for short numerical distances),

$$
\begin{equation*}
A \cong e^{-0.48 p+0.01 p^{2}} \tag{16-17}
\end{equation*}
$$

This relation shows that $A$ varies almost exponentially with $p$ for short numerical distance

For $b<5$ degrees and $p \geqq 4.5$,

$$
\begin{equation*}
A \cong \frac{1}{2 p-3.7} \tag{16-18}
\end{equation*}
$$

This relation shows that at large numerical distances $A$ is inversely proportional to $p$. This means that at large numerical distances the field strength of the surfce wave will vary inversely as the square of the distance from the transmitter.

Surface Wave from a Horizontal Lipole. The expressions for the space and surface waves of a horizontal dipole at the surface of a finitely conducting plane earth are given by Norton as

$$
E_{\mathrm{tpaco}}=\frac{j 30 \beta I d l e^{-j(\beta R-\omega t)}}{R}\left[\cos \phi \sin \psi\left(1-R_{v}\right) \psi+\sin \phi\left(1+R_{h}\right) \phi\right]
$$

$$
\begin{equation*}
E_{\text {ourficeco }}=\frac{j 30 \beta I d l e^{-j(\beta R-\omega t)}}{R}\left\{\cos \phi\left(u \sqrt{1-u^{2} \cos ^{2} \psi}\right)\left(1-R_{v}\right) F\right. \tag{16-19}
\end{equation*}
$$

$$
\begin{align*}
& {\left[\cos \psi\left(1+\frac{\sin ^{2} \psi}{2}\right) \mathbf{k}+u \sqrt{1-u^{2} \cos ^{2} \psi}\right.} \\
& \left.\left.\quad\left(\frac{1-\sin ^{4} \psi-\frac{\left(1-R_{k}\right) G}{\left(1-R_{v}\right) u^{2} F}}{1-u^{2} \cos ^{2}}\right)_{\varrho}\right]+\sin \phi\left(1-R_{h}\right) G \phi\right\} \tag{16-20}
\end{align*}
$$

where

$$
\begin{aligned}
G & =\left[1+j \sqrt{\pi v} e^{-v} \operatorname{erfc}(-j \sqrt{v})\right] \\
v & =\frac{j \beta R\left(1-u^{2} \cos ^{2} \psi\right)}{2 u^{2}}\left(1+\frac{u \sin \psi}{\sqrt{1-u^{2} \cos ^{2} \psi}}\right)^{2}
\end{aligned}
$$

$R_{h}$ is the plane-wave reflection factor for horizontal (perpendicular) polarization. $\mathbf{k}, \varrho$, and $\phi$ are unit vectors in the cylindrical co-ordinate system. The dipole lies perpendicular to k and in the plane $\phi=0$. Inspection of the expressions shows that in the principle plane normal to the dipole ( $\phi=90$ degrees) the electric field is entirely in the $\phi$ direction, that is, it is horizontally polarized. In the direction $\phi=0$, the electric vector lies in the plane $\phi=0$ ("vertical" polarization). For intermediate directions the field is elliptically polarized.

The function $G$ is an attenuation function for horizontal polarization. At large numerical distances $G$ approaches $u^{4} F$, and since $u^{2}=1 /\left(\epsilon_{r}+j x\right)$ is always much less than unity, it is evident that
the horizontally polarized surface wave will be attenuated more rapidly than a vertically polarized wave of the same frequency.

In practical computations the attenuation of a horizontally polarized wave along the surface of the earth is determined by using the same ground wave attenuation factor $A$ as is used for vertical polarization. However, now the numerical distance $p$ and phase factor $b$ are given by

$$
\begin{aligned}
p & =\frac{\pi R}{\lambda} \frac{x}{\cos b^{\prime}} \\
b & =180^{\circ}-b^{\prime}
\end{aligned}
$$

where, as before,

$$
\begin{aligned}
x & =\frac{18 \times 10^{3} \sigma}{f_{m c}} \\
b^{\prime} & =\tan ^{-1} \frac{\epsilon_{r}-1}{x}
\end{aligned} .
$$

For a given actual distance $R$, the numerical distance $p$ will be greater for horizontal polarization than for vertical polarization. This means greater attenuation for the horizontally polarized surface wave than for the vertically polarized wave. At low and medium frequencies, where $x$ is large, this difference in attenuation is very great and only vertically polarized surface waves need be considered. In this frequency range the antennas used will be designed to radiate and receive vertically polarized signals. At high and very high frequencies the attenuation of the surface wave is very large for both polarizations, with the result that surface wave propogation is limited to very short distances. However, in this frequency range elevated antennas are used, and propagation paths are provided by the space wave. For this wave either vertical or horizontal polarization may be used.
16.04 Elevated Dipole Antennas above a Plane Earth. When both transmitting and receiving antennas are located at the surface of the earth, the angle $\psi$ of the ground wave propagation path between the antennas is zero. Under these conditions the earth's reflection coefficient is -1 , so the direct and ground-reflected waves cancel. Propagation is then entirely by means of the surface wave. This is the case, for example, in the daytime reception of ordinary broadcast program signals. At high and very high frequencies, however, where a wavelegth becomes sufficiently short, it is pos-
sible to elevate the antennas a quarter-wavelength or more above the ground. When the antennas are elevated, the space wave is no longer zero, and the resultant signal at the receiving antenna is the vector sum of space and surface wave.

Consider the case of two vertical antennas elevated at heights $h_{1}$ and $h_{2}$ above the surface of the earth (Fig. 16-2). From eq. (9) the vertical component of the electric field at the receiving antenna (2) due to a vertical dipole at (1) will be
$E_{z}=j 30 \beta I d l \cos ^{2} \psi\left[\frac{e^{-j \beta R_{1}}}{R_{1}}+R_{v} \frac{e^{-j \beta R_{2}}}{R_{2}}+\left(1-R_{v}\right) F \frac{e^{-j \beta R_{2}}}{R_{2}}\right]$
In expression (21) $u^{2}$ and $u^{4}$ have been neglected as being small compared with unity. The first two terms of the expression constitute the space wave, and the third term is the surface wave. This expression is accurate at distances from the antenna larger than a few wavelengths. However, as it stands, it is rather involved for actual computations. Fortunately, the case of interest in practice is usually that in which the distance between antennas is very large compared with their heights above the ground, that is, for which

$$
r \gg\left(h_{1}+h_{2}\right)
$$

Under these circumstances considerable simplification of the expression (21) results. The following relations will then hold approximately.

$$
\begin{aligned}
\cos \psi & =1 \\
R_{1} & =R_{2}=d \quad \text { (for the magnitude factor in the denominator) }
\end{aligned}
$$

Also for large numerical distances, the asymptotic expansion for the error function erfc can be used so that

$$
\begin{aligned}
F & =1+j \sqrt{\pi \omega} e^{-\omega} \operatorname{erfc}(-j \sqrt{\omega}) \\
& =1-\frac{1+\frac{1}{2 \omega}+\frac{1.3}{(2 \omega)^{2}}+\cdots}{1+\frac{h_{1}+h_{2}}{u R_{2}}} \\
& \cong-\frac{1}{2 \omega}
\end{aligned}
$$

where $u R_{2} \gg\left(h_{1}+h_{2}\right)$ and $|\omega|>20$.

Introducing these approximations into (21) gives

$$
\begin{equation*}
E_{z}=\frac{j 30 \beta I d l}{d}\left\{e^{-i \beta R_{1}}+e^{-j \beta R_{2}}\left[R_{v}-\frac{\left(1-R_{v}\right)}{2 \omega}\right]\right\} \tag{16-22}
\end{equation*}
$$

The expression for the numerical distance $\omega$ for this case will be

$$
\begin{equation*}
\omega=p_{1}\left(1+\frac{h_{1}+h_{2}}{R_{2} u \sqrt{1-u^{2}}}\right)^{2} \tag{16-23}
\end{equation*}
$$

When the distance between antennas is very large compared with their height above the ground, it is evident from an inspection of expression (23) that the numerical distance $\omega$ is very nearly equal to $p_{1}$, the numerical distance along the surface of the earth. Also under the same conditions the attenuation factor $F$, which is approximately equal to $1 / 2 \omega$, will not change much with height of either transmitting or receiving antenna. It will have a value approximately equal to $A$, the surface wave attenuation factor of Fig. 16-12. Thus, for elevated antennas, the magnitude of the surface wave will be given approximately by

$$
\begin{equation*}
E_{z \text { zurface }} \approx \frac{j 30 \beta I d l}{d}\left(\frac{1-R_{v}}{2 p}\right)=\frac{j 30 \beta I d}{d}\left(1-R_{v}\right) A \tag{16-24}
\end{equation*}
$$

as long as the distance between antennas is very much greater than their heights above the ground.

Expression (22) has been obtained for short vertical dipoles, but it can be shown that it also holds* for elevated half-wave dipoles under the same conditions if $d l$ is replaced by $\lambda / \pi$, the effective length of the half-wave dipole.

The corresponding expression for horizontal half-wave dipoles would be

$$
\begin{equation*}
E_{\phi}=\frac{j 60 \sin \phi}{d}\left[e^{-j \beta R_{1}}+R_{h} e^{-j \beta R_{2}}+\left(1-R_{h}\right) G e^{-j \beta R_{2}}\right] \tag{16-25}
\end{equation*}
$$

At large numerical distances ( $\omega>20$ ), the attenuation factor $G$ approaches $u^{4} F$, and so $G$ is a very small quantity. The surface wave attenuation for horizontal polarization is so large that the surface wave becomes negligibly small at very short distances, and ordinarily only the space wave needs to be considered. At large

[^75]numerical distances the factor $G$ in expression (25) can be replaced by $A \approx 1 / 2 p$, where $p$ has already been defined for horizontal polarization.

Example 1: A half-wave dipole radiator is elevated 100 ft above the ground. A receiving dipole 3 miles distant is elevated 30 ft . Determine the space and surface wave field strengths at the receiving antenna when the transmitting antenna carries a current of 1 ampere at a frequency of 50 mc . Assume an average earth having $\epsilon_{r}=10$ and $\sigma=5 \times 10^{-3}$ (a) for vertical half-wave dipoles (b) for horizontal half-wave dipoles.

Case (a)-Vertical half-wave dipoles.

$$
\begin{gathered}
E_{\mathrm{ap}}=\frac{j 30 \beta I l_{\mathrm{eft}}}{d}\left(e^{-j \beta R_{1}}+e^{\left.-j \beta R_{2} R_{v}\right)}\right. \\
=\frac{j 60}{d} e^{-j \beta R_{\mathrm{t}}}\left[1+R_{v} e^{\left.-j \beta\left(R_{2}-R_{1}\right)\right]}\right. \\
\psi=\tan ^{-1} \frac{h_{1}+h_{2}}{r}=\tan ^{-1} \frac{130}{3 \times 5280}=0.47^{\circ} \\
x=\frac{5 \times 10^{-3} \times 10^{3} \times 18}{50}=1.8
\end{gathered}
$$

From Fig. 16-5

$$
R_{v}=0.94 /-180^{\circ}
$$

Referring to Fig. 16-2,

$$
\begin{aligned}
& R_{1}=\sqrt{d^{2}+\left(h_{1}-h_{2}\right)^{2}}=d \sqrt{1+\left(\frac{h_{1}-h_{2}}{d}\right)^{2}} \\
& =d \sqrt{1.0000196}=d(1.0000098) \\
& R_{2}=\sqrt{d^{2}+\left(h_{1}+h_{2}\right)^{2}}=d \sqrt{1+\left(\frac{h_{1}+h_{2}}{d}\right)^{2}} \\
& =d \sqrt{1.0000677}=d(1.0000339) \\
& R_{2}-R_{1}=3 \times 0.304 \times 5280(1.0000339-1.0000098) \\
& =0.116 \text { meters } \\
& \frac{360}{\lambda}\left(R_{2}-R_{1}\right)=\frac{360}{6} \times 0.116=7.0^{\circ} \\
& \left|E_{\text {вр }}\right|=\frac{60}{d}\left|1+0.94 /-180^{\circ}-7^{\circ}\right| \\
& =\frac{60}{3 \times 1609}|1-0.935+j 0.113| \\
& =\frac{60 \times 0.13}{3 \times 1609}=1.62 \mathrm{mv} / \mathrm{m}
\end{aligned}
$$

$$
\begin{aligned}
\left|E_{\mathrm{su}}\right| & =\frac{60}{d}\left|\frac{\left(1-R_{v}\right)}{2 p}\right| \\
b & \cong \tan ^{-1} \frac{\epsilon_{r}+1}{x}=\tan ^{-1} \frac{16}{1.8}=83.6^{\circ} \\
p & \cong \frac{\pi R}{\lambda x} \cos b=\frac{\pi \times 3 \times 1609 \times 0.112}{6 \times 1.8}=157 \\
\left|E_{\mathrm{vu}}\right| & =\frac{60}{3 \times 1609} \times \frac{1.94}{2 \times 157}=0.077 \mathrm{mv} / \mathrm{m}
\end{aligned}
$$

Case (b)-Horizontal half-wave dipoles. From Fig. 16-5, $R_{h}=0.995$ $/ 180^{\circ}$.

$$
\begin{aligned}
& \left.\boldsymbol{E}_{\mathrm{op}}=\frac{60}{d} e^{-i \beta R_{\mathrm{t}}[1}+R_{h} e^{-j \beta\left(R_{2}-R_{1}\right)}\right] \\
& \begin{aligned}
\left|E_{\mathrm{op}}\right| & =\frac{60}{3 \times 1609}\left|1+0.995 /-180^{\circ}-7^{\circ}\right| \\
& =\frac{60 \times 0.122}{3 \times 1609}=1.52 \mathrm{mv} / \mathrm{m}
\end{aligned} \\
& \begin{aligned}
\left|E_{\text {ou }}\right| & =\frac{60}{d}\left|\frac{\left(1-R_{h}\right)}{2 p}\right| \\
b^{\prime} & =\tan ^{-1} \frac{\epsilon-1}{x}=\tan ^{-1} \frac{14}{1.8}=82.6^{\circ}
\end{aligned} \\
& p=\frac{\pi R}{\lambda} \frac{x}{\cos b^{\prime}}=\frac{\pi \times 3 \times 1609}{6} \times \frac{1.8}{0.128}=35,600 \\
& \left.E\right|_{\mathrm{ou}} \left\lvert\,=\frac{60}{3 \times 1609} \frac{1.995}{2 \times 35,600}=0.000349 \mathrm{mv} / \mathrm{m}\right.
\end{aligned}
$$

Approximate Formula for V-H-F Propagation. The preceding example indicates that certain simplifying assumptions can be made when the elevated transmitting and receiving antennas are far apart. When these approximations are used, a quite simple formula for VHF propagation between elevated antennas results. These approximations are
(1) The surface wave can be neglected in comparison with the space wave.
(2) The angle $\psi$ is very small so that the reflection factor $R_{v}$ or $R_{h} \cong-1$.

Then the field at the receiving antenna due to a current $I$ amperes in a half-wave transmitting antenna is given by

$$
\begin{align*}
|E| & \left.=\frac{60 I}{d}\left|1+R_{v}\right|-\alpha \right\rvert\, \\
& =\frac{60 I}{d}|1-1 \underline{-\alpha}| \tag{16-26}
\end{align*}
$$

where $\alpha$ is the difference in path length between direct and reflected waves expressed in degrees. That is,

$$
\begin{equation*}
\alpha=\frac{2 \pi}{\lambda}\left(R_{2}-R_{1}\right) \tag{16-27}
\end{equation*}
$$

Referring to Fig. 16-2,

$$
R_{2} \approx d \sqrt{1+\left(\frac{h_{1}+h_{2}}{d}\right)^{2}} \quad R_{1} \approx d \sqrt{1+\left(\frac{h_{1}-h_{2}}{d}\right)^{2}}
$$

Using the binomial expansion, when $x \ll 1$,

$$
(1+x)^{1 / 2} \approx 1+1 / 2 x
$$

Then

$$
\begin{align*}
R_{2}-R_{1} & \approx d\left[1+\frac{1}{2}\left(\frac{h_{1}+h_{2}}{d}\right)^{2}\right]-d\left[1+\frac{1}{2}\left(\frac{h_{1}-h_{2}}{d}\right)^{2}\right] \\
& \approx \frac{2 h_{1} h_{2}}{d} \tag{16-28}
\end{align*}
$$

It should be observed that, in actual computations, this approximate expression (28) for $R_{2}-R_{1}$, obtained by using the first two terms of a series, will give a more accurate numerical answer than the "exact" computation, using a reasonable number of significant figures. This is because when two large and nearly equal numbers are subtracted one from the other, significant figures are lost, so that it is necessary to start with a very large number of significant figures in order to end up with only fair accuracy. In the "approximate" method one works directly on the difference between the numbers and no significant figures are lost. Then, from (27) and (28),

$$
\alpha=\frac{4 \pi}{\lambda} \frac{h_{1} h_{2}}{d}
$$

From (26)

$$
|E|=\frac{60 I}{d}|1-\cos \alpha+j \sin \alpha|
$$

When the angle $\alpha$ is small, so that $\cos \alpha \cong 1$,

$$
\begin{equation*}
|E| \approx \frac{60 I}{d} \sin \alpha_{1} \approx \frac{60 I}{d} \sin \frac{4 \pi h_{1} h_{2}}{\lambda d} \tag{16-29}
\end{equation*}
$$

If $\alpha$ is sufficiently small so that $\sin \alpha \approx \alpha$, this reduces to

$$
\begin{equation*}
|E|=\frac{60 I \alpha}{d}=\frac{240 \pi I h_{1} h_{2}}{\lambda d^{2}} \quad \text { volt } / \mathrm{m} \tag{16-30}
\end{equation*}
$$

where the approximations used are valid, the received field strength is proportional to the height of the transmitting antenna, the height of the receiving antenna, and inversely proportional to the square of the distance between them. In most propagation problems met with in frequency modulation and television applications, the above approximations will hold so that the simple expression of eq. (30) may be used in these important practical cases.
16.05 Wave Tilt of the Surface Wave. A vertically polarized wave at the surface of the earth will have a forward tilt, the magnitude of which depends upon the conductivity and permittivity of the earth. The slight tilt forward of the electric intensity is responsible for a small vertically downward component of the Poynting vector, sufficient to furnish the power dissipated in the earth over which the wave is passing. In general, the component of electric intensity parallel to the earth will not be in phase with the component perpendicular to it, so that the electric field just above the surface of the earth will be elliptically polarized.

In chap. 7 the problem of a wave guided along the surface of a good conductor was solved. The results obtained will apply directly to this case of a radio wave along the surface of the earth, as long as the same assumption (depth of penetration not too large a fraction of the wavelength) is valid. This will be true over most of the range of frequencies and conductivities that are of interest in surface wave propagation. Then the surface impedance of the earth is given approximately by

$$
Z_{s} \approx \sqrt{\frac{\omega \mu}{\sqrt{\sigma^{2}+\omega^{2} \epsilon^{2}}}} / \frac{1}{2} \tan ^{-1} \frac{\sigma}{\omega \epsilon}
$$

where $\sigma, \mu$, and $\epsilon$ are respectively the conductivity, permeability, and permittivity of the earth. The horizontal component of
electric intensity will be $E_{h}=J Z_{8}$ and the vertical intensity will be approximately $E_{v}=H \eta_{v}$, so that the ratio of horizontal to vertical field will be

$$
\begin{align*}
\frac{E_{h}}{E_{v}} & =\frac{J Z_{s}}{H \eta_{v}}=\frac{Z_{s}}{\eta_{v}} \\
& =\frac{1}{377} \sqrt{\frac{\omega \mu}{\sqrt{\sigma^{2}+\omega^{2} \epsilon^{2}}}} / \frac{1}{2} \tan ^{-1} \frac{\sigma}{\omega \epsilon} \tag{16-31}
\end{align*}
$$

As an example consider a one mc radio wave at the surface of an average earth having $\sigma=5 \times 10^{-3}$ and $\epsilon_{r}=10$. For this case

$$
\begin{aligned}
& \omega \epsilon=5.55 \times 10^{-4} \\
& \frac{E_{h}}{\bar{E}_{v}}=0.105 \underline{41.8^{\circ}}
\end{aligned}
$$

The horizontal component of E is about one-tenth of the vertical component and leads it by an angle $41.8^{\circ}$. If the electric vector


Fig. 16-13. Elliptical polarization of the electric vector at the surface of an earth for which $\epsilon_{r}=5$ and for various values of $x=$ $18 \times 10^{3} / f_{m c}$. were plotted at various instants of time, the locus of the end point would trace out an ellipse. This elliptical polarization of the field at the earth's surface is shown in Fig. 16-13 for $\epsilon_{r}=5$ and various values of $x$, where

$$
x=\frac{\sigma}{\omega \epsilon_{v}}=\frac{18 \times 10^{3}}{f_{m c}}
$$

In the example above $x=90$.
16.06 Spherical Earth Propagation. The formulas for ground wave propagation developed in the preceding sections were obtained on the assumption of a flat or plane earth. Whereas such an assumption gives answers that are approximately correct at short distances, it cannot be expected to yield correct results at large distances. The distance up to which the curves of Fig. 16-12 can be used without serious error is given by the relation $d=50 / f^{7 / 3_{m 0}}$ miles. Beyond this distance the actual field strength starts to deviate from that computed on the plane earth assumption. The
curvature of the earth affects the propagation of the ground wave signal in several ways. First, the bulge of the earth prevents the surface wave from reaching the receiving point by a straight-line path. The surface wave, which does arrive at the receiver, reaches it by diffraction around the earth and refraction in the lower atmosphere above the earth. Secondly, for elevated antennas the space wave is affected in two different ways. The ground-reflected wave is now reflected from a curved surface, and its energy is diverged


Fig. 16-14. Geometry for a spherical earth.
more than in the case when it is reflected from a flat surface. This means that the ground-reflected wave reaching the receiver will be weaker than for a flat earth by the divergence factor $D$, which is less than unity. Finally, for a spherical earth, the heights $h_{1}{ }^{\prime}$ and $h_{2}{ }^{\prime}$ of the transmitting and receiving antennas above the plane tangent to the surface of the earth at the point of reflection of the ground-reflected wave are less than the antenna heights $h_{1}$ and $h_{2}$ above the surface of the earth (Fig. 16-14).

It would seem that it should be possible to obtain an exact solution to the problem of an antenna above a spherical finitely
conducting earth by solving Maxwell's equations subject to the appropriate boundary conditions. Although formal solutions to this problem have been set up, these solutions are much more involved than even the rigorous plane earth solution. For example, one such solution is in the form of an infinite series of spherical harmonics with coefficients containing twelve Bessel functions. The convergence of the series is extremely slow, the main contribution being given by those terms for which $n$ is of the order of the ratio $2 \pi R / \lambda$, where $R / \lambda$ is the radius of the earth in wavelengths. For commonly used radio frequencies, this ratio is of the order of $10^{3}$ to $10^{8}$ ! It is thus apparent that a different approach must be used if numerical answers are desired. Answers of engineering accuracy can be obtained by considering separately various particular cases. The detailed analysis is complex, and in general the expressions that result are complicated. However, the results may be put in a graphical form suitable for engineering use, and this has been done by Norton.* A few of the important cases of spherical-earth ground wave propagation, which will be considered here, concern (a) the surface wave (ground-based antennas), (b) elevated antennas at medium heights, (c) optical path propagation.
(a) The surface wave over a spherical earth. Beyond the line of sight the surface wave that reaches the receiving point is due entirely to diffraction around the surface of the earth. (The effect of refraction in the troposphere is accounted for by using an effective radius for the earth that is greater than the actual radius as explained in section 16.07.) The extent of the diffraction depends upon the wavelength of the signal and the constants of the earth, and it can be determined in terms of the parameters $b$ and $k$ where

$$
\begin{gather*}
b=2 b^{\prime \prime}-b^{\prime} \quad \text { (for vertical polarization) }  \tag{16-32}\\
b=180^{\circ}-b^{\prime} \quad \text { (for horizontal polarization) }  \tag{16-33}\\
K=\left(\frac{\lambda}{2 \pi k a}\right)^{1 / 2}\left(\frac{x \cos b^{\prime}}{\cos ^{2} b^{\prime \prime}}\right)^{1 / 3} \quad \text { (vertical polarization) }  \tag{16-34}\\
K=\left(\frac{\lambda}{2 \pi k a}\right)^{1 / 2}\left(\frac{\cos b^{\prime}}{x}\right)^{3 / 2} \quad \text { (horizontal polarization) }  \tag{16-35}\\
\tan b^{\prime}=\frac{\epsilon_{r}-1}{x} \quad \tan b^{\prime \prime}=\frac{\epsilon_{r}}{x} \tag{16-36}
\end{gather*}
$$

[^76]In the above expressions $a$ is the radius of the earth and $k$ is the factor by which $a$ is multiplied to account for refraction (usually $k=4 / 3$ ). Having determined the value of $K$ and $b$ in a particular problem, the curves of Figs. 16-15 and 16-16 are used to obtain the values of two other parameters $\beta_{0}$ and $\gamma$. Then the relative values


Fig. 16-15. Parameter $\beta_{0}$ as a function of $K$ and $b$.
of field intensity at large distances over a spherical earth are given in Fig. 16-17 as a function of the parameter $\eta^{\prime}$, where

$$
\begin{align*}
& \eta^{\prime}=\beta_{0} \eta_{0} d  \tag{16-37}\\
& \eta_{0}=\left(k^{2} a^{2} \lambda\right)^{-3 / 3} \tag{16-38}
\end{align*}
$$

Figure 16-17 is used to calculate the surface wave at large distances in the following manner. First the field intensity corresponding to $\eta^{\prime}=2$ is calculated from the formula

$$
\begin{equation*}
E_{\text {surfiseos }\left(\eta^{\prime}-2\right)}=2 E_{0 \eta 0 \gamma} \tag{16-39}
\end{equation*}
$$

Then the distance $d$ corresponding to $\eta^{\prime}=2$ is obtained from

$$
\begin{equation*}
d_{\left(\eta^{\prime}-2\right)}=\frac{2}{\beta_{0} \eta_{0}} \tag{16-40}
\end{equation*}
$$

Finally the field at any large distance is determined relative to the field at $\eta^{\prime}=2$ from Fig. 16-17.

In Fig. 16-17 it is noted that for large distances such that $\eta^{\prime}>2$, a single curve is drawn, but that for shorter distances the curve divides into two branches. The lower of these curves is valid for very large values of $K$ (i.e., very low frequencies and good ground conductivity), whereas the upper curve applies for very small values of $K$ (very high frequencies and poor ground conduc-


Fig. 16-16. Parameter $\gamma$ as a function of $K$ and $b$.
tivities). In using Fig. 16-17 it is necessary to interpolate between these curves. This is done by plotting the field at the shorter distances by means of the plane earth field intensity curves (Fig. 16-12), using the single curve of Fig. 16-17 to give the field intensities at large distances beyond $\eta^{\prime}=2$, and then joining these up with a smooth transition curve the shape of which can be estimated by keeping an eye on the curves for very large and very small values of $K$.

Example 2: Determine surface wave intensity as a function of distance up to a distance of 500 miles for a 1 mc signal. Assume a fairly good earth
for which $\sigma=10 \times 10^{-8}$ and $\epsilon_{r}=15$, and also assume 1 kw radiated from a short monopole (unattenuated field intensity at 1 mile equals $186 \mathrm{mv} / \mathrm{m}$ ).

$$
\begin{gathered}
x=\frac{18 \times 10^{3} \times \sigma}{f_{m e}}=180 \quad b=\tan ^{-1} \frac{\epsilon_{r}+1}{x}=5.1^{\circ} \\
p=\frac{\pi R \cos b}{x \lambda}=5.8 \times 10^{-5} R \text { (meters) }=0.0932 R \text { (miles) }
\end{gathered}
$$



Fig. 16-17. Ground wave field intensity at large distances over a spherical earth.
(a) Plane earth calculations (using Fig. 16-12):

| Miles | $p$ | $A$ | $E=\frac{E_{0}}{r} A(\mathrm{mv} / \mathrm{m})$ |
| ---: | :--- | :---: | :---: |
| 1 | 0.0932 | 0.93 |  |
| 10 | 0.932 | 0.63 | 173 |
| 20 | 1.86 | 0.43 | 11.7 |
| 100 | 9.32 | 0.065 | 4.0 |
|  |  | 0.12 |  |

(b) Spherical earth calculations:

$$
\begin{gathered}
b=5.1^{\circ}, \quad b^{\prime}=\tan ^{-1} 14 / 180=4.46^{\circ}, \quad b^{\prime \prime}=\tan ^{-1} 15 / 180=4.78^{\circ} \\
K=\left(\frac{\lambda}{2 \pi k a}\right)^{1 / 2}\left(\frac{x \cos b^{\prime}}{\cos ^{2} b^{\prime \prime}}\right)^{1 / 2} \\
\quad=\left(\frac{300}{2 \pi \times 5280 \times 1609}\right)^{1 / 2}\left(\frac{180 \times 0.997}{0.993}\right)^{1 / 2}=0.239
\end{gathered}
$$

From Fig. $16-15, \beta_{0}=1.4$; from Fig. $16-16, \gamma=.005$. Then

$$
\begin{aligned}
\eta_{0}= & {\left[(5280 \times 1609)^{2} 300\right]^{\frac{-1}{3}}=0.359 \times 10^{-5} } \\
\eta^{\prime}= & \beta_{0} \eta_{0} d=0.00808 d(\text { miles }) \\
& E_{\left(\eta^{\prime}-2\right)}=2 E_{0} \eta_{0} \gamma=0.0107 \mathrm{mv} / \mathrm{m} \\
& d_{\left(\eta^{\prime}-2\right)}=\frac{2}{\beta_{0 \eta_{0}}}=247 \text { (miles) }
\end{aligned}
$$

Problem 1. Using Fig. 16-17, sketch the field intensity vs. distance curve out to 500 miles for example 1.
(b) Elevated antennas of medium height. Propagation characteristics over a curved earth between elevated antennas can be obtained quite simply from the surface wave calculations as long as the antenna heights are less than $\frac{2000}{f^{3 / 3} \mathrm{mc}} \mathrm{ft}$. It is convenient to define a "numerical antenna height," $q$ as

$$
\begin{array}{ll}
q=\frac{2 \pi h}{\lambda}\left(\frac{\cos ^{2} b^{\prime \prime}}{x \cos b^{\prime}}\right)^{3 / 2} & \text { (vertical polarization) } \\
q=\frac{2 \pi h}{\lambda}\left(\frac{x}{\cos b^{\prime}}\right)^{1 / 2} & \text { (horizontal polarization) } \tag{16-42}
\end{array}
$$

where $h / \lambda$ is the antenna height in wavelengths. Then the field intensity for antemnas at numerical heights $q_{1}$ and $q_{2}$ will be given by

$$
\begin{gather*}
E=E_{\text {surfaoof }} f\left(q_{1}\right) \cdot f\left(q_{2}\right)  \tag{16-43}\\
f(q)=\left[1+q^{2}-2 q \cos \left(\frac{\pi}{4}+\frac{b}{2}\right)\right]^{3 / 2}
\end{gather*}
$$

where


Fig. 16-18. Variation of field intensity with numerical antenna height. Within the line of sight $\left(q_{1}+q_{2}\right)<p / 100$ and $q_{1} q_{2}<p / 10$. Beyond the line of sight $q<1 / 10 K$.

Expression (43) can be applied whenever the antenna heights are low enough and the numerical distance $p$ is large enough to satisfy simultaneously the following relations:

$$
\left.\begin{array}{ll}
h<\frac{2000}{f^{3 / 3_{m c}}} \mathrm{ft} ; & p>20  \tag{16-44}\\
p>10 q_{1} q_{2} ; & p>100\left(q_{1}+q_{2}\right)
\end{array}\right\}
$$

This relation is particularly useful for the ultrahigh frequencies where the numerical distance $p$ is large for distances $d$ greater than about 1 mile. The height-gain function $f(q)$ is shown plotted in Fig. 16-18.
(c) High antennas within the line of sight. For high antennas well within the line of sight, the field intensity can be calculated directly from eq. (9) when this expression is suitably modified to account for the effects of a curved earth. It is easily shown by simple geometry that the distance $d_{0}$ to the horizon for an antenna of height $h$ is given by the relation

$$
\begin{equation*}
d_{0} \simeq \sqrt{2 a h} \tag{16-45}
\end{equation*}
$$

where $a$ is the radius of the earth ( 3960 miles) and $d, a$, and $h$ are expressed in the same units. This approximate relation holds for $h<20,000 \mathrm{ft}$. When the effect of refraction in the atmosphere is accounted for by use of an effective radius $k a$ (see section 16.07), this formula for distance to the optical horizon becomes

$$
\begin{equation*}
d_{0}=\sqrt{2 k a h} \tag{16-46}
\end{equation*}
$$

Therefore the line-of-sight distance between two elevated antennas of heights $h_{1}$ and $h_{2}$ (Fig. 16-14) will be

$$
d_{L}=\sqrt{2 k a h_{1}}+\sqrt{2 k a h_{2}}
$$

For a "standard" atmosphere $k=1.33$ and $k a=5280$ miles, so that $d_{L}$ reduces to

$$
\begin{equation*}
d_{L}=\sqrt{2 h_{1}}+\sqrt{2 h_{2}} \tag{16-47}
\end{equation*}
$$

where $h_{1}$ and $h_{2}$ are now in feet and $d_{L}$ is in miles.
For line of sight propagation the curvature of the earth will have two principal effects. First, the ground-reflected wave, being reflected from a curved surface, will have its energy diverged more than in the plane earth case. This can be accounted for by multiplying the ground-reflected wave by a divergence factor $D$, which is given by

$$
\begin{equation*}
D=\left(1+\frac{2 d_{1} d_{2}}{k a d \tan \psi_{2}^{\prime}}\right)^{3 / 2} \tag{16-48}
\end{equation*}
$$

Second, the heights $h_{1}^{\prime}$ and $h_{2}{ }^{\prime}$ of the antennas above the plane that is tangent to the earth at the point of reflection are less than the actual heights $h_{1}$ and $h_{2}$ above the earth. By geometry, the relations between these heights are

$$
\begin{gather*}
h_{1}^{\prime}=h_{1}-\frac{d_{1}{ }^{2}}{2 k a} ; \quad h_{2}{ }^{\prime}=h_{2}-\frac{d_{2}{ }^{2}}{2 k a} \\
\tan \psi_{2}^{\prime}=\frac{h_{1}{ }^{1}+h_{2}{ }^{1}}{d}=\frac{h_{1}{ }^{1}}{d_{1}}=\frac{h_{2}{ }^{1}}{d_{2} .} \tag{16-49}
\end{gather*}
$$

The modified form of expression (9) suitable for a curved earth is then

$$
\begin{array}{r}
E_{z}=\frac{E_{0}}{d}\left[\cos ^{3} \psi_{1}^{\prime} e^{-j \beta R_{1}^{\prime}}+D R_{\text {refl }} \cos ^{3} \psi_{2}^{\prime} e^{-j \beta R_{2}^{\prime}}+\left(1-R_{\text {ref }}\right)\right. \\
\left.F \cos ^{2} \psi_{2}^{\prime} e^{-j \beta R_{z^{\prime}}}\right] \tag{16-50}
\end{array}
$$

where $R_{1}$ has been replaced by $d / \cos \psi_{1}{ }^{\prime}$ and $R_{2}$ by $d / \cos \psi_{2}{ }^{\prime}$ in the denominator. $E_{0}$ is the free-space field intensity at unit distance and $R_{\text {ref }}=R_{v}$ for vertical polarization and $R_{\text {ref }}=R_{h}$ for horizontal polarization. The use of this formula is restricted to points well within the line of sight and to distances less than that, which makes

$$
\tan \psi_{2}^{\prime}=(\lambda / 2 \pi k a)^{1 / 3}
$$

When the surface wave can be neglected, as is usually the case for high antennas, and assuming that the antennas are far enough apart that $\tan \psi_{2}^{\prime}<0.1$, expression (50) reduces to

$$
\begin{equation*}
E=\frac{E_{0}}{d}\left(1+D R_{\text {refl }} e^{-j 28 h_{1^{\prime}} h_{2}^{\prime} / d}\right) \tag{16-51}
\end{equation*}
$$

where $(\lambda / 2 \pi k a)^{1 / 3}<\tan \psi_{2}^{\prime}<0.1$. It is seen that the received field oscillates with distance between the values
and

$$
\begin{align*}
& E=\frac{E_{0}}{d}\left(1+D\left|R_{\text {refl }}\right|\right) \\
& E=\frac{E_{0}}{d}\left(1-D\left|R_{\text {reel }}\right|\right) \tag{16-52}
\end{align*}
$$

The above three examples of ground wave propagation above a spherical earth cover the majority, but by no means all of the cases that will be met with in practice. In general, the computations for other cases will be somewhat more complex than those above, and will involve the use of graphs and charts not shown here. For examples of such computations reference should be made to the article by Norton. Typical results for the important practical case of high antennas beyond the line of sight at FM and television frequencies are shown in the curves of Figs. 16-19 and 16-20.
16.07 Tropospheric Refraction and Reflection. For frequencies above about 50 mc the ionospheric reflection indicated in Fig. 16-1 does not occur, and propagation paths would appear to be limited to the ground wave transmission discussed in the preceding sections. As already has been seen, for these ground wave propagation paths at the very high and ultrahigh frequencies, the field intensity decreases very rapidly for distances beyond the line of sight, so that at these frequencies, useful transmission much beyond the horizon would not be expected. Nevertheless, it is found that under certain meteorological conditions useful transmission considerably beyond
the line of sight does occur. Such transmission is due to refraction and reflection of the radio waves in the troposphere. The troposphere is that region of the earth's atmosphere immediately adjacent to the earth and extending upwards about 10 kilometers. In the troposphere the temperature decreases with height at about the rate of $6.5^{\circ} \mathrm{C}$ per kilometer to a value of about $-50^{\circ} \mathrm{C}$ at its upper boundary. Above the troposphere is the stratosphere where the


Fig. 16-19. Ground wave field intensity vs. distance for 1 kw radiated at a frequency of 50 mc . Polarization is horizontal and the labeling on the curves indicates transmitting and receiving antenna heights expressed in feet. Earth constants are $\sigma=5 \times$ $10^{-8}, \epsilon_{r}=15$.
temperature remains constant at about $-50^{\circ} \mathrm{C}$. Tropospheric effects on radio waves may be divided into refraction and reflection. Tropospheric refraction is a gradual bending of the rays that occurs because of the changing effective dielectric constant of the atmosphere through which the wave is passing. As will be shown, normal refraction effects can be accounted for by using an "effective" value for the radius of the earth that differs from the actual value. Thus the effects of tropospheric refraction are automatically included in the ground wave computations. Tropospheric reflec-
tions occur g.t a place where there are abrupt changes in the dielectric constant of the atmosphere. Such tropospheric reflected waves often result in useful signals at distances much greater than line of sight, a fact of considerable importance in frequency modulation and television reception.

Tropospheric Refraction. A.radio wave traveling horizontally in the earth's atmosphere follows a path which has a slight downward


Fig. 16-20. Ground wave field intensity vs. distance for 1 kw radiated at the frequencies indicated. Polarization is horizontal and the antenna heights are 1000 feet and 30 fect. The earth constants are $\sigma=5 \times 10^{-3}, \epsilon_{r}=15$.
curvature due to refraction of the wave in the atmosphera. This curvature of the path tends to overcome partially the loss of signal duc to curvature of the earth and permits the direct ray to reach points slightly beyond the horizon as determined by the straightline path. In making computations the effect of refraction is acccunted for by using an effective radius of curvature for the earth that is somewhat larger than the actual radius, and then assuming straight-line paths (that is, no refraction) in the atmosphere.

The refraction of a radio wave in the atmosphere occurs because the dielectric constant, and hence the refractive index of the atmos-
phere, varies with height above the earth. The dielectric constant of dry air is slightly greater than the value of unity that applies for a vacuum, and the presence of water vapor increases the dielectric constant still further. For this reason, the dielectric constant of the atmosphere is greater than unity near the earth's surface, but decreases to unity at great heights where the air density approaches zero. Although the dielectric constant and


Fig. 16-21 its variation with height are quantities that vary with the weather, the assumption is usually made that the variation of dielectric constant with height above the earth is uniform, and an atmosphere that has the assumed conditions is called a standard atmosphere. The justification for the use of a standard atmosphere in computations is that the results predicted on the basis of such an assumption agree fairly well with the results obtained in practice on the average. There are times, of course, when the observed results differ markedly from those predicted from the standard atmosphere, and some consideration is given to these nonstandard conditions at the end of this section. The relation between the radius of curvature of the path and the change of dielectric constant with height can be derived as follows.

Let $\rho$ be the radius of curvature of the path and $v$ the velocity of propagation at a height $H$ above the earth. Then from Figure 16-21
or

$$
\begin{align*}
\rho d \theta & =v d t \\
\frac{d \theta}{d t} & =\frac{v}{\rho} \tag{16-53}
\end{align*}
$$

Also

$$
\begin{equation*}
v=\frac{1}{\sqrt{\mu_{v} \epsilon_{r} \epsilon_{v}}}=k_{1 \epsilon_{r}}-1 / 2 \tag{16-54}
\end{equation*}
$$

At a height $H+d H=H+d \rho$, the velocity must be

$$
(v+d v)=\frac{(\rho+d H) d \theta}{d l}
$$

Therefore

$$
\frac{d v}{d H}=\frac{d \theta}{d t}=\frac{v}{\rho}
$$

or

$$
\begin{equation*}
\rho=\frac{v}{d v j d H}=\frac{k_{1} \epsilon_{r}-3 /}{-1 / 2 k_{1} \epsilon_{r}-3 / \frac{d \epsilon_{r}}{d H}}=-\frac{2 \epsilon_{r}}{d \epsilon_{\tau} / d H} \tag{16-55}
\end{equation*}
$$

Since $\epsilon_{r} \approx 1$,

$$
\begin{equation*}
\rho=-\frac{2}{d \epsilon_{\tau} / d H} \tag{16-56}
\end{equation*}
$$

The radius of curvature of the path, being a function of the rate of change of the dielectric constant with height, varies from hour to

(a)

(b)

Fig. 16-22. Curved paths become straight lines when an effective radius $k a$ is used for the earth.
hour, day to day, and season to season. However, in practice an average value of four times the radius of the earth is used for the purposes of calculations.

In working propagation problems it is often convenient to cJasider the ray paths as straight lines instead of being curved as they actually are, and to compensate for the curvature by using a larger value for the "effective" radius of the earth. The relationsinvolved are shown in Fig. 16-22a and b. In Fig. 16-22a, the actual path is shown above an earth of radius $a$. In order for the straight-line path of Fig. 16-22b to be the equivalent of that shown in Fig. 16-22a, it is necessary that the change in height $d H$ be the same in the two
cases for the same horizontal distance $D$. In Fig. 16-22b,

$$
d H=B O-A O=(k a+H)\left(\frac{1}{\cos \theta_{e}}-1\right)
$$

For small angles,

$$
\begin{aligned}
\frac{1}{\cos \theta_{e}} & \approx \frac{1}{1-\frac{\theta_{e}^{2}}{2}} \approx 1+\frac{\theta_{e}{ }^{2}}{2} \\
d H & \approx \frac{k a \theta_{e}{ }^{2}}{2}
\end{aligned}
$$

when $H$ is small compared to $k a$. But

Therefore

$$
\begin{align*}
\theta_{0} \approx \sin \theta_{0} & =\frac{D}{(k a+H)} \approx \frac{D}{k a} \\
d H & \approx \frac{D^{2}}{2 k a} \tag{16-57}
\end{align*}
$$

On the other hand, in Fig. 16-20a
therefore

$$
\begin{align*}
d H & =\frac{D^{2}}{2 a}-\frac{D^{2}}{2 \rho}  \tag{16-58}\\
\frac{1}{k a} & =\frac{1}{a}-\frac{1}{\rho} \tag{16-59}
\end{align*}
$$

The effective radius of the earth required is therefore
so that

$$
\begin{align*}
k a & =a\left(\frac{1}{1-\frac{a}{\rho}}\right) \\
k & =\frac{1}{1-\frac{a}{\rho}} \tag{16-60}
\end{align*}
$$

For a radius of curvature $\rho$, equal four times the radius $a$ of the earth, the effective radius of the earth is $4 / 3$ times the aciual radius. By using this effective radius instead of the actual radius in making ground wave path computations, the systematic bending of the waves in the atmosphere is accounted for, and straight-line paths may be drawn.

Tronospheric Reflection. In addition to the systematic refraction of waves that occurs in the troposphere, there is also the possi-
bility of reflection occurring at places of abrupt change in the dielectric constant or its gradient. Under conditions of a standard atmosphere the line-of-sight distance is increased approximately 15 per cent by the effects of refraction (though it may be much more or much less under nonstandard conditions). In contrast to this, the effects of the reflection of waves in the troposphere may be to extend the range of reception by a hundred miles or more. In the special case of duct propagation, discussed later, the range may be extended several thousand miles.

Assuming that abrupt changes in the value of the dielectric constant do exist in the troposphere, it is easy to calculate the reflection which will occur at the surface of discontinuity. For a wave traveling in a dielectric medium having a dielectric constant $\epsilon_{1}$, and incident upon a second medium of dielectric constant $\epsilon_{2}$, the reflection factors have already been developed in chap. 5. Writing $\epsilon_{2}=\epsilon_{1}+\Delta \epsilon$, where $\Delta \epsilon$ is the change in the dielectric constant at the layer in the troposphere, eq. (5-73) for vertically polarized waves may be written

$$
\begin{equation*}
I_{v v}=\frac{\left(1+\frac{\Delta \epsilon}{\epsilon_{1}}\right) \cos O_{1}-\sqrt{\cos ^{2} O_{1}+\frac{\Delta \epsilon}{\epsilon_{1}}}}{1+\frac{\Delta \epsilon}{\epsilon_{1}} \cos O_{1}+\sqrt{\cos ^{2} O_{1}+\frac{\Delta \epsilon}{\epsilon_{1}}}} \tag{16-61}
\end{equation*}
$$

It is known that the abrupt change $\Delta \epsilon$ must bo very small, say of the order of $10^{-6}$ to $10^{-4}$, and since $\epsilon_{1}$ is approximately equal to unity, expression (61) can be reduced to

$$
\begin{equation*}
R_{v} \approx \frac{\Delta \epsilon}{2}-\frac{\Delta \epsilon}{4 \cos ^{2} \theta_{1}} \tag{16-62}
\end{equation*}
$$

Similarly for horizontally polarized waves the reflection coefficient of eq. (5-72) can be reduced to

$$
\begin{equation*}
R_{h} \approx-\frac{\Delta \epsilon}{4 \cos ^{2} \theta_{1}} \tag{16-63}
\end{equation*}
$$

Using these reflection coefficients and various assumed conditions for $\Delta \epsilon$ and reflecting layer height, the field intensities of tropospheric waves have been calculated.* In Fix. 16-23 the calculated

[^77]tropospheric wave field intensities have been plotted as a function of distance, for different assumed conditions. On the basis of these calculations it is apparent that there may be times when reflections from the troposphere may be expected to produce usable signals at distances considerably beyond those that result when only ground wave propagation paths are considered. Experience with fre-


Fig. 16-23. Calculated tropospheric wave and ground wave field intensity for 1 kw radiated at 50 mc . Polarization is horizontal and antenna heights are 500 feet and 30 feet. Earth constants used are $\sigma=5 \times 10^{-3}, \epsilon_{r}=15$. Curves $a, b$, and $c$ are for tropospheric layer height of 1.5 km and $\Delta \epsilon=10^{-4}, 10^{-5}$, and $10^{-6}$ respectively. Curve $d$ is for a layer height of 3 km and $\Delta \epsilon=10^{-5}$. (From FCC report No. 40003 by IK. A. Norton.)
quency modulation and television reception seems to bear out these predictions.

Modified Index Curves and Duct Propagation. The atmospheric condition that gives rise to the tropospheric reflection just considered, is a nonstandard condition. There are many different types of such nonstandard atmospheres, each of which affects wave propagation in a different way. The standard dry atmosphere has already been defined as one for which the temperature decreases
at the rate or $6.5^{\circ} \mathrm{C}$ per kilometer. When the temperature increases with height over a certain range of heights, it is known as temperature inversion. Actually the water content of the atmosphere has much more effect than temperature on its dielectric constant and on the manner in which it affects radio waves. The moist standard atmosphere is specified as one which has a water-vapor pressure of 10 millibars at sea level, decreasing with altitude at the rate of 1 millibar per thousand feet, up to $10,000 \mathrm{ft}$. If the temperature or water content differ from these standard conditions, nonstandard propagation will result. The effects to be expected can be estimated most readily by transforming the meteorological data, temperature, water content, and so on, into $M$ curves. $M$ curves are curves that show the variation of the modified index of refraction with height. (The term "modified" refers to the fact that the actual index has been modified to account for the curvature of the earth. When this is done, straight rays above a curved earth come out as curved rays (with an upward curvature) above a flat earth. This procedure, which simplifies computations when rays of different curvatures must be considered, is just the reverse of that used previously when curved rays over a curved earth were transformed to straight rays over an earth of lesser curvature.)

When $M$ curves are available, it is possible to predict, at least roughly, the type of transmission path that can be expected. Standard propagation occurs when the modified index of refraction increases linearly with height. In this case, the $M$ curve is a straight line with a positive slope. If the slope of the $M$ curve decreases near the surface of the earth, substandard propagation results, with the rays curving upward (over the flat earth) more than for normal conditions. If the slope of the $M$ curve increases near the surface of the earth, the upward curvature of the rays is less, so that greater coverage is achieved and superstandard conditions result. If the $M$ curve becomes vertical (no change of modified index with height), the rays over the flat earth are straight and very great coverage can be obtained. (In this condition the actual rays have the same curvature as the curvature of the earth.)

If the modified index decreases with height ( $M$ curve slopes to left) over a portion of the range of height, the rays will be curved downward (over the flat earth) and a condition known as trapping or duct propagation can occur. Under such conditions the wave
tends to be trapped or guided along the duct, much as a wave is guided by a leaky wave guide. If the lower side of the duct is at the surface of the earth, it is known as a surface duct. Sometimes when the inverted portion of the $M$ curve is elevated above the surface of the earth, the lower side of the duct is also elevated, and the duct is called an elevated duct. If the receiving antenna is elevated to within the duct, the signal may be very large. However, if the receiving antenna is outside the duct, either below or above it, the received signal will be very small. Elevated ducts are due to a subsidence of large air masses and are commonin Southern California and certain areas of the Pacific. They are found at elevations of 1000 to 5000 ft and may vary in thickness from a few feet to a thousand feet. In the trade wind belt over sea there appears to be a continuous surface duct about 5 ft thick. Over land areas surface ducts are produced by radiation cooling of the earth.

As with ordinary wave cuida propagation, there is a certain critical frequency (whic'l depands on the thickness of the duct) below which duct propagation will not occur. Since these nonstandard refraction effects appear to be restricted to waves that make a very small angle with the horizontal, it is evident that the required thickness of the duct would have to be large in wavelengths. For this reason trapping is more likely to occur at the ultrahigh frequencies than at very high frequencies.

The tropospheric propagation considered in this section is very much a function of the weather. As more meteorological and radio transmission data become available, it is to be expected that a very close correlation between the two sets of information can be achieved. It should then prove possible to use measurements of atmospheric conditions to predict accurately tropospheric transmissions, and perhaps vice versa.
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## CHAPTER 17

## SKY WAVE PROPAGATION

## GENERAL CONSIDERATIONS

17.01 Introduction. The ground wave propagation paths considered in the previous chapter are not the only paths along which a transmitted wave may travel to reach the receiver. This was demonstrated to a surprised scientific world in 1901 by Marconi's successful transmission of radio signals across the Atlantic. Calculations had already been made to show that diffraction effects would be insufficient to permit such long-distance transmission around the curvature of the earth, and immediately other explanations were sought. The existence of a reflecting region in the earth's upper atmosphere was proposed (independently) by A. E. Kennelly and Oliver Heaviside, and the Kennelly-Heaviside layer, or ionosphere, as it is now known, became a much discussed part of radio propagation phenomena.

Knowledge of the characteristics of the ionosphere is based almost entirely upon its effect on radio waves, which may or may not be reflected from it back to the earth's surface. Experimentally it is found that at night signals in the broadcast frequency range are reflected back, but in the daytime the reflected signal is very weak or entirely absent. As the frequency is raised, however, these daytime reflected waves become stronger, and for frequencies between 10 and 30 mc , they may provide strong signals over distances of several thousand miles. As the frequency is increased still higher, a point is reached where the waves cease to be reflected back, but instead, penetrate the ionosphere to be lost in outer space. Thus there is a range of frequencies roughly between 3 and 30 mc where, although the surface wave is greatly attenuated, long-distance transmission may still occur because of reflections from the ionosphere. In general, these "sky wave" signals are less stable than ground wave signals, their strength depending upon the frequency, and upon the condi-
tion of the ionosphere. The state of the ionosphere is found to vary from hour to hour, day to day, and season to season in much the same way as does the weather. Also as with the weather, there may be periods of sudden storms, but many of the variations are fairly regular and may be predicted several days or even weeks ahead of time. Indeed, the art of ionosphere prediction is in much the same state as, and is very similar to, that of weather forecasting. Ionosphere stations set up in various parts of the world continuously gather and record information about the ionosphere in those regions. This information is assembled, correlated, interpreted, and issued in the form of charts that show past conditions and also make predictions for the future. Using these charts it is possible to determine in advance the optimum frequency to use for communication between any two points on the earth's surface at any given time. Thus, although long-distance ionospheric propagation does not have the stable characteristics of short-distance ground wave propagation, it does, in general, provide a predictable, and therefore usable, means of radio communication. A knowledge of some of the more important characteristics of the ionosphere will aid the engineer in an intelligent over-all design of a communications system.
17.02 The Ionosphere. The ionosphere is that region of the earth's atmosphere in which the constituent gases are ionized by radiations from outer space. This region extends from about 40 to 250 miles above the earth. The ionizing agent is chiefly ultraviolet light from the sun, which is very intense before being absorbed by the earth's atmosphere, but there is reason to believe that there are other agents as well, and cosmic rays and meteors in the high atmosphere have been suggested. Although ions and electrons are undoubtedly present to some extent throughout the whole of this region, there seem to be several layers in each of which the ionization density reaches a maximum. These layers are designated by the letter symbols $D, E$, and $F$ in order of height. At times the $F$ layer splits into separate layers called $F_{1}$ and $F_{2}$. The probable distribution of ionization density with height is indicated in Fig. 17-1, which shows conditions for a summer day. Conditions at night or on a winter day are different in that the $F_{1}$ layer merges with the $F_{2}$ layer to form the single $F$ layer. The $D$ layer, which does not have a permanent existence, has not been shown.

The existence of the ionosphere in the form of a layer is explained on the following basis: At great heights the ionizing radiations are very intense, but the atmosphere is rare and there are few molecules present to be ionized. Therefore in this region the ionization density (number of ions or electrons per unit volume) is very low. As height is decreased, the atmospheric pressure and ionization density increase until a height is reached where the ionization density is a maximum. Below this height the atmospheric pressure continues to increase, but the ionization density decreases because the ionizing radiation has been absorbed or used up in the process of


Fig. 17-1. Probable distribution of imnization density with height.
ionization. This explains in general why there should be a layer. The existence of layers within the layer is accounted for by the fact that the atmosphere is a mixture of several gases that differ in their susceptibility to the ionizing radiations, and so produce maximum ionization at different pressures.

Although the number and heights of the layers vary with time, there are two layers that have a permanent existence. These are designated as the $E$ layer and the $F$ layer. The $E$ layer exists at a height of between 55 and 85 miles ( 89 to 137 kilometers) and the level of maximum ionization density remains fairly constant in height throughout the day, and from season to season. The $E$ layer disappears at night.* The $F$ layer exists above the $E$ layer

[^78]from about 85 to 250 miles, but the level of maximum ionization density varies between night and day and from season to season. In addition there is evidence of other layers which are present only part of the time. One of these layers is the $D$ layer, which lies below the $E$ layer at a height of about 40 miles. Although the $D$ layer does not normally reflect back high-frequency waves, its presence decreases the intensity of signals reflected from the higher layers. Another layer that does not have a permanent existence is the so-called sporadic $E$ layer. This is not so much a separate layer as it is a paich or cloud of electrons or ions having a relatively sharp boundary and existing at the height of the regular $E$ layer. Reflections from sporadic $E$ patches of ten make possible long-distance reception of waves of much higher frequency than would normally be possible.
17.03 Effective $\epsilon$ and $\sigma$ cf an Ionized Region. The ionosphere is a dielectric region containing free electrons and ions. In the absence of these free charges the constants of this region would be essentially those of free space, viz., $\epsilon=\epsilon_{v}, \mu=\mu_{v}$, and $\sigma=0$. Under the influence of a passing electromagnetic wave the charges have imparted to them an oscillatory motion that both absorbs and reradiates some of the energy of the wave. As far as the effect on the electromagnetic wave is concerned, the ionosphere may be treated as a charge-free but imperfect dielectric having an effective dielectric constant $\epsilon$ and an effective conductivity $\sigma$, which are different from the free-space values. As will be shown, these effective values of $\epsilon$ and $\sigma$ may be calculated in terms of the frequency, the ion density, and the collision frequency in the ionized region.

Consider a region in the upper atmosphere in which there is an electron or ion density of $N$ electrons or ions per cubic meter. The electric field of the passing electromagnetic wave produces a movement of the electrons in the direction of the field, and so gives rise to a current density,

$$
\begin{equation*}
i=N e v \quad a \mathrm{mp} / \mathrm{sq} \mathrm{~m} \tag{17-1}
\end{equation*}
$$

where $e$ is the electronic charge in coulombs and $v$ is the average instantaneous velocity in the direction of the electric field. If $E$ is the field strength in volt $/ \mathrm{m}$ of the electromagnetic wave, the force on the electron is $E e$. If there were no collisions between electrons and molecules of the gases of the atmosphere, the equation
of motion for the electron would be

$$
E e=m \frac{d v}{d t}
$$

and all of the electric force would be used in accelerating the electron. However, in the event that there are collisions between electrons and gas molecules, energy is lost in the form of heat and it may be considered that there is "frictional" or retarding force on the electron that is proportional to the velocity $v$. The equation of motion then becomes

$$
\begin{equation*}
E e=m \frac{d v}{d t}+R_{\theta} v \tag{17-2}
\end{equation*}
$$

where $R_{e}$ is an effective frictional resistance. The actual average frictional force due to collisions is given by $m v v$, where $m v$ is the average momentum lost on collision and $\nu$ is the frequency of collision. Thus

$$
\begin{equation*}
R_{s}=m \nu \tag{17-3}
\end{equation*}
$$

Assuming that $E=E_{0} \epsilon^{j \omega t}, v=v_{0} \epsilon^{j \omega t}$, a solution of eq. (2) is

$$
v=\frac{E_{e}}{R_{e}+j \omega m}
$$

The current density is

$$
\begin{aligned}
i & =N e v=\frac{N e^{2} E}{R_{e}+j \omega m} \\
& =\frac{N e^{2} E R_{e}}{R_{e}{ }^{2}+\omega^{2} m^{2}}-\frac{j \omega m}{R_{e}{ }^{2}+\omega^{2} m^{2}} \\
& =\frac{N e^{2} \nu E}{m\left(\nu^{2}+\omega^{2}\right)}-\frac{j \omega N e^{2} E}{m\left(\nu^{2}+\omega^{2}\right)}
\end{aligned}
$$

In the ionized region Maxwell's emf equation can be written

$$
\begin{align*}
\operatorname{curl} \mathrm{H} & =j \omega \epsilon_{v} \mathrm{E}+i \\
& =j \omega \epsilon_{v}\left[1-\frac{N e^{2}}{\epsilon_{v} m\left(\nu^{2}+m^{2}\right)}\right] \mathrm{E}+\left[\frac{N e^{2} \nu}{m\left(\nu^{2}+\omega^{2}\right)}\right] E \\
& =\left(j \omega \epsilon_{r} \epsilon_{v}+\sigma\right) \mathrm{E} \tag{17-4}
\end{align*}
$$

where

$$
\begin{equation*}
\epsilon_{r}=\left[1-\frac{N e^{2}}{\epsilon_{\nu}\left(\nu^{2}+\omega^{2}\right)}\right] \quad \text { and } \quad \sigma=\frac{N e^{2} \nu}{m\left(\nu^{2}+\omega^{2}\right)} \tag{17-5}
\end{equation*}
$$

The presence of the electrons or ions has a twofold effect. The effective dielectric constant of the region is reduced below that of free space, and the region has an effective conductivity $\sigma$ which depends upon the electron density and the collision frequency. It will be observed that for a given frequency the effective conductivity in a region is a maximum when the collision frequency $\nu$ is equal to $\omega$. The collision frequency is dependent upon the thermal agitation velocity and the gas pressure, and is therefore a function of height. It is estimated that the collision frequency varies from about $10^{12}$ times per second at the surface of the earth to 1 time per second at 500 miles up. Examination of eq. (4) reveals that at great heights where $\nu$ is small and $\omega \gg \nu$, the conductivity will become vanishingly small and the effective dielectric constant will be given by $\epsilon_{v}[1$ $\left.-\left(N e^{2} / \epsilon_{\mathrm{v}} m \omega^{2}\right)\right]$. On the other hand, at low heights such that $\nu \gg \omega$, the conductivity again becomes small and the reduction of the dielectric constiant approaches zero. These effects that occur with decreasing height are augmented by the fact that the electron density $N$ also decreases rapidly below about 50 miles. The result is that the region of high conductivity (and therefore high absorption when the wave penetrates it) is confined to a relatively thin layer at the lower edge of the $E$ region.

The effect of the presence of the ions and electrons in decreasing the effective dielectric constant and increasing the conductivity of the medium is just what would be expected from simple physical reasoning. In free space the electromagnetic wave results in a displacement current which leads the electric field by 90 degrees, i.e., there is a capacitive current flow. With ions and electrons present there is also a convection current flow that is in phase with the velocity of the particles. In the absence of collisions the velocity lags the electric field by 90 degrees (the acceleration is in phase with the electric force) and the convection current is an inductive current flow, in opposite phase to the displacement current. When there are collisions between the electrons and gas molecules, the velocity lags the electric intensity by an angle less than 90 degrees and there is an in-phase or power component of convection current. Thus the medium has an effective conductivity, or there is now a
resistance in series with the shunting inductance. The transmission line analogy for this phenomenon will be given more detailed consideration in a later section.
17.04 Roflection and Refraction of Waves by the Ionosphere. The mechanism of reflection and refraction of radio waves by the ionosphere is very much a function of frequency. $\Lambda$ t low frequencies, say below 100 kc , the change in electron and ion density within the distance of a wavelength is so great that the layer presents virtually an abrupt discontinuity in the medium. Under these circumstances, the reflection may be treated in the same manner as the reflection of waves at the surface of a dielectric that may or may not have loss. On the other hand, at the high end of the highfrequency band, the length of a wavelength is sufficiently short that the ionization density changes only slightly in the course of a wavelength. Under such conditions the ionosphere may be treated (by methods well-known in optics) as a dielectric with a continuously variable refractive index. For in-between frequencies, not covered by these two cases, it is possible to treat the reflection region as though it consisted of several thin but discrete layers, each layer havin' a constant ionization density that differs from that of the adjacent layer. It follows that the incident wave will be partially refracted. The refracted wave penetrates to the second layer where it is partially reflected and partially refracted, and so on. In this case the resultant reflected signal may be considered as the sum of reflections from various parts of the ionized layer. Because they suffer greater attenuation, these in-between frequencies are of less practical interest than the others, and on!y the first two cases will be treated.

Case I: Reflection at Low Frequencies
In this case the wavelength is considered to be sufficiently long that there is a great change in the ionization density in the course of a wavelengtll. The layer then may be considered a reflecting surface, for which reflection coefficients corresponding to those developed in chap. 16 may be written. These coefficients are

$$
\begin{equation*}
R_{h}=\frac{\cos \theta-\sqrt{\left(\epsilon_{\tau}+\frac{\sigma}{j \omega \epsilon_{v}}\right)-\sin ^{2} \theta}}{\cos \theta+\sqrt{\left(\epsilon_{\tau}+\frac{\sigma}{j \omega \epsilon_{v}}\right)-\sin ^{2} \theta}} \tag{17-6}
\end{equation*}
$$

$$
\begin{equation*}
\Gamma_{v}=\frac{\left(\epsilon_{r}+\frac{\sigma}{j \omega \epsilon_{v}}\right) \cos \theta-\sqrt{\left(\epsilon_{r}+\frac{\sigma}{j \omega \epsilon_{v}}\right)-\sin ^{2} \theta}}{\left(\epsilon_{r}+\frac{\sigma}{j \omega \epsilon_{v}}\right) \cos \theta+\sqrt{\left(\epsilon_{r}+\frac{\sigma}{j \omega \epsilon_{v}}\right)-\sin ^{2} \theta}} \tag{17-7}
\end{equation*}
$$

where the effective values of $\sigma$ and $\epsilon_{r}$ are given by eqs. (5).
It is apparent that for this type of reflection, the reflection coefficient of the medium will depend upon the frequency, polarization, and angle of incidence of the wave. When the effective conductivity can be neglected the reflection curves will be those for reflection from a perfect dielectric that has a refractive index of less than unity. For angles of incidence greater than a certain critical angle (which depends upon the refractive index), there will be complete reflection of the signal for both polarizations of the wave. For angles less than the critical (that is, closer to the normal), the reflection coefficient will be less than unity and will depend on the angle of incidence. The effect of firite effective conductivity would be to modify these curves in much the same way as the reflection curves of Figs. $16-3$, and $16-4$ were modi.ied by the conductivity. The ranges of $\epsilon_{r}$ and $\sigma$ are, of course, here quite different from those of Figs. 16-3 and 16-4. $\epsilon_{r}$ is less than unity and $\sigma$ is small, and their values depend upon the electron density and collision frequency at the height at which reflection occurs. These latter variables in turn will depend upon the time of day and time of year.
. Case II: Teflection (or Tefraction) at IIigh Frequencies
(This is an important case, practically.) When the change in phase velocity within the course of a wavelength is small, the well-known methods of ray optics may be used to obtain a solution. The requirement of small change in phase velocity means, in this case, a small change in electron density, as can be seen from the following considerations: The phase velocity of a wave in a medium having negligible loss is given by

$$
\begin{equation*}
v_{p}=\frac{1}{\sqrt{\mu \epsilon}}=\frac{c}{\sqrt{\mu_{r} \epsilon_{r}}} \tag{17-8}
\end{equation*}
$$

where, as usual, $c=1 / \sqrt{\mu_{r} \epsilon_{v}}$ is the velocity of light in a vacuum. Assuming the permeability of the ionosphere to be unchanged by the presence of electrons so that $\mu_{r}=1$, the phase velocity will be

$$
\begin{equation*}
v_{p}=\frac{c}{\sqrt{\epsilon_{r}}} \tag{17-9}
\end{equation*}
$$

where $\epsilon_{r}$ depends upon the electron density $N$ as indicated in eq. (5). If the change in electron density in the distance of a wavelength is small the change in phase velocity will also be small.

Uinder the conditions for this case the wave penetrates the lower edge of the ionosphere without reflection, but within the ionosphere travels a
path that is curved away from the region of greater electron density (smaller


Fig. 17-2 index of refraction). At any point along the path, the angle $\phi$ between the path and the normal (Fig. 17-2) is given by Snell's law of refraction
or

$$
\begin{align*}
\sin \phi_{i} & =n \sin \phi \\
\sin \phi & =\frac{\sin \phi_{i}}{n} \tag{17-10}
\end{align*}
$$

$n$ is the index of refraction at the point where $\phi$ is observed, and $\phi_{i}$ is the angle of incidence (measured from the normal to the ionosphere. layer). The refractive index for any medium is given by

$$
\begin{equation*}
n=\frac{c}{v_{p}}=\frac{\text { velocity of light in vacua }}{\text { phase velocity in the medium }} \tag{17-11}
\end{equation*}
$$

For the lossless case, where (9) is true, eq. (11) gives for the refractive index

$$
\begin{equation*}
n=\sqrt{\epsilon_{r}} \tag{17-12}
\end{equation*}
$$

In general the effective conductivity of the ionosphere cannot be neglected, but at the higher frequencies where this present analysis is applicable, reflection takes place in the $F$ layers where the collision frequency is very small and the conductivity is correspondingly low. Therefore, for a first approximation at least, it is permissable to neglect the effects of conductivity and use the simple expression given in (12).

For $\omega^{2} \gg \nu^{2}$, the expression for $\epsilon_{r}$ [from eq. (5)] is

$$
\begin{equation*}
\epsilon_{r}=\left(1-\frac{N e^{2}}{\epsilon_{v} m \omega^{2}}\right) \tag{17-13}
\end{equation*}
$$

For an electron, $e=1.59 \times 10^{-19}$ coulombs, $m=9 \times 10^{-31} \mathrm{~kg}$, so that (13) becomes

$$
\begin{equation*}
\epsilon_{r}=\left(1-\frac{81 N}{f^{2}}\right) \tag{17-14}
\end{equation*}
$$

$N$ is the number of electrons per cubic meter and $f$ is the frequency in cycles per second. (However, if $N$ is expressed as the number of electrons per cubic centimeter and the frequency is expressed in kc, relation (14) is still true).

From (12) the refractive index is

$$
\begin{equation*}
n=\sqrt{1-\frac{81 N}{f^{2}}} \tag{17-15}
\end{equation*}
$$

The refractive index decreases as the wave penetrates into regions of greater electron density and the angle of refraction increases correspondingly. When $n$ has decreased to the point where $n=\sin \phi_{i}$, the angle of refraction $\phi$ will be 90 degrees and the wave will be traveling horizontally. The highest point reached by the wave is therefore that point at which the electron density $N$ satisfies the relation
or

$$
\begin{gather*}
\sqrt{1-\frac{81 N^{\prime}}{f^{2}}}=\sin \phi_{i} \\
N^{\prime}=\frac{f^{2} \cos ^{2} \phi_{i}}{81} \tag{17-16}
\end{gather*}
$$

If the electron density at some level in a layer is sufficiently great to satisfy relation (16), the wave will be returned to earth from that level. If the maximum electron density in a layer is less than that required by (16), the wave will penetrate the layer (though it may be reflected back from a higher layer for which $N$ is greater).

The largest electron density required for reflection occurs when the angle of incidence $\phi_{i}$ is zero, that is, for vertical incidence. For any given layer the highest frequency which will be reflected back for vertical incidence will be

$$
\begin{equation*}
f_{c}=\sqrt{81 N_{\max }} \tag{17-16a}
\end{equation*}
$$

where $N_{\text {max }}$ is the maximum ionization density (electrons per cubic meter) and $f_{0}$ is the critical frequency for the layer.

Experimental Determination of Critical Frequencies and Virtual Heights. Ionosphere characteristics are determined experimentally by measuring the amplitude and time delay of reflected signals as a function of frequency. The commonest method is that in which the transmitted signal consists of pulses of rf energy of short duration. The receiver, which is located close to the transmitter, picks up both the direct and the reflected signal. The spacing between these signals on the time axis of a cathode ray oscilloscope gives a measurement of the height of the layer. The height so measured is the virtual height of the layer and is higher than the true height of the lower edge of the layer as indicated in Fig. 17-3. The virtual height $h^{\prime}$ is that height from which a wave sent up at an angle appears to be reflected. It is also the height obtained by pulse measurements, because the time delay for the actual curved path $A B C$ is approximately the same as it would be for a wave to travel the path $A D C$ if the ionosphere were replaced by a mirrorlike reflecting surface at the level of $D$. Although the path length $A D C$ is
greater than $A B C$, the group velocity in the ionosphere is less than in free space by just the amount required to make the time delays of the two paths equal.

As the frequency of the transmitted signal is increased, starting say at 2 mc , the measured virtual height increases slightly, indicat-


Fig. 17-3. Virtual height $h^{\prime}$ of a layer.


Fig. 17-4. Virtual height-irequency curves.
ing that for the higher frequencies the wave is returned back from higher levels within the layer. This continues until a critical frequency is approached near which the virtual height increases suddenly to quite high values as shown in the virtual height-frequency curve of Fig. 17-4. As the critical frequency is passed, the measured
virtual height drops back to a second more or less steady value which is higher than was obtained for frequencies well below the critical frequency. The wave is now penetrating the first layer and is reflected from a second, higher layer. The critical frequency of a layer is that frequency for which a vertically incident wave just fails to be reflected back from the layer. As the frequency is increased above the critical frequency for the lower layer, a second and sometimes a third critical frequency may be reached corresponding to the critical frequencies for the higher layers. The apparent increase in the measured height of the layer in the neighborhood of the critical frequency is due to a large time delay in the ionized medium, occurring as a result of a much reduced group velocity near this frequency.

Maximum Usable and Optimum Frequencies. Although the critical frequency for any layer represents the highest frequency that will be reflected back from that layer at vertical incidence, it is not the highest freguency that can be reflected from the layer. The highest frequency that can be reflected depends also upon the angle of incidence, and hence, for a given layer height, upon the distance between the transmitting and receiving points. The maximum frequency that can be reflected back for a given distance of transmission is called the maximum usable frequency (MUF) for that distance. From eq. (16) and using (16a), it is seen that the maximum usable frequency is related to the critical frequency and the angle of incidence by the simple expression

$$
\begin{equation*}
\mathrm{MIUF}=f_{c} \text { 玉oc } \phi_{i} \tag{17-17}
\end{equation*}
$$

The maximum usable frequency for a layer is greater than the critical frequency by the factor sec $\varsigma_{i}$. Because of curvature of the earth and the ionospheric layer, the larrest ancle of incidence $\phi_{i}$ that can be obtained in $F$ layer reflection is of the order of 74 degrees. This occurs for a ray that leaves the earth at the grazing angle. The geometry for this case is shown by Fig. (17-5), where $\phi_{1}$ (max) $=\sin ^{-1}(r / r+h)$. The maximum usable frequency at this limiting angle is related to the critical frequency of the layer by

$$
\begin{equation*}
\operatorname{MUF}(\max ) \approx \frac{f_{c}}{\cos 74^{\circ}} \approx 3.6 f_{o} \tag{17-18}
\end{equation*}
$$

When the critical frequency is known, the maximum usable frequency can be calculated for any given distance through use of
eq. (17). Figure 17-6 shows a set of maximum usable frequency curves for the latitude of Washington, D. C., for a winter month


Fig. 17-5
during a period of maximum sunspot activity. It is evident that, whereas a given frequency, say 28 mc would have been satis-


Fig. 17-6. Typical set of maximum usable frequency curves for a winter month. factory for transmitting over distances of 2000 kilometers or more near midday, the same signal would have failed to be reflected back at points less than 1500 kilometers from the transmitter at the same time. The distance within which a signal of given frequency fails to be reflected back is the skip distance for that frequency. The higher the frequency the greater is the skip distance.

Because the maximum usable frequency may show small daily variations about the monthly average of up to 15 per cent, it is customary to use a frequency somewhat lower than the predicted maximum usable frequency. Also because it is desirable to restrict the number of different frequencies required to a reasonable number,
some latitude must be permitted in the choice of frequency actually used. The optimum frequency for transmitting between any two points is therefore selected as some frequency lying between about 50 and 85 per cent of the predicted maximum usable frequency between those points.
17.05 Regular and Irregular Variation of the Ionosphere. Conditions in the ionosphere vary throughout the day with the altitude of the sun, and in addition vary quite regularly with the season of year. A plot of critical frequencies and virtual heights as a function of time of day gives a reasonably good picture of ionospheric variations. It is customary to show monthly averages of these quantities because the day to day variations are usually quite small, except during periods of ionosphere storminess. Figure 17-7 shows some typical virtual-height and critical-frequency curves for summer and winter. The $F$ layer, which has a virtual height of about 300 kilometers during the night, splits into two separate layers during the day. The lower of these is designated $F_{1}$ and the upper is designated $F_{2}$. The $E$ layer exists only


Fig. 17-7. Diurnal variation of critical frequency and virtual height of the regular ionosphere layers. (a) Summer at period of sunspot minimum. (b) Summer at sunspot maximum. (c) Winter at sunspot minimum. (d) Winter at sunspot maximum. during the day, disappearing as soon as the sun goes down. Its virtual height remains almost constant at 110-120 kilometers from season to season and year to year.

Besides the diurnal and seasonal variation of virtual height and critical frequency, these quantities also vary in synchronism with the 11-year sunspot cycle, as shown in Fig. 17-7. The critical frequencies are considerably higher during a year near a sünspot maximum than during a period near a sunspot minimum.

In curves such as those of Figs. 17-4 and 17-7, the critical frequencies for the different layers are designated by appropriate letter subscripts denoting the layer. Because of the presence of the earth's magnetic field, there are actually two different critical frequencies for each layer, one for the so-called ordinary wave and a higher one for the extraordinary wave. The respective critical frequency is therefore denoted by the superscript $o$ or $x$; for example $f^{\circ}{ }_{P_{1}}$ is the critical frequency of the $F_{1}$ layer for the ordinary wave. For the $E$ layer the ordinary wave predominates and the extraordinary is usually not considered because it has negligible effect on radio reception. Ordinary and extraordinary waves will be discussed further in a later section on the effect of the earth's magnetic field.

The critical frequency of the $E$ layer has a regular diurnal and seasonal variation. It increases with the altitude of the sun and is a maximum at noon on a summer day. For the $E$ layer it has been found that the critical frequency is given approximately by the simple relation

$$
f_{B}=K \sqrt[4]{\cos \psi}
$$

where $\psi$ is the zenith angle of the sun and $K$ is a factor that depends upon the intensity of the radiation from the sun. The critical frequencies of the $F$ layers do not obey any such simple law. For the $F_{2}$ layer the diurnal maximum lags behind the altitude of the sun and the daytime critical frequencies are higher in winter than in summer (for the northern hemisphere). Figure 17-8 shows typical curves of the distribution of the ionization density $N$ with height. The curves shown are for day and night conditions in both summer and winter for a mid-latitude region. The values of $N$ are obtained from sweep-frequency virtual-height measurements through the relation

$$
\begin{equation*}
N=\frac{\omega^{2} m \epsilon_{v}}{e^{2}} \tag{17-19}
\end{equation*}
$$

The maximum value of $N$ for any layer is given by

$$
\begin{equation*}
I J_{\max }=\frac{\omega_{c}{ }^{2} m \epsilon_{\eta}}{e^{2}} \tag{17-20}
\end{equation*}
$$

where $N$ is the number of electrons per cubic meter and $f_{c}$ is the critical frequency in cycles for that layer. It will be observed from
these curves that for daytime conditions the ionization density falls off very rapidly below about 100 kilometers.

Irregular Variation of the Ionosphere. In addition to the regular or normal variation of ionospheric characteristics indicated by Fig. 17-7, there are also irregular variations that are often unpre-


Fig. 17-8. Distribution of ionization density with height for quiet conditions. (a) Summer noon. (b) Winter noon. (c) Summer midnight. (d) Winter midnight.
dictable and that sometimes have a marked influence on radio wave propagation. One of these irregular variations is a sudden ionospheric disturbance, known as the Dellinger effect, which produces a complete radio "fade out" lasting from a few minutes to an hour or more. The phenomenon is caused by sudden bright eruptions on the sun that produce a large increase in the ionizing radiations that
reach the $D$ layer. The resulting increase of ionization density in this layer results in a complete absorption of all sky wave signals having a frequency greater than about 1 mc . However, for the very low frequencies that are normally reflected from this layer, the sky wave signals will increase in intensity. This sudden ionospheric disturbance is often accompanied by disturbances in terrestrial magnetism and earth currents. The effect never occurs at night.

A second type of irregular variation is somewhat similar in origin and effect to the sudden disturbance mentioned, but its beginning and ending are more gradual and it may last for several hours. Usually the absorption of radio signals is not as complete and communication may be carried on at higher frequencies.

In a third type of irregularity, known as ionospheric storms, the ionosphere is turbulent and loses its normal stratification. The result is that radio wave propagation becomes very erratic, and it is often necessary to lower the working frequency in order to maintain communication. The cause of the storm is thought to be the emission of a burst of electrified particles from the sun, and the fact that the storms tend to recur at 27 -day intervals, the period of rotation of the sun, seems to indicate that there are active areas on the sun which produce the phenomenon. The effects of ionosphere storms may last for several days.
17.06 Attenuation Factor for Ionospheric Propagation. In section 17.03 the equivalent conductivity $\sigma$ and dielectric constant $\epsilon$ of the ionosphere were obtained in terms of the ionization density $N$ and the collision frequency $\nu$. The attenuation factor $\alpha$ for wave propagation through this region will be given directly by eq. (53) of chap. 5. It is

$$
\begin{equation*}
\alpha=\omega \sqrt{\frac{\mu \epsilon}{2}\left(\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}-1\right)} \tag{5-53}
\end{equation*}
$$

where
and

$$
\begin{gather*}
\epsilon=\epsilon_{\tau} \epsilon_{v}=\epsilon_{v}\left(1-\frac{N e^{2}}{\epsilon_{v} m\left(\nu^{2}+\omega^{2}\right)}\right)  \tag{17-21a}\\
\sigma=\frac{N e^{2} \nu}{m\left(\nu^{2}+\omega^{2}\right)} \tag{17-21b}
\end{gather*}
$$

Substituting (21a) and (21b) in (5-53), the expression for $\alpha$ may be written

$$
\begin{align*}
\alpha & =\frac{\omega}{c} \sqrt{\frac{\epsilon_{r}}{2}\left(\sqrt{1+\frac{\sigma^{2}}{\omega^{2} \epsilon^{2}}}-1\right)} \\
& =\frac{\omega}{c} \sqrt{\frac{1}{2}\left(\sqrt{\epsilon_{r}^{2}+\frac{\sigma^{2}}{\omega^{2} \epsilon_{v}^{2}}}-\epsilon_{r}\right)} \\
& =\frac{\omega}{c} \sqrt{\frac{1}{2} \sqrt{\epsilon_{r}^{2}+\left[\left(1-\epsilon_{r}\right) \frac{\nu}{\omega}\right]^{2}}-\frac{\epsilon_{r}}{2}} \tag{17-22}
\end{align*}
$$

For frequencies not too near the maximum usable frequency, and for the important practical case of a section of the ionosphere where the relation $\sigma / \omega \epsilon \ll 1$ holds, eq. (5-53) for $\alpha$ reduces by use of the bionomial expansion to

$$
\begin{equation*}
\alpha=\frac{\sigma}{2} \sqrt{\frac{\mu}{\epsilon}}=\frac{60 \pi \sigma}{\sqrt{\epsilon_{r}}}=\frac{60 \pi N e^{2} \nu}{\sqrt{\epsilon_{r}} m\left(\nu^{2}+\omega^{2}\right)} \tag{17-23}
\end{equation*}
$$

For the frequency range where $\omega \gg \nu$, eq. (23) shows that the attenuation varies approximately as the inverse square of the frequency. Therefore it is desirable to use as high a frequency as possible without approaching too close to the maximum usable frequency. If the ionization density and collision frequency are known, the attenuation per unit length can be calculated by means of (21a) and (22). The total attenuation of the wave in the ionosphere would then be obtained by integrating $\alpha$ along the whole length of path through the ionosphere. In general, it is found that attenuation is negligibly small, except in the region near the lower edge of the ionosphere (the $D$ region) and at the top of the path where the ray is being bent. The absorption that occurs in the region where the wave is bent, is called deviative absorption, whereas that which occurs in the $D$ region is known as nondeviative absorption. For high frequencies, where reflection takes place from the $F$ layer, deviative absorption is usually small because the collision frequency in this layer is low. Exceptions to this occur for frequencies near the maximum usable frequency where the wave is abnormally retarded and appreciable absorption of energy may take place.

Since it is known from theoretical considerations that the collision frequency $\nu$ is high near the surface of the earth but decreases very rapidly with increasing height, it can be deduced through the use of eq. (23) that the main region of nondeviative
absorption will be confined to a relatively narrow range of heights lying somewhere between 60 and 100 km .

In the above analysis no account has been taken of the effect of the earth's magnetic field. This subject is treated in the next section.
17.07 Effect of the Earth's Magnetic Field. Electrons and ions in the ionosphere moving under the influence of the electric field of a passing electromagnetic wave, experience an additional force because of their velocity in the presence of the earth's magnetic field. Taking into account the effect of this steady magnetic field $\mathbf{B}_{0}$, but neglecting frictional forces due to collision between electrons and gas molecules, the equation of force on the particle can be written

$$
\begin{equation*}
\mathbf{F}=e\left(\mathbf{E}+\mathbf{\nabla} \times \mathbf{B}_{0}\right)=m \frac{\partial \nabla}{\partial t} \tag{17-24}
\end{equation*}
$$

Equation (24) is a vector equation that can be written as three scalar equations. Choosing the $z$ axis of a rectangular co-ordinate system parallel to $\mathrm{B}_{0}$, so that $\mathrm{B}_{0}=\mathrm{k} B_{z}$, and $B_{x}=B_{y}=0$, eq. (24) becomes

$$
\left.\begin{array}{rlr}
E_{x}+v_{y} B_{0} & =\frac{j \omega m}{e} v_{x} & \text { (a) }  \tag{17-25}\\
E_{y}-v_{x} B_{0} & =\frac{j \omega m}{e} v_{y} & \text { (b) } \\
E_{z} & =\frac{j \omega m}{e} v_{z} & \text { (c) }
\end{array}\right\}
$$

In eqs. (25) all variables have been assumed periodic with a frequency $\omega / 2 \pi$, so the time derivative of $v$ has been replaced by $j \omega v$. Solving (a) and (b) simultaneously for $v_{x}$ and $v_{y}$ gives

$$
\begin{align*}
& v_{x}=\frac{j \omega(m / e) E_{x}+B_{0} E_{y}}{B_{0}{ }^{2}-\omega^{2}(m / e)^{2}}  \tag{a}\\
& v_{y}=\frac{j \omega(m / e) E_{y}-B_{0} E_{x}}{B_{0}{ }^{2}-\omega^{2}(m / e)^{2}} \tag{b}
\end{align*}
$$

"Resonance" occurs for that frequency that makes the denominator of (a) and (b) equal to zero, that is for

$$
\begin{equation*}
\omega_{0}=B_{0} \frac{e}{m} \tag{17-27}
\end{equation*}
$$

An approximate value for the earth's magnetic field is 0.5 gauss which in MKS units corresponds to $0.5 \times 10^{-4}$ webers $/ \mathrm{sq} \mathrm{m}$.

Since $e / m=1.77 \times 10^{10}$ coulombs $/ \mathrm{kg}$ for an electron, eq. (27) gives a resonant or gyrofrequency of about 1400 kc for electrons. For the hydrogen ion with a mass approximately 1800 times that of the electron, the gyro frequency is outside the radio frequency spectrum, being of the order of 800 cps . Thus, as far as the influence of the earth's magnetic field on radio-frequency wave propagation is concerned, only the clectrons in the ionosphere need be considered.

The result of this resonance condition for electrons in the ionosphere is that near the gyro frequency the velocities of the electrons increase to large values for a given intensity of electric field, and the wave attenuation is increased greatly over the value existing in the absence of the earth's magnetic field. The practical result is that the absorption of radio waves in the ionosphere as a function of their frequency reaches a broad maximum in the neighborhood of 1400 kc , so that over most of the broadcast band and up to about 2 mc , the absorption of the wave is too large for daytime sky wave reception. Outside of this frequency band the attenuation is relatively much smaller, the order of magnitude being given by the expressions developed in the previous section. A general quantitative discussion of the effect of the earth's magnetic field of an electromagnetic wave of any frequency traveling through the ionosphere can become quite complicated. However, it is possible to treat certain typical particular cases,* the results of which serve to explain many of the observed phenomena.

Maxwell's first equation for a region in which there is a convection current density Nev is:

$$
\begin{equation*}
\operatorname{Curl} \mathrm{H}=\epsilon_{v} \mathrm{E}+N e \mathrm{~V} \tag{17-28}
\end{equation*}
$$

In terms of the three scalar components and using eqs. (26), eq. (28) becomes
$\operatorname{Curl}_{x} H=\epsilon_{v}\left(1+\frac{N e^{2}}{\epsilon_{v} m\left(\omega_{0}{ }^{2}-\omega^{2}\right)}\right) \dot{E}_{x}-\frac{j N e^{2} \omega_{0}}{\omega m\left(\omega_{0}{ }^{2}-\omega^{2}\right)} \dot{E}_{y}$
$\operatorname{Curl}_{\nu} I I=c_{v}\left(1+\frac{N e^{2}}{\epsilon_{v} m\left(\omega_{0}^{2}-\omega^{2}\right)}\right) \dot{E}_{y}+\frac{j N e^{2} \omega_{0}}{\omega m\left(\omega_{0}{ }^{2}-\omega^{2}\right)} \dot{E}_{x}$
$\operatorname{Curl}_{z} I I=\epsilon_{v}\left(1-\frac{N e^{2}}{\epsilon_{v} m \omega^{2}}\right) \dot{E}_{z}$

[^79]In the above equations $E_{x}$ has been replaced by $\dot{E}_{x} / j \omega$, etc., and $m / e=B_{0} / \omega_{0}$. Assuming for $N$ a value approximately equal to $N_{\text {max }}$ and using eq. (20), the quantity $N e^{2} / \epsilon_{v} m$ is equal to $\omega_{c}{ }^{2}$, where $\omega_{c}$ is $2 \pi$ times the critical frequency for the layer having that particular maximum value of $N$. Making this substitution, eqs. (29) san be written in the following form
where

$$
\begin{align*}
& \operatorname{Curl}_{x} H=\epsilon^{\prime} \dot{E}_{x}-j \epsilon^{\prime \prime} \dot{E}_{y} \\
& \operatorname{Curl}_{y} H=\epsilon^{\prime} \dot{E}_{y}+j \epsilon^{\prime \prime} \dot{E}_{x} \\
& \operatorname{Curl}_{z} H=\epsilon^{0} \dot{E}_{z} \\
& \left.\begin{array}{l}
\text { (a) } \\
\epsilon^{0}=\epsilon_{v}\left(1-\frac{\omega_{c}{ }^{2}}{\omega^{2}}\right) \\
\epsilon^{\prime}=\epsilon_{v}\left(1-\frac{\omega_{c}{ }^{2}}{\omega^{2}-\omega_{0}^{2}}\right) \\
\epsilon^{\prime \prime}=-\epsilon_{v}\left(\frac{\omega_{c}^{2} \omega_{0}}{\omega\left(\omega^{2}-\omega_{0}^{2}\right)}\right)
\end{array}\right\}
\end{align*}
$$

In addition to the above relations, another set which will be useful can be obtained by taking the curl of Maxwell's emf equation.

$$
\begin{equation*}
\text { curl curl } \mathbf{E}=\operatorname{grad} \operatorname{div} \mathbf{E}-\nabla^{2} \mathbf{E}=-\mu \operatorname{curl} \dot{\mathbf{H}} \tag{17-32}
\end{equation*}
$$

From this,

$$
\nabla^{2} \mathbf{E}-\operatorname{grad} \operatorname{div} \mathbf{E}=\mu \operatorname{curl} \dot{\mathrm{H}}
$$

which can be written as the three scalar equations

$$
\left.\begin{array}{l}
\nabla^{2} E_{x}-\frac{\partial}{\partial x}(\operatorname{div} \mathrm{E})=\mu \operatorname{curl}_{x} \dot{\mathrm{H}}  \tag{17-33}\\
\nabla^{2} E_{y}-\frac{\partial}{\partial y}(\operatorname{div} \mathrm{E})=\mu \operatorname{curl}_{y} \dot{\mathrm{H}} \\
\nabla^{2} E_{z}-\frac{\partial}{\partial z}(\operatorname{div} \mathrm{E})=\mu \operatorname{curl}_{z} \dot{\mathrm{H}}
\end{array}\right\}
$$

It is now possible to consider separately two particular cases that are of interest.

Case I: Direction of Propagation Parallel to $\mathrm{B}_{0}$
For this case, a uniform plane electromagnetic wave is assumed to be traveling parallel to $\mathrm{B}_{0}$ in the $z$ direction. Remembering that under these conditions, $E_{s}=H_{s}=0$, and $\frac{\partial}{\partial x}=\frac{\partial}{\partial y}=0$, eqs. (30) and (33) can be
combined to yield

$$
\left.\begin{array}{l}
\frac{\partial^{2} E_{x}}{\partial z^{2}}=\mu \epsilon^{\prime} \ddot{E}_{x}-j \mu \epsilon^{\prime \prime} \ddot{E}_{y}  \tag{17-34}\\
\frac{\partial^{2} E_{y}}{\partial z^{2}}=\mu \epsilon^{\prime} \ddot{E}_{y}+j \mu \epsilon^{\prime \prime} \ddot{E}_{x}
\end{array}\right\}
$$

These are the relations which the electromagnetic wave traveling through the ionosphere parallel to $B_{0}$ must satisfy. A general solution for a uniform plane wave progressing in the $z$ direction has the form

$$
\begin{align*}
& E_{x}=A e^{j \omega\left(t-\frac{z}{v}\right)}  \tag{17-35}\\
& E_{y}=B e^{j \omega\left(t-\frac{z}{v}\right)}
\end{align*}
$$

where $A$ and $B$ may be complex. Then

$$
\left.\begin{array}{rl}
\ddot{E}_{x}=-\omega^{2} A e^{j \omega\left(t-\frac{z}{v}\right)} \quad \ddot{E}_{y}=-\omega^{2} B e^{j \omega\left(t-\frac{z}{v}\right)} \\
\frac{\partial^{2} E_{z}}{\partial z^{2}} & =\frac{\omega^{2}}{v^{2}} A e^{j \omega\left(t-\frac{z}{v}\right)}  \tag{17-36}\\
\frac{\partial^{2} E_{y}}{\partial z^{2}} & =-\frac{\omega^{2}}{v^{2}} B e^{j \omega\left(t-\frac{z}{v}\right)}
\end{array}\right\}
$$

Substituting (36) in (34) and dividing through by

$$
-\omega^{2} e^{j \omega\left(t-\frac{z}{v}\right)}
$$

gives

$$
\left.\begin{array}{l}
\left(-\frac{1}{v^{2}}+\mu \epsilon^{\prime}\right) A=j \mu \epsilon^{\prime \prime} B  \tag{17-37}\\
\left(-\frac{1}{v^{2}}+\mu \epsilon^{\prime}\right) B=-j \mu \epsilon^{\prime \prime} A
\end{array}\right\}
$$

There are two sets of solutions to (37). They are
Solution 1:

$$
\begin{align*}
B & =j A \\
v & =v_{1}=\frac{1}{\sqrt{\mu\left(\epsilon^{\prime}+\epsilon^{\prime \prime}\right)}} \tag{17-38}
\end{align*}
$$

Solution 2:

$$
\begin{align*}
B & =-j A \\
v & =v_{2}=\frac{1}{\sqrt{\mu\left(\epsilon^{\prime}-\epsilon^{\prime \prime}\right)}} \tag{17-39}
\end{align*}
$$

Assuming $A$ is real and using only the real parts of eqs. (35), the expressions for the electric field are:

Solution 1:

$$
\left.\begin{array}{l}
E_{z}=A \cos \omega\left(t-\frac{z}{v_{1}}\right)  \tag{17-40}\\
E_{y}=-A \sin \omega\left(t-\frac{z}{v_{1}}\right)
\end{array}\right\}
$$

Solution 2:

$$
\left.\begin{array}{l}
E_{x}=A \cos \omega\left(t-\frac{z}{v_{2}}\right)  \tag{17-41}\\
E_{y}=A \sin \omega\left(t-\frac{z}{v_{2}}\right)
\end{array}\right\}
$$

Eqs. (40) and (41) repsesent two circularly polarized waves, rotating in opposite directions and traveling with different velocities. Trom eq. (38), (39), and (31) the two velocities are

$$
\begin{align*}
& v_{1}=\frac{c}{\sqrt{1-\frac{\omega_{c}^{2}}{\omega^{2}-\omega_{0}^{2}}-\frac{\omega_{c}^{2} \omega_{0}}{\omega\left(\omega^{2}-\omega_{0}^{2}\right)}}}=\frac{c}{\sqrt{1-\frac{\omega_{c}^{2}}{\omega\left(\omega-\omega_{0}\right)}}}  \tag{17-42}\\
& v_{2}=\frac{c}{\sqrt{1-\frac{\omega_{c}^{2}}{\omega^{2}-\omega_{0}^{2}}+\frac{\omega_{c}^{2} \omega_{0}}{\omega\left(\omega^{2}-\omega_{0}^{2}\right)}}}=\frac{c}{\sqrt{1-\frac{\omega_{c}^{2}}{\omega\left(\omega+\omega_{0}\right)}}}
\end{align*}
$$

## Case II: Direction of Propagation Perpendicular to $\mathbf{B}_{0}$

In this case, the uniform plane electromagnetic wave will be assumed to be traveling in a direction perpendicular to the magnetic field, say in the $x$ direction. In the general case the electric field will be arbitrarily polarized, so that there will be both $E_{y}$ and $E_{z}$ components. An important special case of Case II occurs when the electric vector is entirely in the $z$ direction, that is parallel to $B_{0}$. In this special case, only eq. (30c) applies. This corresponds to eq. (4), which was obtained previously when the earth's magnetic field was neglected. (In the present case, both $\sigma$ and $\nu$ which appear in (4) are assumed to be zero). Thus, as would be expected, the earth's magnetic field $\mathbf{B}_{0}$ has no influence on ionospheric propagation in the particular case where $E$, and therefore the electron velocity $\nabla$, is parallel to $B_{0}$.

Now consider the more general case of propagation in the $x$ direction (perpendicular to $D_{0}$ ) when the electric field of the incident wave may have both polarizations ( $E_{y}$ and $E_{z}$ ). Remembering that for a uniform plane wave in the $x$ direction, $\partial / \partial y=\partial / \partial z=0$, eqs. (33) reduce to

$$
\left.\begin{array}{rl}
\frac{\partial^{2} E_{x}}{\partial x^{2}}-\frac{\partial^{2} E_{x}}{\partial x^{2}} & =0=\mu \operatorname{curl}_{x} \dot{\mathrm{H}}  \tag{17-33a}\\
\frac{\partial^{2} E_{y}}{\partial x^{2}} & =\mu \operatorname{curl}_{y} \dot{\mathrm{H}} \\
\frac{\partial^{2} E_{s}}{\partial x^{2}} & =\mu \operatorname{curl}_{s} \dot{\mathrm{H}}
\end{array}\right\}
$$

Combining the first of eqs. (33a) with eq. (30a) shows that

$$
\begin{equation*}
\ddot{E}_{x}=j \frac{\epsilon^{\prime \prime}}{\epsilon^{\prime}} \ddot{E}_{y} \tag{17-43}
\end{equation*}
$$

For a uniform plane wave propagating through free space in the $x$ direction, the wave is transverse and $E_{x}=0$. However, in this case of propagation through an ionized medium in the presence of the earth's magnetic field, the electron convection current in the $x-y$ plane results in a component (usually small) of electric intensity in the $x$ direction, the magnitude of which can be obtained from (43).

Again from eq. (30b).

$$
\begin{equation*}
\nabla^{2} \epsilon_{y}=\mu \epsilon^{\prime} \ddot{E}_{y}+j \mu \epsilon^{\prime \prime} \ddot{E}_{x} \tag{17-44}
\end{equation*}
$$

and, using (43), this becomes

$$
\begin{equation*}
\nabla^{2} E_{y}=\mu\left(\epsilon^{\prime}-\frac{\left(\epsilon^{\prime \prime}\right)^{2}}{\epsilon^{\prime}}\right) \ddot{E}_{y} \tag{17-45}
\end{equation*}
$$

Also from eq. (30c),

$$
\begin{equation*}
\nabla^{2} E_{z}=\mu \epsilon^{0} \ddot{E}_{z} \tag{17-46}
\end{equation*}
$$

Equations (45) and (46) indicated that for waves propagating through the ionosphere perpendicular to the earth's magnetic field, there will be two different velocities depending upon whether $\mathbf{E}$ is parallel to, or perpendicular to, the magnetic field. For the component of $\mathbf{E}$ parallel to $\mathbf{B}_{0}$, already considered as a special case, the velocity of wave propagation is obtained from (46) as

$$
\begin{equation*}
v_{0}=\frac{1}{\sqrt{\mu \epsilon^{0}}}=\frac{1}{\sqrt{1-\frac{\omega_{c}^{2}}{\omega^{2}}}} \tag{17-47}
\end{equation*}
$$

This is the same velocity that was obtained when the presence of the earth's magnetic field was neglected. For $E_{\nu}$, the component of $\mathbf{E}$ perpendicular to $B_{0}$, the wave velocity, obtained from (45) is

$$
\begin{equation*}
v_{3}=\frac{1}{\sqrt{\mu\left(\epsilon^{\prime}-\frac{\left(\epsilon^{\prime \prime}\right)^{2}}{\epsilon^{\prime}}\right)}}=\frac{c}{\sqrt{\frac{1}{c_{0}}\left(\epsilon^{\prime}-\frac{\left(\epsilon^{\prime \prime}\right)^{2}}{\epsilon^{\prime}}\right)}} \tag{17-48}
\end{equation*}
$$

In general, an electromagnetic wave propagating perpendicular to the earth's magnetic field will have components of E both parallel and perpendicular to $\mathbf{B}_{0}$. These components will travel with different velocities and will therefore be refracted differently in the ionosphere. Therefore two waves traveling different paths with different velocities will result. One of these has the same velocity as would be obtained if the earth's field were not present, and this is called the ordinary wave or ordinary ray. The other travels with a different velocity and is termed the extraordinary ray. The extraordinary ray suffers greater absorption (at high frequencies) and has a somewhat higher oritical frequency than the ordinary ray.
17.08 Transmission Line Representation of the Ionosphere. When all the variables are considered, the phenomenon of ionosphere reflection is one of great complexity. In such a circumstance the engineer often finds it helpful to have available a simplified picture of the phenomenon that will indicate to him the order of magnitude (or at least the correct direction of change) of the dependent variable when one of the independent variables is varied. Figure 17-9 is a simplified equivalent-circuit representation of the ionosphere, which accounts for some of the major facts of ionosphere reflection. As with any equivalent circuit, the equivalence holds only over a restricted range of operating conditions, but within that range it may be used to give useful answers.

In Fig. 17-9a wave propagation through free space and in the ionosphere is compared to wave propagation along a transmission line having "constants" that vary along the length of the line. In the region beneath the ionosphere, the free-space constants $\mu_{v}$ and $\epsilon_{v}$ are the equivalent series inductance and shunt capacitance per unit length of the "free-space transmission line." Electron and ion convection currents flow within the ionosphere in response to the electric field of the electromagnetic wave. In the absence of collisions and neglecting the effect of the earth's magnetic field, these convection currents lag the impressed electric intensity by 90 degrees. The effect of the ionization is therefore correctly represented in the transmission line analogue as a shunt inductance $L_{e}$. In the region where collisions between electrons and gas molecules result in appreciable absorption of the wave, a resistance $R_{e}$ is included in series with $L_{s}$ to account for this power loss due to the convection current flow. (It could be accounted for instead by a shunt conductance $G$.) Shunt inductance added to a transmiission line tends to neutralize or reduce the shunt capacitance of the line


Fıg. 17-9. Approximate equivalent circuit of the ionosphere, (a) neglecting, and (b) including the effect of the earth's magnetic
field. $L=\mu_{v}, \quad C=\epsilon_{v}, \quad Z_{0}=\sqrt{\mu_{v} / \epsilon_{v}}, \quad L_{\varepsilon}=\frac{m}{N e^{2}}, \quad R_{\varepsilon}=\frac{m \nu}{N e^{2}}$, $C_{6}=\frac{N m}{B_{0}}$ (for extraordinary wave), $C_{e}=\infty$ (for ordinary wave).
and hence increases the phase velocity along the line as indicated by the simple relation for the lossless line

$$
v=\frac{1}{\sqrt{\bar{L} C_{1}}}
$$

where for this case

$$
\begin{equation*}
C_{1}=C-\frac{1}{\omega^{2} L_{e}} \tag{17-49}
\end{equation*}
$$

When the shunt capacitance $C$ is completely neutralized by the shunt inductive loading, that is when $C_{1}=0$, the phase velocity becomes infinite. This means the phase shift per unit length has been reduced to zero, or in other words, wave motion has ceased.

Therefore the point where

$$
\begin{equation*}
L_{\theta}=\frac{1}{\omega_{0}^{2}} \tag{17-50}
\end{equation*}
$$

is the farthest point to which the wave can progress, and complete reflection (in the lossless case) of the wave occurs at this point. Substitution for $L_{6}$ and $C$ indicates that the ionization density at this point must satisfy the relation

$$
\begin{equation*}
\omega^{2}=\frac{N e^{2}}{\epsilon_{v} m} \tag{17-51}
\end{equation*}
$$

The frequency for which (51) is satisfied is by definition the critical frequency for the layer that has this value of $N$ for its maximum ionization density.

In Fig. 17-9b the effect of the earth's magnetic field has been represented (but only approximately) as a condenser $C_{\text {a }}$ in series with $L_{6}$ and $R_{6}$. The capacitance of the condenser is inversely proportional to the square of the magnetic field strength and would be infinite for no magnetic field, or for propagation under circumstances where the magnetic field has no effect. At the frequency for which $L_{e}$ and $C_{e}$ are in series resonance,

$$
\begin{equation*}
\omega=\omega_{0}=\frac{1}{\sqrt{\overline{L_{e} C_{e}}}}=B_{0} \frac{e}{m} \tag{17-52}
\end{equation*}
$$

the convection current rises to a large value limited only by the collision losses; the absorption is abnormally large at and near this resonant frequency. At frequencies considerably above the resonant frequency, the absorption decreases to values just a little larger than would be obtained without the magnetic field. At frequencies below the resonant frequency the loss is somewhat less than without the magnetic field. In addition, the presence of the earth's magnetic field as represented by $C_{0}$ has the effect of increasing the critical frequency for that wave polarization that is affected by it, that is, for the extraordinary wave.

In both of these representations vertical incidence has been assumed. In general the line "constants" are also functions of angle of incidence, and this fact would have to be considered if the
simplified transmission line picture were used at various angles of incidence.

### 17.09 Sky Wave Transmission Calculations.

Maximum Usable Frequency. For ionospheric transmission to be possible, the frequency used must lie between the maximum usable frequency ( $m u f$ ) and the lowest useful high frequency (luhf). The


Fig. 17-10. Typical world contour muf chart for the $F_{2}$ layer. Chart is for distances of 4000 km and summertime conditions.
muf was defined in section 17.04, and the luhf will be discussed later in this section.

The muf for any given path at any time of day is calculated quite simply through use of convenient world contour charts obtainable from the Bureau of Standards in Washington. These charts, an example of which appears in Fig. 17-10, show the world-wide variation of muf with local time for all latitudes. The muf figures predicted on these charts are the monthly median values of maximum usable frequency. Thus, communication at the muf calcu-
lated from these charts should be effective approximately 50 per cent of the time during undisturbed periods.

To calculate the muf it is necessary to know the length of the transmission path and the location of certain "control" points on the path. The control points of a transmission path are points along the path, the ionospheric conditions of which seem to control transmission along the path. For paths shorter than 4000 kilometers (that is, single-hop paths) the control point is midway along the path, as would be expected. For longer paths the control points are taken as 2000 kilometers from each end for $F_{2}$ layer reflection and 1000 kilometers from each end for $E$ layer reflection. Although the choice is empirical, it can be justified to some extent from a consideration of the probable paths in multihop transmission.

To calculate the maximum usable frequency the appropriate muf chart is used in conjunction with a world map and a greatcircle chart of the same size. A sheet of transparent paper is placed over the world map, and on it are marked the location of the transmitting and receiving points and the equatorial line. The transparent paper is then placed on the great-circle chart. Keeping the equatorial lines on chart and paper lined up, the transparency is moved sideways until the transmitting and receiving points both lie on the same great circle line, which is then sketched in. The transparency is then placed over the muf chart, and the meridian whose local time is to be used for the calculation is lined up with the appropriate time meridian on the muf chart. Since 24 hours on the time scale of the muf chart is drawn to the same scale as 360 degrees of longitude on the world map, all points on the great-circle path will be lined up in their proper local time relationship. The maximum usable frequency at the control point or points can then be read off directly if the path length is the same as that for which the $m u f$ chart is drawn. For $F_{2}$ layer transmission over distances less than 4000 kilometers (single-hop transmission) the maximum usable frequencies are determined from zero-distance and 4000 kilometers distance muf charts; then the maximum usable frequency corrcsponding to the actual path length is obtained by interpolation with the aid of a suitable nomogram. For transmission via other layers and over greater distances the calculation procedure is slightly different. Details of these calculations, along with a complete set of sample charts and worked examples are given in a Bureau
of Standards publication.* Muf preciction charts are also available from the same source. $\dagger$.

The frequencies selected by the procedures above are for undisturbed periods. During periods of "ionospheric storms" the critical frequencies are lower than usual, and it may be necessary to lower the working frequency in order to insure communication. As the frequency is lowered the absorption of the wave increases. If it is necessary to lower the operating frequency below the lowest useful high frequency, communication becomes impossible. Since the "ionospheric storm" type of disturbance is most severe in the polar regions, with less severity towards the equator, communication can often be maintained during "storm" periods by relaying through points closer to the equator. This last statement does not apply in the case of "sudden ionospheric disturbances" or "radio fadeouts" (Dellinger effect). During radio fadeouts high-frequency communication becomes impossible on all paths in the daylight side of the world. Fortunately this latter type of disturbance, which is unpredictable, rarely lasts more than two hours.

Sky-wave Absorption and Lowest Useful High Frequency. As has already been pointed out, when the opcrating frequency is reduced from the maximum usable frequency the absorption of the wave in the ionosphere increases, and the received signal strength becomes less. The lowest-useful-high-frequency (luhf) for a given distance and given transmitter power is defined as the lowest frequency (in the high-frequency band) that will give satisfactory reception for that distance and power. Unlike the muf, which depends only upon the state of the ionosphere and the distance between transmitting and receiving points, the luhf depends upon the following factors:
(a) The effective radiated power.
(b) The absorption characteristics of the ionosphere for the paths between transmitter and recciver.

[^80](c) The required field intensity, which in turn depends upon radio noise at the receiving location and the type of service involved. These factors will be considered in turn.
(a) Effective Radiated Power and Unabsorbed Field Intensity. The effective radiated power is the power actually radiated by the antenna, multiplied by the antenna gain in the direction of propagation. This second factor requires a knowledge of the vertical angle of radiation that is effective in producing a signal at the receiver. This angle depends upon the layer involved, the distance to the receiver, and the number of hops. The unabsorbed field intensity of a sky wave signal at a given distance for a transmitter is defined as the median incident field intensity that would be observed by use of an antenna of fixed linear polarization if no absorption were introduced by the ionosphere. The unabsorbed field intensity is less than that which would result from inverse-distance attenuation alone because of (1) interference and polarization fading and (2) loss of energy upon reflection at the ground between hops. In practice the unabsorbed field intensity for any distance is obtained from a graph that iakes the above factors into account.
(b) Absorption Characteristics of the Ionosphere. Absorption in the ionosphere can be classified as deviative or nondeviative absorption. Deviative Absorption occurs in that region of the ionosphere where the wave is bent back to earth. Except for frequencies near the critical frequency for the reflecting layer this type of absorption is small. During daylight hours a much greater absorption of the wave occurs in the $D$ region, where the collision frequency is high. This latter absorption is called nondeviative because it is not associated with a bending of the wave. In the $D$ region recombination is rapid and the ionization density, and hence the absorption, varies almost in synchronism with the elevation of the sun. D-layer absorption is a maximum at noon and decreases to negligibly small values within two hours after sunset. As was pointed out in sec. 17.07, the absorption has a broad maximum in the neighborhood of the resonance frequency ( $1.2-1.4 \mathrm{mc}$ ) for the electrons in the earth's magnetic field. As the frequency is increased above the resonance frequency, the absorption decreases steadily except for frequencies close to the critical frequency of each layer.

In addition to frequency and time of day, sky-wave absorption
is also dependent upon the season of year and sunspot activity. When all of these factors have been taken into account, the absorption of the wave in the ionosphere, and hence the expected incident field intensity, can be calculated. As in the case of the muf, such calculations are greatly facilitated by the use of numerous charts and nomograms which have been prepared, and which are available.*
(c) Required Field Intensity. The field intensity required for satisfactory reception for a given type of service depends among other things on the receiver sensitivity, the receiving-set noise, the radio noise levol prevailing at the receiving location, and the type of modulation. Radio "noise" can be divided into man-made noise, that is, local electrical disturbances produced by electrical machinery, and atmospheric noise, or static. The latter noise depends upon the frequency, the time of day, the season of year, and location with respect to the sources of thunderstorms. Because most atmospheric noise has its origin in thunderstorms, those areas in which thunderstorms are most prevalent will have the highest atmospheric-noise level. The world can be divided into noise zones that correspond roughly to the zones showing the incidence of thunderstorms. The principal noise centers or active thunderstorm areas are located in Central Africa, Central America, and the East and West Indies. Areas of very low thunderstorm incidence are the north and south frigid zones. In general the temperate zones are areas of moderate thunderstorm incidence. The actual atmospheric noise at any location depends upon the local noise sources (thunderstorms) and also upon the sky-wave propagation characteristics between that location and the principal noise centers. It should be noted that the same factors that make for good transmission of radio signals from distant transmitters also provide good transmission of noise signals from distant noise sources.

The distribution of noise intensities throughout the world has been plotted on world maps for each month of the year. Using these noise-grade charts in conjunction with curves that show required field intensity vs. frequency for different times of day and different noise grades, it is a simple matter to figure the required

[^81]field intensity for any given set of conditions.* For any frequency less than the $m u f$, if the incident field intensity calculated under (b) is greater than the required field intensity calculated under (c), communication can be established. The lowest frequency for which this occurs is the lowest useful high frequency.

It is seen that the calculation of the probable received field intensity at any point is an engineering problem that can be solved when sufficient data are given. The data required are the time of day, the season of year, the transmission path, the frequency, and the effective radiated power. Although the ionosphere is a complex natural phenomenon not under the control of man, by familiarizing himself with its characteristics man has learned to predict its behaviour and so has been enabled to use it to serve his needs.
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## APPENDIX I VELOCITIES OF PROPAGATION

Group Velocity and Phase Velocity. In the discussion of wave propagation between parallel planes and in wave guides two different velocities were encountered. The first of these was the phase velocity $v$, which represented the velocity of propagation of equiphase surfaces along the guide. The second velocity was the group velocity $v_{g}$, which in those particular cases, could be considered as the velocity of energy propagation in the direction of the axis of the guide. For wave guide propagation the phase velocity is always greater than $v_{0}=1 / \sqrt{\mu \epsilon}$, whereas the group velocity is always less than $v_{0}$. The term group velocity has a more general significance than was indicated in that discussion.

In order to convey intelligence it is always necessary to modulate by some means or other the carrier frequency being transmitted. When this is done, there is a group of frequencies, usually centered about the carrier, that must be propagated along the guide or transmission line. If the phase velocity is a function of frequency, the waves of different frequencies in the group will be transmitted with slightly different velocities. The component waves combine to form a " modulation envelope," which is propagated as a wave having the group velocity $v_{g}$ defined $\mathrm{kJJ}_{J}$

$$
v_{\theta}=\frac{d \omega}{d \beta}
$$

The frequency spread of the group is assumed to be small compared with the mean frequency of the group, and the derivative is evaluated at this mean frequency. The significance of the definition is made clear by consideration of a simple and well-known example.

Consider the case of a carrier $E_{0} \cos \omega t$, amplitude-modulated by a modulation frequency $\Delta f=\Delta \omega / 2 \pi$. Such a signal would be 689
represented by

$$
E=E_{0}(1+m \cos \Delta \omega t) \cos \omega t
$$

where $m$ is the modulation factor. This expression can be expanded in the usual manner to show the presence of the carrier and side band frequencies.

$$
E=E_{0} \cos \omega t+\frac{m E_{0}}{2}[\cos (\omega+\Delta \omega) t+\cos (\omega-\Delta \omega) t]
$$

If now such a signal is propagated in the $z$ direction under conditions where the phase velocity varies with frequency, the resultant wave would be written as

$$
\begin{aligned}
E=E_{0} \cos (\omega t-\beta z)+\frac{m E_{0}}{2}\{\cos [ & (\omega+\Delta \omega) t-(\beta+\Delta \beta) z] \\
& +[\cos (\omega-\Delta \omega) t-(\beta-\Delta \beta) z]\}
\end{aligned}
$$

This expression can be recombined to show an amplitudé-modulated wave progressing in the $z$ direction

$$
E=E_{0}[1+m \cos (\Delta \omega t-\Delta \beta z)] \cos (\omega t-\beta z)
$$

The bracketed part of this expression represents the envelope of the wave. It is seen that the envelope progresses in the $z$ direction with a velocity

$$
v_{0}=\frac{\Delta \omega}{\Delta \beta}
$$

If the frequency spread of the group is small enough that $\Delta \omega / \Delta \beta$ may be considered constant throughout the group, this may be written as the limit

$$
v_{0}=\frac{d \omega}{d \beta}
$$

To simplify the evaluation of $v_{\theta}$, this may also be written as

$$
v_{g}=\frac{1}{d \beta / d \omega}
$$

The phenomenon of phase and group velocities can be illustrated by sketching the addition of the two side band frequencies waves at a certain instant of time (the carrier frequency is omitted to simplify the discussion and the sketch). Figure 1 shows two waves of slightly different frequencies combining to form a single amplitude-modu-
lated wave. If the component waves have the same velocity, the two crests $a_{1}$ and $b_{1}$ will move along together and the maximum of the modulation envelope will move along with them at the same velocity. Under these circumstances, phase and group velocity are the same. If it is assumed that the lower frequency wave $b$ with the longer wavelength has a velocity slightly greater than that of $a$, the crests $a_{1}$ and $b_{1}$ will move apart and the crests $a_{2}$ and $b_{2}$ will come together. 'Therefore, at some later instant of time the maximum of the envelope will occur at the point where $a_{2}$ and $b_{2}$ are coincident, and at a still later instant where $a_{3}$ and $b_{3}$ are coincident. It is evident that the envelope is slipping backward with respect to the component waves. In other words, it is moving forward with the group velocity $v_{g}$, which is less than the phase velocit


Fig. 1
of either of the component waves. Visually, as for example, in the case of water waves, it appears as though the envelope were slipping behind the component waves, or, on the other hand, as though the component waves were slipping forward through the envelope. Under those conditions, where the shorter wavelength (high frequency) wave has the greater phase velocity, the situation is reversed and the modulation envelope slips forward. The group velocity is then greater than the phase velocity of the component waves. If $\beta$ is plotted as a function of $\omega$, the phase velocity and group velocity may be determined directly from the graph. Figure 2 shows such a plot for waveguide propagation. It is observed that the slope of $\beta / \omega=1 / \bar{v}$ is always less than that of $d \beta / d \omega=1 / v_{o}$, so that $\bar{v}$ is always greater than $v_{0}$, but both approach $v_{0}$ as $\omega$ approaches infinity.

Figure 3 shows a typical plot of $\beta v s$. $\omega$ for a two-conductor transmission line having loss. For this case the slope of $1 / \bar{v}$ is always greater than that of $d \beta / d \omega=1 / v_{g}$, so that the phase velocity i
always less than the group velocity, but as the frequency is increased both velocities approach the velocity $v_{0}=1 / \sqrt{ } \overline{L C}$, which applies in the lossless case.

Signal Velocity. It is to be noted that both phase velocity and group velocity are terms that apply only under steady-state conditions. If a signal be impressed suddenly at one end of a transmission line or wave guide, the time required for the disturbance to reach the other end is a measure of what is sometimes called the signal velocity. However, it is difficult to state just what is the


Fig. 2


Fig. 3
value of this signal velocity, because the signal at the other end builds up more or less gradually to a steady state as the initial transient condition dies out. The first impulse always reaches the receiving end with a velocity equal to the velocity of light, with other impulses arriving at later times. However, the amplitude of the first impulse is zero and the build-up to the steady-state condition is gradual, so the time required for the signal to reach (and be indicated by) the detector is dependent on the sensitivity of the detector. A thorough discussion of this rather complex phenomena has been given by Brillouin.*
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## APPENDIX il

## BESSEL FUNCTIONS

Bessel and IIankel functions have been discussed briefly in various parts of the text (secs. 9.05, 11.08, 13.05). In working electromagnetic problems the series expansions of the functions, and a knowledge of the differentiation and recurrence formulas are often required. For convenience $i l$ few of these series and formulas are assembled together here. For a more detailed treatment of these functions, reference should be made to one of the standard texts on Bessel functions.*

Bessel Functions and Hankel Functions. Bessel functions are solutions of the following differential equation, which is known as Bessel's equation

$$
\begin{equation*}
z^{2} \frac{d^{2} w}{d z^{2}}+z \frac{d \vdots}{d z}+\left(z^{2}-\nu^{2}\right) w=0 \tag{1}
\end{equation*}
$$

The order of the equation is given by the value of $\nu$. In general $\nu$ will be nonintegral. For integral values of $\nu$ the symbol $n$ is usually used.

For nonintegral values of $\nu$ two linearly independent solutions of (1) are

$$
\left.\begin{array}{rl}
J_{\nu}(z) & =\sum_{m=0}^{\infty} \frac{(-1)^{m_{z}} z^{\nu+2 m}}{m!\Gamma(m+\nu+1) 2^{\nu+2 m}}  \tag{2}\\
J_{-\nu}(z) & =\sum_{m=0}^{\infty} \frac{(-1)^{m} z^{-\nu+2 m}}{m!\Gamma(m-\nu+1) 2^{-\nu+2 m}}
\end{array}\right\}
$$

where $J_{\nu}(z)$ is Bessel function of the first kind, of order $\nu$. The function $\Gamma(m+\nu+1)=\Gamma(p)$ is the gencralized factorial function

[^84]known as the Gamma function. It is defined by
$$
\Gamma(p)=\int_{0}^{\infty} x^{p-1} e^{-x} d x
$$

When $\nu=n$ (an integer), the Gamma function becomes the factorial $\Gamma(m+n+1)=(m+n)$ ! The two solutions given by (2) are then no longer independent, but instead are related by
where now

$$
\begin{gather*}
J_{-n}(z)=(-1)^{n} J_{n}(z) \\
J_{n}(z)=\sum_{m=0}^{\infty} \frac{(-1)^{m^{n} z^{n+2 m}}}{2^{n+2 m} m!(m+n)!} \tag{3}
\end{gather*}
$$

A second independent solution of (1) is defined by

$$
\begin{equation*}
N_{\nu}(z)=\frac{J_{\nu}(z) \cos \nu \pi-J_{-\nu}(z)}{\sin \nu \pi} \tag{4}
\end{equation*}
$$

where $N_{\nu}(z)$ is known as a Neumann function or, more commonly, as a Bessel function of second kind, of order $\nu$. When $\nu$ is integral, $N_{n}(z)$ continues to be a solution of Bessel's equation, and is still defined* by (4). For integral values of $\nu$, a complete solution of (1) is

$$
\begin{equation*}
w=A J_{n}(z)+B N_{n}(z) \tag{5}
\end{equation*}
$$

Bessel functions of the second kind become infinite at $z=0$, and so cannot be used to represent physical fields except in those problems in which the region $z=0$ is excluded.

Solutions to equation (1) may also be written in terms of Hankel functions. Hankel functions are linear combinations of Bessel functions defined by

$$
\begin{align*}
& H_{\nu}{ }^{(1)}(z)=J_{\nu}(z)+j N_{\nu}(z) \\
& H_{\nu}^{(2)}(z)=J_{\nu}(z)-j N_{\nu}(z) \tag{6}
\end{align*}
$$

Like the $N$ functions, Hankel functions become infinite at $z=0$, and so in physical problems are restricted to cases where $z=0$ is excluded.

Bessel Functions for Small and Large Arguments. For $z \ll 1$, the $J$ and $N$ functions are given approximately by the expressions

$$
\begin{equation*}
J_{\nu}(z) \approx \frac{z^{\nu}}{2^{\nu} \nu!} \quad N_{\nu}(z) \approx-\frac{2^{\nu}(\nu-1)!}{\pi z^{\nu}} \tag{7}
\end{equation*}
$$

* When $\nu$ is an integer, $n, N_{n}(z)$ as defined by (4) is indeterminate. However, it can be evaluated by usual methods.
and in particular

$$
\begin{equation*}
J_{0}(z) \approx 1 \quad N_{0}(z) \approx \frac{2}{\pi}(\ln z+C-\ln 2) \tag{8}
\end{equation*}
$$

On the other hand for large values of $z$ the asymptotic expressions are

$$
\left.\begin{array}{rl}
J_{\nu}(z) & \approx \sqrt{\frac{2}{\pi z}} \cos \left(z-\frac{\nu \pi}{2}-\frac{\pi}{4}\right) \\
N_{\nu}(z) & \approx \sqrt{\frac{2}{\pi z}} \sin \left(z-\frac{\nu \pi}{2}-\frac{\pi}{4}\right) \\
H_{\nu}^{(1)}(z) & \approx \sqrt{\frac{2}{\pi z}} e^{j\left(z-\frac{\nu \pi}{2}-\frac{\pi}{4}\right)}  \tag{9}\\
H_{\nu}^{(2)}(z) & \approx \sqrt{\frac{2}{\pi z}} e^{-j\left(z-\frac{\nu \pi}{2}-\frac{\pi}{4}\right)}
\end{array}\right\}
$$

From these expansions it is apparent that the $J$ and $N$ functions correspond to cosine and sine functions and as such represent standing waves when used with the time factor $e^{j \omega t}$. On the other hand, the $H^{(1)}$ and $H^{(2)}$ functions correspond to exponential functions with imaginary exponents and, when used with the time factor $e^{i v t}$, represent inward- and outward-traveling cylindrical waves.

Differentiation and Integration of Bessel Functions. Using the series definition for $J_{0}(z)$, and differentiating term by term, shows that

$$
\frac{d}{d z}\left[J_{0}(z)\right]=-J_{1}(z)
$$

Similarly it can be shown that the following relations are true: [In the expressions listed here $Z_{\nu}(z)$ may denote any of the functions $J_{\nu}(z), N_{\nu}(z), H_{\nu}^{(1)}(z)$, or $H_{\nu}{ }^{(2)}(z)$; also $Z_{\nu}{ }^{\prime}(z)$ means $(d / d z) Z_{\nu}(z)$ ].

$$
\left.\begin{array}{rl}
Z_{0}^{\prime}(z) & =-Z_{1}(z)  \tag{10}\\
Z_{1}^{\prime}(z) & =Z_{0}(z)-\frac{1}{z} Z_{1}(z) \\
z Z_{\nu}^{\prime}(z) & =\nu Z_{\nu}(z)-z Z_{\nu+1}(z) \\
& =z Z_{\nu-1}(z)-\nu Z_{\nu}(z) \\
{\left[z^{\nu} Z_{\nu}(z)\right]} & =z^{\nu} Z_{\nu-1}(z) \\
\left.-{ }^{\nu} Z_{\nu}(z)\right] & =-z^{-\nu Z_{\nu+1}(z)}
\end{array}\right\}
$$

A useful recurrence formula is

$$
\begin{equation*}
2 \nu Z_{\nu}(z)=z\left[Z_{\nu-1}(z)+Z_{\nu+1}(z)\right] \tag{11}
\end{equation*}
$$

Some integration formulas are

$$
\left.\begin{array}{rl}
\int Z_{1}(z) d z & =-Z_{0}(z)  \tag{12}\\
\int z^{\vee} Z_{\nu-1}(z) d z & =z^{\nu} Z_{\nu}(z) \\
\int z^{-} Z_{\nu+1}(z) d z & =-z^{-\nu} Z_{\nu}(z)
\end{array}\right\}
$$

Modified Bessel Functions. Modified Bessel functions of zero order were encountered in sec. 11.05. The modified Bessel equation of order $\nu$ is

$$
\begin{equation*}
z^{2} \frac{d^{2} w}{d z^{2}}+z \frac{d w}{d z}-\left(z^{2}+\nu^{2}\right) w=0 \tag{13}
\end{equation*}
$$

For nonintegral values of $\nu$ two independent solutions are
where

$$
\begin{gather*}
I_{\nu}(z) \quad \text { and } \quad \begin{array}{c}
I_{-\nu}(z) \\
I_{\nu}(z)
\end{array} \sum_{m=0}^{\infty} \frac{z^{\nu+2 m}}{2^{\nu+2 m} m!\Gamma(\nu+m+1)} \tag{14}
\end{gather*}
$$

As in the case of the $J$ functions, when $\nu$ is integral, these two solutions are related by

$$
I_{-n}(z)=I_{n}(z)
$$

and it becomes necessary to seek another solution. Another solution is given by

$$
\begin{equation*}
K_{\nu}(z)=\frac{\pi}{2 \sin \nu \pi}\left[I_{-\nu}(z)-I_{\nu}(z)\right] \tag{16}
\end{equation*}
$$

For integral values of $n$ this reduces to

$$
\begin{equation*}
K_{n}(z)=\frac{2}{\cos n \pi}\left(\frac{\partial I_{-n}}{\partial n}-\frac{\partial I_{n}}{\partial n}\right) \tag{17}
\end{equation*}
$$

and gives a second independent solution.
For $z \ll 1$, the $I$ and $K$ functions are given approximately by

$$
\begin{equation*}
I_{\nu}(z) \approx \frac{z^{\nu}}{2^{\nu} \nu!} \quad K_{\nu}(z) \approx \frac{2^{\nu-1}(\nu-1)!}{z^{\nu}} \tag{18}
\end{equation*}
$$

and in particular;

$$
\begin{equation*}
I_{0}(z) \approx 1 \quad K_{0}(z) \approx-[\ln z+C-\ln 2] \tag{19}
\end{equation*}
$$

Series expansions for the $I$ and $K$ functions are given by Schelkunoff.* As noted in sec. 11.07, the $I$ and $K$ functions are appropriate for dissipative media. For propagation in a lossless dielectric, the arguments of these functions would be pure imaginaries, and the functions reduce to ordinary Bessel functions. For imaginary arguments the relations between modified and ordinary Bessel functions are

$$
\left.\begin{array}{rl}
I_{\nu}(j z) & =e^{j \nabla \pi / 2} J_{\nu}(z)  \tag{20}\\
K_{\nu}(j z) & =\frac{\pi}{2} e^{-j(\nu+1) \pi / 2\left[J_{\nu}(z)-j N_{\nu}(z)\right]} \\
& =\frac{\pi}{2} e^{-j(\nu+1) x / 2} H_{\nu}^{(2)}(z)
\end{array}\right\}
$$

It is apparent that for imaginary arguments the $I$ functions represent standing waves and the $K$ functions represent outward traveling waves.

Recurrence Formulas for $I$ and $K$ Functions. In general the differentiation and recurrence formulas for the modified Bessel functions are different from those for Bessel and Hankel functions. For the modified functions the recurrence formulas corresponding to those of eqs. (10) are

$$
\left.\begin{array}{c}
z I_{\nu}^{\prime}(z)=\nu I_{\nu}(z)+z I_{\nu+1}(z),  \tag{21}\\
z K_{\nu}^{\prime}(z)=\nu K_{\nu}(z)-z K_{\nu+1}(z) \\
z I_{\nu}^{\prime}(z)=z I_{\nu-1}-\nu I_{\nu}(z), \\
z K_{\nu}^{\prime}(z)=-z K_{\nu-1}(z)-\nu K_{\nu}(z) \\
\frac{d}{d z}\left[z^{\nu} I_{\nu}(z)\right]=z^{\nu} I_{\nu-1}(z), \\
\frac{d}{d z}\left[z^{\nu} K_{\nu}(z)\right]=-z^{\nu} K_{\nu-1}(z) \\
\frac{d}{d z}\left[z^{-\nu} I_{\nu}(z)\right]=z^{-\nu} I_{\nu+1}(z), \\
\frac{d}{d z}\left[z^{\nu} K_{\nu}(z)\right]=-z^{-\nu} K_{\nu+1}(z) \\
2 \nu I_{\nu}(z)=z\left[I_{\nu 1}(z)-I_{\nu+1}(z)\right] \\
2 \nu K_{\nu}(z)=-z\left[K_{\nu-1}(z)-K_{\nu+1}(z)\right]
\end{array}\right\}
$$
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## LIST OF SYMBOLS

## (See also pages 20-22 and Table 1, page 23)

The following list contains those symbols that have been used consistently throughout the text. The symbols shown on pages $20-23$ are not repeated here. Because of the large number of quantities to be represented and the undesirability of using alphabets other than English and Greek, it has been necessary to use some symbols to represent different quantities at different times and places. In every instance the symbol has been defined where introduced to avoid misinterpretation of its meaning.
Symbol Quantity Page
A Vector magnetic potential ..... 83
c Velocity of light in free space ..... 19
C Euler's constant (.5772157) ..... 320
$\mathrm{Ci}(x) \quad$ Cosine integral ..... 320
$D$ Dissipation factor ..... 129
$e \quad$ Base of natural logarithms (2.71828) ..... 131
f Farad. ..... 24
$f$ Frequency ..... 116
F Vector electric potential ..... 492
$F \quad$ Attenuation factor, surface wave. ..... 625
$h \quad$ Simplifying factor $h=\sqrt{\bar{\gamma}^{2}+\omega^{2} \mu \epsilon}$ ..... 178
$H_{\nu}{ }^{(1)}(x) \quad$ Hankel function, first kind, order $\nu$ ..... 372
$H_{\nu}{ }^{(2)}(x) \quad$ Hankel function, second kind, order $\nu$ ..... 372
$\mathrm{i}, \mathrm{j}, \mathrm{k}, \quad$ Unit vectors, cartesian coordinates ..... 4
$I_{\nu}(x) \quad$ Modified Bessel function, first kind, order $\nu$ ..... 373
$\hat{I}_{n}(x) \quad$ Modified Bessel function, of half order ..... 490
Im Imaginary part of ..... 170
$j \quad$ Unit imaginary number in complex plane, $\sqrt{-1}$ ..... 117
J Linear or surface current density ..... 108
$J_{\boldsymbol{\nu}}(x) \quad$ Bessel function of first kiud, order $\nu$. ..... 271

| Symbol | Quantity Page |
| :---: | :---: |
| $J_{n}(x)$ | Bessel function of half order . . . . . . . . . . . . . . . . 490 |
| $k$ | A constant..................................... . 26 |
| K | Reflection coefficient. . . . . . . . . . . . . . . . . . . . . . . . 252 |
| K | Magnetic conduction current. . . . . . . . . . . . . . . . . . 556 |
| $K_{\nu}(x)$ | Modified Bessel function, second kind, order v... 373 |
| $\hat{K}_{n}(x)$ | Modified Bessel function of half order. . . . . . . . . . 490 |
| $l, m, n$ | Direction cosines................................ . . 10 |
| $m, n$ | An integer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179 |
| M | Magnetic current density . . . . . . . . . . . . . . . . . . . . . 556 |
| $M, N$ | Antenna functions. . . . . . . . . . . . . . . . . . . . . . . . . . 506 |
| n | Unit vector normal to surface. . . . . . . . . . . . . . . . 108 |
| N | Unit vector normal to plane surface . . . . . . . . . . 143 |
| $N_{\nu}(x)$ | Bessel function, second kind, order $\nu$ (Neumann function). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272 |
| $\widehat{N}_{n}(x)$ | Bessel function of half order. . . . . . . . . . . . . . . . . 490 |
| P | Poynting vector. . . . . . . . . . . . . . . . . . . . . . . . . . 163 |
| $P_{n}, Q_{n}$ | Legendre function of order n................ . 68, 488 |
| $Q$ | Quality factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . 291 |
| $r, \theta, \phi$ | Spherical coordinate axis........................ . 14 |
| $R_{\text {s }}$ | Surface resistance . . . . . . . . . . . . . . . . . . . . . . . . . 157 |
| Re | Real part of . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117 |
| s | Distance, $d$ s element of distance. . . . . . . . . . . . . . . 35 |
| $S$ | Surface, da element of surface area. . . . . . . . . . . 31, 45 |
| $S_{1}(x)$ | Integral related to cosine integral. . . . . . . . . . . . . . 320 |
| Si $(x)$ | Sine integral. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 320 |
| $T_{m}(x)$ | Tchebyscheff polynomial of order m........... . 440 |
| $\mathbf{u}_{\rho}, \mathfrak{u}_{\phi}, \mathfrak{u}_{z}$ | Unit vectors, cylindrical coordinates............ . 14 |
| $\mathbf{u}_{r}, \mathrm{u}_{\theta}, \mathrm{u}_{\phi}$ | Unit vectors, spherical coordinates . . . . . . . . . . . 17 |
| $v$ | Wave velocity in any medium . . . . . . . . . . . . . . . 127 |
| $v_{0}$ | Velocity, uniform plane wave in lossless dielectric 114 |
| $\bar{v}$ | Phase velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189 |
| $v_{0}$ | Group velocity........................... . . . . . . . 191 |
| $V$ | Volume, $d V$ element of volume. . . . . . . . . . . . . 31, 4 4 |
| $x, y, z$ | Cartesian coordinate axis. ....................... 4 |
| $X$, | Surface reactance . . . . . . . . . . . . . . . . . . . . . . . . . . 157 |
| $Y$ | Admittance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150 |
| $Z$ | Impedance, wave impedance . . . . . . . . . . . . . 150, 197 |
| $Z_{0}$ | Characteristic impedance. . . . . . . . . . . . . . . . . . . . 150 |

Symbol Quantity Page
Z. Surface impedance ..... 155
$\alpha \quad$ Attenuation constant ..... 127
$\bar{\alpha}$ General attenuation constant ..... 176
$\beta \quad$ Phase shift constant ..... 119
$\bar{\beta} \quad$ General phase shift constant ..... 176
$\boldsymbol{\gamma}$ Propagation constant ..... 127
$\bar{\gamma} \quad$ General propagation constant ..... 176
$\Delta, \delta \quad$ Small increment of a quantity ..... 11, 27
$\delta \quad$ Depth of penetration ..... 131
$\eta \quad$ Intrinsic impedance ..... 130
$\eta_{0} \quad$ Intrinsic impedance of free space ..... 123
$\theta \quad$ Polar angle in spherical coordinates ..... 17
$\lambda \quad$ Wavelength ..... 119
$\bar{\lambda} \quad$ Wavelength parallel to walls of a guide ..... 191
$\mu \quad$ Prefix, micro-, denoting $10^{-6}$ ..... 24
$\nu \quad$ General order of Bessel and Hankel functions ..... 272
$\nu \quad$ Relative frequency ..... 475
$\pi$ 3.14159 ..... 19
II A potential stream function ..... 492
$\rho, \phi, z \quad$ Cylindrical coordinate axis ..... 14
$\psi \quad$ An angle ..... 81
$\omega \quad$ Angular frequency ..... 116
$\Omega \quad$ Solid angle ..... 30
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Analogue, electric and magnetic fields, 91
transmission line, 147
and wave guide, 282
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line of sight, 643

Antenna (cont.):
long wire, 528
losses, 516
near field of, 320
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Dellinger, J. H., 688
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good, 128
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and units, 18
Dipole, electric, 69
field of, 38
oscillating, 303, 306
folded, 534
Hertzian, 307
horizontal, space wave pattern, 623
surface wave from, 628
length of, 524
magnetic, 89
parasitic, 390
practical, elementary, 311
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the problem of, 47
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stored, in electric field, 60
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Equation, of continuity, 97
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Legendre's, 67
magnetomotive force, generalized, 99
of a plane, 142
Poisson's, 46
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Equiphase lines, 205
Equipotential surfaces, 41, 119, 137, 142
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power, 129
Farad, 21
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induction, 73
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Ferromagnetic, 79
Field, 1, 3
fundamental relations of electrostatic, 25
magnetic, 72
strength pattern, 391
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Filter theory, 199
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Poynting vector of, 160
Flux, electric, 27
lines of, 29
magnetic, 21, 74
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Force, 20
lines of, 29
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Fraunhofer diffraction, 569, 572
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modulation antenna, 541
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Fresnel, diffraction, 572
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Functions, Bessel, 270, 693
gamma, 694
Hankel, 693
$I$ and $K, 697$
$M$ and $N, 506$
Neumann's, 272, 694
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from pattern, 420
maximum directive, 414
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Giorgi, 19
Goodman, Bryon, 554
Gradient, 9, 17
physical interpretation of, 10
Grammer, George, 554
Grosskopf, J., 300
Group velocity, 210, 689
Guided waves, 175
rigorous solution of, 204
Guides, circular, 274
parallel-plane, 192
power loss in, 193
rectangular, 260, 268
single conductor, 210
Guillemin, E. A., 292
Hallen, E., 470, 481, 482, 483, 484, 485, 486, 508
Hankel functions, 372, 693
Harmonics, circular, 65
cylindrical, 64
spherical, 64
zonal, 68
Heights, virtual, 665
Henry, 21
Hertz, 101
Hertzian dipole, 307 vector, 340
Hessler, V. P., 24
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Hilbert, 440
Homogeneous medium, 112
Horizontal polarization, 139
Horn, electromagnetic, 545, 560
radiation from, 577
Howe, G. W. O., 57, 202, 655
Huygen's principle, 561
$H$ waves, 178
Identities, vector, 9
I functions, 697
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charges and currents, 409
electrical, solution by means of, 51

Impedance, 342
antenna, equivalence of transmitting and receiving, 331
characteristic, 150, 257, 279
adjusted, antenna, 512
average, 457
copper, 155
integrated, 281
characteristics of antennas, 452
input, of line sections, 233
of tuned line, 235
intrinsic, 150
of dielectric, 130
matching, stub line, 241
wide-band, 473
modified, 469
mutual, between antenna, 347
surface, 155, 157
terminating, 230
wave, 279
Incidence, normal, 132
plane of, 139
Incident ray, 137
Induced emf method, note on, 365
of calculating impedances, 342
Inductance, 21, 214, 256, 381
external, high-frequency, 375
Neumann's formula for, 388
Induction, 306
Faraday's law, 73
theorems, 559
Inductive reactance, internal, 377
Intensity, required field, 687
unabsorbed field, 686
Intrinsic impedance, 150
Ionized region, effective $\epsilon$ and $\sigma, 659$
Ionosphere, 657
absorption characteristics of, 686
reflection and refraction by the, 662
transmission line representation of, 680
variation of, 669
Ionospheric, attenuation factor of propogation, 672
storms, 672
Iris, in wave guide, 285
Isotropic, 28, 112
radiator, 391
Jahnke, E., 320, 599
Jamieson, H. W., 286
Jeans, J. H., 71, 500
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Joule's law, 161
Keller, 437
Kelloga, E. W., 553
Kennelly, A. E., 24
$K$ functions, 697
King, R., 352, 358
Kirby, S. S., 688
Labus, J., 341, 352, 362, 512
Laplace's equation, 46, 69, 221
Laplacian, cartesian coordinates, 9
cylindrical coordinates, 16
of a vector, 9
spherical coordinates, 18
LaPorte, E. A., 451
Legendre's equation, 67, 487
polonomial, 488
Length, 20
Lenz's law, 134
Lewis, R. F., 553
Lewis, W. D., 451
Line, parallel, charges, 40
sections, resonance in, 235
$Q$ of resonant, 236
Linearity of the field equations, 117
Linearly polarized, 123
Lines, transmission, 211
a-c, Poynting vector about, 167
coaxial, 218
graphical representation of phenomena, 250
impedance, input of, 233
matching, 241
lossless, 151, 212, 228
low-loss, 211
parallel-plane, 212, 217
polyphase, Poynting vector, 167
theory, 223
UHF, 225, 232, 256
wedge, 580
Loading, top, 511
Iobe, principal, 403
Loop, Federal square, 542
Lorentz, H. A., 302
Loss, ohmic resistance, 166
in plane conductor, 172
in wave guide, 193
Lossless medium, 151
luhf, 683

Macmillan, 377
Macroscopic, 25, 31, 73
Magnet, bar, 168
Magnetic current, 104
dipole, 89
displacement, 104
field, 72
effect of earth's, 674
energy stored in, 79
parallel conductors, 220
simple circuits of, $81,86,87$. 91
flux, 74
intensity, 21
intensity, 75, 92, 134
phase of reflected, 134
vector potential, 82
voltage, 104
Magnetomotive force, 21, 75, 104
generalized equation, 99
Marcuvitz, N., 287
Mass, 20
Maxwell's equations, 94, 100
McLachlan, N. W., 272, 377
McPherson, W. L., 533
$M$ curves, 653
Meier, A. S., 473
Menzel, D., 687, 688
Meter, 21
ohm, 21
Mho, 21
Miller, W. E., 597
Mimno, H. R., 688
MKS system of units, 23
rationalized, 19
Mode, 180
dominant, 269
TE, TM, 268
Modulation, frequency, 541
Monopole, 314
radiation from, 314
Morrison, J. F., 469, 471
Morse, 490
Moullin, E. B., 340
$m u f, 667,683$
Nabla, 8
Namba, Shogo, 688
Near region, 572
Network and antenna theorems, 326
Neumann function, 272, 694

Neumann's formula, external inductance, 388
number, 600
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Nichols, W., 675, 688
Noise, atmospheric, 687
man-made, 687
Normal, components, 105, 108
incidence, 132
reflection, 135
vector to a plane, 108, 143
Norton, K. A., 619, 631, 638, 651, 654
Oblioue incidence, reflection by, 143
perfect conductor, 143
perfect insulator, 137
Ohm, 20
meter, 21
Ohmic resistance, power loss, 166
Ohm's law, 93, 125
Page, L., 71, 480
Parabaloids, 545
Parallel, cylindrical coudenser, 55
line, charges, 40
wire, 39, 218, 256
planes, 49
attenuation in, 182
transmission line, 110, 212
waves between, 175,200
plate condenser, 54
resonance, 249
Paramagnetic, 79
Parasitic, antenna arrays, 530
dipole, 390
Patterns, effect of earth on, 408
equality of directional, 330
experimental, 397
graphical method for obtaining, 401
multiplication of, 404
other planes, in, 407
principal plane, 393
without secondary lobes, 412
Pedersen, P. O., 655, 688
Pender, H., 24
Penetration, depth of, 131, 158
Perfect, conductor, 1C5, 110, 132, 143 dielectric, 135, 137
Permeability, 22, 214
constant, 215
free-space, 20
relative, 20, 75, 79

Phase, of reflected magnetic intensity, 134
reversal on reflection, 133
shift constant, 119, 127, ¿21, 257
velocity, 127, 186, 689
Phasor addition, 399
Phillips, H. B., 24
Pistolkors, A. A., 340
Plane, capacitance of sphere and, 69
conductor, power loss in, 172
surface impedance, 157
equation of, 142
incidence, of, 139
parallel to, 146
infinite conducting, 69
plates, hinged, 70
polarization of, 123
principal, 186, 393
unit vector normal to, 143
wave, power flow, 163
reflection and refraction, 132
uniform, 114, 119
Plate, parallel, condenser, 54
Pohl, R. W., 71
Poisson's equation, 46
Polarization, 123
elliptical, 123, 418
horizontal, 139
linear, 124
parallel, 141
perpendicular, 140
Polyphase lines, Poynting vector, 167
Potential, function, 34
scalar, 34
vector, $73,82,294,301$
Power, 20
average, 117
complex, 171
dissipated per unit volume, 166
factor, 129
flow, plane wave, 163, 165
Poynting vector, 160
lost, 193
ohmic, 166
plane conductor, 172
wave guide, 193
maximum, transfer theorem, 327
pattern, 391
points, half-, 455
reactive, 169
real, 117

Poynting's theorem, 160
Poynting vector, 160, 167, 309
complex, 197
method, 364
Propagation, duct, 652
ground wave, 608
ionospheric, 672
spherical earth, 636
wave, conducting medium, 126
in good conductor, 131
in good dielectric, 129
sky, 656
substandard, 653
uniform, plane, 114
velocity of, 127, 187, 689
Propagation constant, 127
complex, 176
Pylon, R.C.A., 542
Q, quality factor, 236
antenna, 453
loaded and unloaded, 461
resonant line, 236
transmission line, 291
wave guide, 287
Radiated power, by current element, 309
effective, 686
Radiation, 294, 381
field, 305
from, coaxial line end, 565
electromagnetic horn, 577
monopole or dipole, 314
intensity, 414
pattern, 391
resistance, 311
by induced emf method, 343
through aperature, 568
Radiator, parabaloid, 545
Radio frequency lines, 225
Radio Research Laboratory Staff, 554, 571
Ramo, S., 111, 377
Rationalized MKS system, 19
Ray, reflected, incident, transmitted, 137
Reactance, antenna, 359
surface, 157
Reactive power, 169
Receiving antenna, 546
Reciprocal theorem, generalized, .327

Reflected ray, 137
Reflection, coefficient, 141
copper, 155
Reflection, factor, 610
normal incidence, 135
oblique incidence, 137, 143
plane wave, 132
surface, earth's, 609 medium, 153
Reflection and refraction, 132
Reflector, 531
Refraction, 63 (see also Reflection)
Resistance, 20, 256
low-frequency, 377
ohmic, 166
radiation, 311, 343
surface, 157
Resistivity, 21
Resonance, in line sections, 235
with $L$ variable, 247
Resonant, length, 363
line section, $Q, 236$
Retardation, 381
Rhombic antenna, 529
Riblet, H. J., 441
Rice, C. W., 553, 688
Rumsey, V. H., 588
Ryder, Robert M., 480
Sarbacher, R. J., 111, 692
Scalar, 2
complex, 174
field, 3
Laplacian of a, 9
multiplication, 3, 5
potential, 34
product, 5
Schelkunoff, S. A., 24, 111, 259, 286, 293, 423, 451, 470, 486, 490, 491, 498, 501, 503, 504, 506, 508, 509, 600, 605, 606, 607, 693, 697
Schelleng, J. C., 675, 688
Screens, complementary, 585
Sheet, current, 108
Shunt-feed, 527
Siegel, Ernest M., 462, 468, 512
Siemens, 21
Simpson's trapezoidel rule, 318 .
Sinclair, C., 597
Sine integral, 320
Sink, 102

Sinusoidal, time variation, 116
traveling wave, 118
Seilling, H. II., 71, 1:1
Skin depth, 158
Skip distance, 668
Slater, J. C., 259
Slit, narrow, 579
Slot, half-wave, 586
folded, 591
Slots, cylinders, in, 605 transverse, 597
Smith, C. E., 401
Smith, P. H., 255, 460, 471
Smith, Woodrow, 554
Smythe, W. R., 71
Snell's law, 138
Solid angle, 30
Sommerfeld, A., 618
Source, 102
free, 112
Huygens, 563
line, 509
secondary, 563
Sources, conjugate, 585
secondary, 555
Southworth, G. C., 293
Sphere, capacitance of, 69
Spheres, capacitance between two, 69
concentric, 51
Spherical, coordinates, 17
harmonics, 64
waves, 486
Sporadic $E$ layer, 659
Staṇding wave, 133
Stoke's theorem, 96
Stratton, J. A., 111, 300, 480, 600
Stream function, 492
Stuart, D. M., 688
Superposition theorem, 326
Superturnstile, 542
Surface, boundary, 43, 104
charge, 44
conducting, 69
equiphase, 142
equipotential, 41
impedance, 155
magnetic current density, 556
reflection at a, 153
resistance and reactance, 157
Sutro, P. J., 509
Synthesis, antenna, 433

Tang, K. Y., 24
Tangential components, 105
continuity of, 136
Tchebyscheff polynomials, 440
Television antennas, 541
TEM waves, 183, 187, 270
attenuation factor for, 193
Terman, F. E., 518, 554, 618
Thevenin's theorem, 327
Tilt of surface wave, 635
Time, 20
sinusoidal variations, 116
transient, relaxation, 126
TM waves, 178, 181
Toroidal coil, 340
Transformer, line as a, 239
Transmission, lines, 211
line analogy, 147
of wave guides, 282
Transmitted ray, 137
Transverse, 120
clectric waves, 178
clectromagnetic waves, 186
magnetic waves, 178, 181
in rectangular guides, 261
Trapping, 653
Trophospheric refraction and refleation, 645
Tuner, double-stub, 244
UHF lines, as circuit elements, 232
low-loss, 225
numerical data on, 256
Unipole, 391
Units, CGS, 19
MKS, 18
order of magnitude of, 22
rationalized, 20
Units and dimensions, 18
van der Pol, Balth., 655
van Roberts, W., 553
Vaughn, E. W., 597
Vector, 2
analysis, 2
equation, 5
field, 3
form of field equations, 102
identities, 9
Laplacian of a, 9
multiplication, 3, 6
point rclation, 93

Vector (cont.):
potential, 73, 82, 301
in electromagnetic field, 294
Poynting, 160, 167
average, 169, 309
complex, 169, 197
instantaneous, 169, 309
product, 6
relations in other coordinates, 14
sum and difference, 3
unit, normal to plane, 143
normal to surface, 108
Velocities of propogation, 680
Velocity, 114, 121, 127, 131, 187, 214, 265
group, 191, 210, 689
phase, 127, 191, 257, 689
signal, 191, 692
TEM wave, 187
Vertical polarization, 139
Voltage, 21, 35, 104
complex form, 169
$W_{\text {Arren }}$ S. R., Jr., 24
Watson, W. H., 607
Watt, 20
Wave, definert, 115
direct, 608
dominant, "267
equations, .114, 124
extraordinary, 670
ground, propagation, 608
guide, 175, 260
attenuation factor, 287
discontinuties in, 285
open-endert, 570
power loss in, 193
Q of, 287
rectangular, 266
single conductor, 210
transmission line analogy, 282
impedance, 106, 200, 279
ordinary, 670

Wave (cont.):
plane, power flow in, 163 uniform, 114, 119, 158
principal, 186, 286
propagation, 126, 129, 131
ray of, 137
sky, 608, 683
space, 608, 620.
standing, 119, 133
surface, 608
traveling, 118
velocity, 130, 214, 689
Wavelength, 119
cut-off, 191
Waves, $E$ and $H, 178$
clectromagnetic, 112
amplitude of, 180
transverse, 182
guided, 175
rigorous solution, 204
higher order, 286
plane, reflection and refraction, 132
spherical, 486
TE, 178, 183, 186
TEM, 187, 193
TM, 178, 183
tropospheric, 608
Whinnery, J. R., 111, 286
Wide-band matching, 473
Wire, capacitance, 56
current carrying, 92
lines, coaxial and parallel, 218
magnetic field about a long, 82, 86
potential distribution about, 39
power dissipated in, 166
uniform cylindrical waves and a long, 370
Wolff, Irving, 436, 451
Work, 6
Zinke, O., 351
Zonal harmonics, 68


[^0]:    * The definitions of the symbol $\nabla \mathrm{A}$, given by eqs. (36) and (42), have significance only when $\nabla \mathrm{A}$ is associated with the divergence operation as in eqs. (35) and (41).

[^1]:    * Individual charges (e.g., electrons) are of course never stationary, having random velocities, which depend among other things upon the temperature. This statement regarding stationary sources simply means that when any elemental macroscopic volume is considered, the net movement of charge through any face of the volume is zero.

[^2]:    * Actual charge distributions consist of aggregations of discrete particles or corpuscles. However since there will always be an enormous number of these microscopic particles in any macroscopic element of volume $\Delta V$, it is permissable to speak of the charge density $\rho$ where $\rho=\Delta q / \Delta V$ is the charge per unit volume in elemental volume $\Delta V$. Thus by "charge density at a point" is really meant the charge per unit volume in the elemental volume $\Delta V$ containing the point. Although $\Delta V$ may be made very small, it is always kept large enough to contain many charges.

[^3]:    * In electrostatics the term potential or potential difference and voltage are used interchangeably. For time-varying electromagnetic fields, potential, as defined here, has no meaning. However, the voltage between two points a and $b$, defined by

    $$
    V_{a b}=\int_{a}^{b} \mathbf{E} \cdot d \mathbf{s}
    $$

    continues to huve meaning as long as the path is specified.

[^4]:    * These statements represent two different points of view or two interpretations of a single set of experimental facts. The question of just where the energy "resides" in this case is similar to the question of where the potential energy is stored when a, weight has been raised. The question seems to be one of philosophy or interpretation and as such is unanswerable on the basis of any physical measurements that can be made by the engineer.

[^5]:    *The partial derivative with time is used throughout to indicate that only variations of magnetic flux with time through a fixed closed path or at a fixed region in space are being considered. For a discussion of induced emf under other conditions refer to any text on electricity and magnetism. A thorough treatment is given in E. G. Cullwick, The Fundamentals of Electromagnetism, The Macmillan Co., Cambridge, England, 1939.

[^6]:    * Also convection currents (e.g., electron beam currents). Conduction currents obey Ohm's law, $i=\sigma \mathrm{E}$; convection currents do not.

[^7]:    * The term wave also has an entirely different usage, viz.: a recurrent function of time at a point, as in the expression sinusoidal voltage wave. Usually there will be no doubt as to which kind of wave is meant.

[^8]:    * This, of course, assumes that $E_{0}$ is real.

[^9]:    * The correctness of the results obtained in carrying both real and imaginary parts through the problem, and using only the real (or the imaginary) part of the final solution, depends on the linearity of the equations. In power calculations the relations are no longer linear, and caution must be observed if correct results are to be obtained. For example, writing
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