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Preface 

The purpose of this book is to replace, in part, a previous publication 
of the National Bureau of Standards (Circular 462) with the same title. 
Since the publication of the earlier work in 1948, the whole subject has 
undergone a considerable transformation. This is partly due to the special 
geophysical efforts known as the International Geophysical Year (1957-8) 
and the International Year of the Quiet Sun (1964-5) and to the advent 
of the Space Age. The scope of the present work has therefore been 
broadened to include aspects of ionospheric radio propagation which 
were not treated in the earlier publication. 

Such topics as electron-layer production, the geomagnetic field, 
magneto-ionic theory, and oblique propagation have been expanded with 
respect to the earlier treatment. On the other hand, such topics as fre¬ 
quency prediction and atmospheric noise have been less thoroughly 
dealt with because they have been well treated in other publications 
[1, 2, 3].' Thus, those persons interested in the purely practical aspects 
of ionospheric radio communications should use this book in conjunction 
with these other publications. 

The bulk of the material in the book is taken from the published liter¬ 
ature. However, a certain amount has been based on, or taken verbatim 
from, certain of the lecture notes prepared by the CRPL staff for the 
courses in Radio Propagation held in Boulder. Colorado, during the 
summers of 1961 and 1962. Recognition of the sources of the material 
has been given in the text (or as footnotes). I wish to express my deepest 
appreciation to those lecturers who have given me permission to use their 
notes. Of course, it is impossible to list the names of all those who have 
contributed in an indirect manner and I apologize for any inadvertent 
omissions. My thanks are also expressed to the many authors and pub¬ 
lishers who have given generous permission for the reproduction of their 
illustrations. The work of the following authors has been particularly 
helpful in the preparation of the respective chapters. 

Chapter 1: S. Chapman, T. E. VanZandt. 
Chapter 3: J. S. Belrose, R. W. Knecht, J. M. Watts, J. W. Wright. 
Chapter 4: T. N. Gautier, R. S. Lawrence, R. K. Salaman. 

1 Figures in brackets indicate the literature references on p. XIV. 
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Chapter 5: II. J. A. Chivers, T. N. Gautier. 
Chapter 6: V. Agy, R. W. Knecht, C. G. Little. 
Chapter?: W. Q. Crichlow, G. W. Haydon, M. Leftin, S. Ostrow. 
Chapter 8: K. L. Bowles, R. S. Cohen, R. C. Kirby, G. Sugar. 
Chapter 9: J. S. Belrose, C. J. Chilton, J. H. Crary, D. D. Crombie, 

A. Glenn Jean, W. L. Taylor, J. R. Wait. 
It is intended that the reader who wishes to pursue the subject further 

will consult the references cited. To this end, whenever possible, the most 
recent references are cited, as the older (and sometimes more important) 
works are invariably listed therein. The reference lists are augmented by 
acknowledgments to the sources of published figures and the reader is 
advised to consult these references also. An excellent bibliography of 
ionospheric work has been compiled by Dr. L. A. Manning £4]. 

While the book is devoted mostly to the propagation of high-fre¬ 
quency radio waves, two chapters have been included in order to give 
the reader a better perspective of the relationship of the high-frequency 
band to the lower frequency (LF and VLF) bands and upper (VHF) 
frequency band. 

The book was prepared during a visit to the Radio Research Station 
of the Department of Scientific and Industrial Research in Slough, 
England. I want to extend my appreciation to Mr. J. A. Ratcliffe, Di¬ 
rector of the Radio Research Station, and his staff for their kindness and 
help in the preparation of the manuscript and in supplying certain illus¬ 
trations. In particular, I should like to thank J. W. King, L. Thomas, 
and W. R. Piggott. 

Finally, I should like to thank Mr. J. W. Finney, Mrs. T. Simpson, 
Dr. J. R. Lebsack, and the staffs of the Technical Information Office 
(NBS, Boulder) and of the Technical Publications Division (NBS, 
Washington) for their help in the preparation of the typescript, and my 
colleagues in the Central Radio Propagation Laboratory and the Uni¬ 
versity of Colorado who kindly read and criticized the earlier versions. 

It is hoped that the book will be of use both to research workers and 
to communications engineers who already have some background knowl¬ 
edge of radio propagation via the ionosphere. 
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CHAPTER 1 

The Earth's Atmosphere, 

Geomagnetism, and the Sun 

1.1. NOMENCLATURE 

Throughout this book, the terminology used to describe the various 
regions of the upper atmosphere will be that based upon the temperature 
distribution of the neutral atmosphere QI].1 This distribution is shown in 
figure 1.1, and the following terminology is widely used. 

The mesosphere, which lies in the height range of 50 to 85 km, is a 
region of decreasing temperature with height. 

The thermosphere, above 85 km, is a region in which the temper¬ 
ature increases with height. 

These "regions” are not well defined and the transition regions are 
called "pauses.” 

In addition to the terminology based on temperature, others have 
been devised based on alternative physical quantities and processes. 
Two of these are illustrated in figure 1.1. For example, one terminology 
is based on the fact that turbulence predominates below about 100 km, 
whereas diffusive separation sets in above about 110 km. Above about 
500 km is a region called the exosphere. 

The term ionosphere was first applied by Sir Robert Watson-Watt 
to that part of the atmosphere in which free ions exist in sufficient quan¬ 
tities to affect the propagation of radio waves. The ionosphere can, 
therefore, be considered as lying between about 40 to 50 km and several 
earth radii. This definition is essentially that adopted by the Institute of 
Radio Engineers Q2], 

It is convenient to define a region as a section of the atmosphere 
within which there can exist ion distributions called layers. A division 

1 Figures in brackets indicate the literature references on p. 44. 

1 



2 EARTH’S ATMOSPHERE, GEOMAGNETISM, AND THE SUN 

of the ionosphere into regions is given in table 1.1 together with the layers 
which may exist within these regions. The electron distribution within 
a region may not contain a peak of electron density. 

1.2. PRESSURE AND DENSITY VARIATIONS 

The relationship between pressure p and density p at any height h 
is given by the "barometric equation,” which is derived as follows: con-

Table 1.1. Ionospheric regions and layers 

Height range (km) Region Layers 

50-90 
90-(120-140) 
Above (120-140) 

D 
E 
F 

D 
E„ E2, E. 
Fi, Fit, Fi 

Figure 1.1. Atmospheric nomenclature. 

(After T. E. VanZandt and R. W. Knecht. See fig. 1.3.) 
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sider an elementary cylinder of height dh and unit cross section. The net 
pressure difference dp between the top and bottom surfaces must equal 
the downward force due to the weight of the fluid in the cylinder, and 
is given by 

dp= — pg dh 

= — Nmg dh, 
(1.1) 

where g is the acceleration due to gravity, N is the number density of 
molecules and m is the mean molecular mass. It should be remembered 
that N, m, and g are all functions of height; e.g., g varies inversely as the 
square of the radius vector. 

The perfect gas law is 

p = NkT, (1.2) 

where k is Boltzmann’s Constant ( = 1.372 X10-16 erg/deg) and T is the 
absolute temperature. 

From (1.1) and (1.2) we obtain 

dP 
P 

dh 
11 ’ (1.3) 

where H=kT/mg is known as the "scale height” of the atmosphere, which 
again is height dependent. At the earth’s surface the value of II is about 
8 km. 

In an isothermal atmosphere, integration of (1.3) gives 

or 

(a) 

p ~ Po exp 

(1.4) 

where p is the pressure at a height h corresponding to a pressure p» at a 
height h0. Similarly for the density p. The quantity (h — h0)/H, which 
is the height difference in scale height units, is often denoted by z. Below 
about 100 km it is possible to measure T(h) and m(h) directly, by means 
of rockets, and hence to determine H. Above about 100 km, however, 
it is much easier to measure p(h) and determine H from (1.3) expressed 
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in the form 

1 d , P'g 
(1.5) 

The following formulas are useful in calculating the scale height at any 
altitude: 

/ h\2 T °K 
H(km) =0.848 I 1+-) —---, 

\ a/ Af(gm/mole) (1-6) 

where a is the earth’s radius (6370 km approximately). Equation (1.6) 
can be approximated by 

T 
H=0.93 — 

M (1.7) 

which is correct to within 7.5 percent between 50 km and 500 km. It is 
exact at 300 km. 

The temperature or scale height structure gives rise to the ter¬ 
minology indicated in the column labeled "temperature” in figure 1.1. 
Although the terminology is self-explanatory, the causes of the observed 
temperature structure deserve comment. The mesosphere is heated by 
the absorption by ozone of solar ultraviolet light with wavelengths be¬ 
tween 2550 Â and 1650 Â. The thermosphere is heated by the dissociation 
and ionization of the atmospheric gases by solar ultraviolet light with 
wavelengths less than 1760 Â. Up to about 100 km, heat is lost mainly 
by infrared radiation. Above 100 km, on the other hand, heat is lost 
mainly by conduction downward towards the mesopause. 

Below about 100 km, the specific heat of the atmosphere is so large 
that even though the rate of heat input almost vanishes at night, the 
temperature changes very little. Above 100 km the temperature is in¬ 
creasingly variable, both diurnally and with solar activity. For example, 
at 300 km the temperature decreases by about one third from day to night 
and probably by about half from sunspot maximum to sunspot minimum. 
The temperature may also increase by a factor of two during large iono¬ 
spheric storms. These variations of the structure of the thermosphere are 
complex and poorly understood, but they are now the object of intensive 
research. 
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1.3. CHEMICAL COMPOSITION 

Below about 85 kin, turbulent mixing keeps the relative composi¬ 
tion of the atmosphere essentially the same as that at the ground, which 
is given in table 1.2. In addition to the primary constituents, there are 
traces of other chemicals in the atmosphere, chief of which are water 
vapor, carbon dioxide, ozone, nitric oxide, and hydrogen. 

Above about 90 km, dissociation of O2 becomes important. This re¬ 
sults in a marked decrease in the mean molecular weight and hence an 
increase in the scale height of the atmosphere. 

The variation with height of some atmospheric properties are shown 
in tables 1.3 and 1.4. Table 1.3 is based upon the 1959 ARDC Model 
Atmosphere p]. Table 1.4 is that given by Norton, Van Zandt, and 
Denison [4]. The differences between the values given in these tables 
are due to the different assumptions made with respect to the degree of 
dissociation of O2 and the reference level used, etc. The differences may 
be taken as an indication of the degree of uncertainty to which the pa¬ 
rameters are known. 

It is impossible to construct a model of the atmosphere between 90 
and 200 km which lies within the range of observations of total density, 
temperature, mean molecular weight, and density of O2. For example, if 
a model agrees with the observations of total density and temperature, 
then deduced composition cannot agree with the observed composition, 
etc. It appears that the observations of at least one of these quantities are 
systematically wrong. Thus atmospheric models differ widely according 
to which observations have been accepted and which are ignored. 

Table 1.2. Chemical composition at the ground 

Molecule Mass Percentage 
Concentration 

per cm* 
Total per cm* 

column 

N, 
O2 

A 
CO 2 

Air 

28.022 
32.009 
39.960 
44.024 
28.973 

78.084 
20.946 
0.931 
0.33 

100 

2.098 (19) 
5.629 (18) 
2.510 (17) 
8.870 (15) 
2.687 (19) 

1.678 (25) 
4.501 (24) 
2.007 (23) 
7.090 (21) 
2.148 (25) 

He 
Ne 
Kr 
Xe 

1.41 (14) 
4.89 (14) 
3.06 (13) 
2.34 (12) 

1.13 (20) 
3.89 (20) 
2.45 (19) 
1.89 (18) 

Note that the figures in ( ) represent the exponent of 10 by which the number shown must be multi¬ 
plied. 



Table 1.3. 1959 A RDC model atmosphere 

Altitude Density Temp 
Particle 
speed Free path 

Collision 
frequency Conc.n Pressure 

Molecular 
weight 

Scale ♦ 
Height 

km 

0 
10 
20 
30 
40 

50 
60 
70 
80 
90 

100 
120 
140 
160 
180 

200 
300 
400 
500 
600 
700 

kg/ml

1.22 
4.14 (-1) 
8.89 (-2) 
1.78 (-2) 
4.00 (-3) 

1.08 (-3) 
3.51 (-4) 
1.00 (-4) 
2.12 (-5) 
2.84 (-6) 

3.73 (-7) 
1.48 (-8) 
3.02 (-9) 
1.12 (-9) 
6.01 (-10) 

3.67 (-10) 
4.75 (-11) 
9.00 (-12) 
2.20 (-12) 
6.62 (-13) 
2.30 (-13) 

°K 

288 
223 
217 
231 
261 

283 
254 
210 
166 
166 

200 
477 
850 
1207 
1371 

1404 
1423 
1480 
1576 
1691 
1812 

m¡ tec 
459 
400 
398 
411 
437 

454 
431 
391 
348 
348 

382 
593 
795 
955 
1030 

1062 
1172 
1266 
1351 
1429 
1501 

m 

6.63 (-8) 
2.00 (-7) 
9.10 (-7) 
4.50 (-6) 
2.00 (—5) 

7.50 (-5) 
2.34 (-4) 
8.10 (-4) 
3.80 (-3) 
2.90 (-2) 

0.22 
5.45 

26.3 
70.0 

128 

201 
1,294 
6,098 

23,180 
74,270 

207,500 

see-’ 

6.90 (9) 
2.06 (9) 
4.35 (8) 
9.03 (7) 
2.15 (7) 

6.06 (6) 
1.86 (6) 
4.80 (5) 
9.10 (4) 
1.22 (4) 

1.75 (3) 
1.09 (2) 

30.00 
13.6 
8.06 

5.30 
0.90 
0.21 
0.068 
0.019 
0.0072 

m3

2.55 (25) 
8.60 (24) 
1.85 (24) 
3.71 (23) 
8.32 (22) 

2.25 (22) 
7.26 (21) 
2.08 (21) 
4.42 (20) 
5.90 (19) 

7.80 (18) 
3.10 (17) 
6.40 (16) 
2.41 (16) 
1.32 (16) 

8.40 (15) 
1.31 (15) 
2.77 (14) 
7.29 (13) 
2.28 (13) 
8.14 (12) 

mm Hg 

760.00 
198.80 
41.50 
8.89 
2.25 

0.66 
0.19 
4.52 (-2) 
7.56 (-3) 
1.02 (-3) 

1.60 (-4) 
1.53 (-5) 
5.63 (-6) 
3.01 (-6) 
1.88 (-6) 

1.22 (-6) 
1.92 (-7) 
4.25 (-8) 
1.19 (-8) 
3.98 (-9) 
1.53 (-9) 

28.966 
28.966 
28.966 
28.966 
28.966 

28.966 
28.966 
28.966 
28.97 
28.97 

28.90 
28.71 
28.45 
28.04 
27.36 

26.32 
21.95 
19.56 
18.28 
17.52 
17.03 

km 

8.43 
6.55 
6.39 
6.83 
7.73 

8.42 
7.61 
6.34 
4.98 
5.00 

6.05 
14.62 
26.46 
38.35 
44.93 

48.12 
60.28 
72.48 
85.04 
101.6 
113.0 

* Scale height calculated using eq (1.6). 
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Table 1.4. Model atmosphere 

(After Norton, VanZandt. and Denison (4]). 

h T H M p p 10] |O>) [N.I 

km 

100 
105 
110 
120 
130 

140 
150 
160 
170 
180 
190 

200 
210 
220 
230 
240 
250 

260 
270 
280 
290 
300 

°K 

199 
218 
235 
287 
367 

478 
606 
724 
822 
908 
983 

1048 
1106 
1157 
1202 
1242 
1277 

1309 
1337 
1363 
1386 
1407 

km 

6.89 
7.55 
8.15 
10.60 
14.37 

19.67 
25.99 
32.00 
37.37 
42.19 
46.67 

50.62 
54.28 
57.77 
60.79 
63.65 
66.22 

68.68 
70.80 
72.95 
74.88 
76.61 

dyne /cm* 

25.27 
25.27 
25.27 
23.83 
22.53 

21.51 
20.74 
20.16 
19.68 
19.29 
18.95 

18.66 
18.41 
18.19 
17.99 
17.82 
17.66 

17.52 
17.39 
17.27 
17.17 
17.07 

dyne/cm* 

2.93 (-1) 
1.47 (-1) 
7.73 (-2) 
2.62 (-2) 
1.16 (-2) 

6.40 (-3) 
4.12 (-3) 
2.91 (-3) 
2.18 (-3) 
1.70 (-3) 
1.36 (-3) 

1.10 (-3) 
9.12 (-4) 
9.63 (-4) 
6.44 (-4) 
5.49 (-4) 
4.70 (-4) 

4.06 (-4) 
3.51 (-4) 
3.06 (-4) 
2.67 (-4) 
2.34 (-4) 

gm /cm1

4.48 (-10) 
2.04 (-10) 
1.00 (-10) 
2.61 (-11) 
8.57 (-12) 

3.47 (-12) 
1.70 (-12) 
9.76 (-13) 
6.29 (-13) 
4.34 (-13) 
3.14 ( — 13) 

2.36 (-13) 
1.83 (-13) 
1.44 (-13) 
1.16 6 —13) 
9.47 (-14) 
7.83 (-14) 

6.53 (-14) 
5.50 (-14) 
4.66 (-14) 
3.98 (-14) 
3.42 (-14) 

cm~* 

2.66 (12) 
1.21 (12) 
5.94 (11) 
2.40 (11) 
1.07 (11) 

5.33 (10) 
3.01 (10) 
1.92 (10) 
1.34 (10) 
9.89 (9) 
7.57 (9) 

5.96 (9) 
4.79 (9) 
3.92 (9) 
3.25 (9) 
2.72 (9) 
2.30 (9) 

1.96 (9) 
1.69 (9) 
1.45 (9) 
1.26 (9) 
1.10 (9) 

cm~* 

6.49 (11) 
2.96 (11) 
1.45 (11) 
2.90 (10) 
7.37 (9) 

2.38 (9) 
9.63 (8) 
4.69 (8) 
2.60 (8) 
1.56 (8) 
9.86 (7) 

6.52 (7) 
4.44 (7) 
3.11 (7) 
2.22 (7) 
1.61 (7) 
1.19 (7) 

8.85 (6) 
6.66 (6) 
5.06 (6) 
3.87 (6) 
2.98 (6) 

cm~l

7.37 (12) 
3.36 (12) 
1.65 (12) 
3.92 (11) 
1.15 (11) 

4.13 (10) 
1.81 (10) 
9.46 (9) 
5.55 (9) 
3.50 (9) 
2.32 (9) 

1.60 (9) 
1.14 (9) 
8.29 (8) 
6.15 (8) 
4.62 (8) 
3.53 (8) 

2.72 (8) 
2.11 (8) 
1.66 (8) 
1.31 (8) 
1.04 (8) 
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1.4. FORMATION OF IONIZED LAYERS 

1.4.1. Ion Production 

Ions are believed to be produced in the earth’s atmosphere partly 
by cosmic rays but mostly by solar radiation. The latter may include 
particle radiation (during storm periods), ultraviolet light, and x rays. 
By far the predominant agent appears to be solar ultraviolet light and 
soft x rays. With a suitable atmospheric model together with a knowledge 
of the solar flux, absorption cross section, and ionization efficiency of 
the various constituents, it is possible to compute the rate of ion produc¬ 
tion in the atmosphere. Some relevant photoionization data are included 
in table 1.5 for the major constituents of the E and F regions; i.e., O, O2, 
and N2. The ionization efficiency (ion pairs per photon absorbed) is the 
ratio of the ionization cross section to the absorption cross section. For 
a more extensive discussion of this subject, the reader is referred else¬ 
where [1, 5, 6]. 

1.4.2. Ion Disappearance 

When electrons are produced in the upper atmosphere, they tend 
to reunite with positive ions (recombination) and to attach themselves 
to neutral molecules to form negative ions such as 02_ (attachment). 
The O2~ ion is later neutralized by further reactions. Electrons can also 
leave a given volume by moving out of it (diffusion and/or drift). 

For our present purposes we shall consider recombination and at¬ 
tachment only. Let the number densities of electrons, of positive ions, 
and of molecules to which attachment is possible be denoted by Nie), 
N(A+), and N(A), respectively. The rate at which electrons are lost by 
recombining with positive ions is given by 

dN(e) 
—~=~aNMN(A+-), (1.8) 

where a is the recombination coefficient. If we assume that there are 
few negative ions compared with the electron concentration, we have 
N(e)~N(A+) so that 

dN(e) 
dt 

a|N(e)p. (1.9) 
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Consider the process of attachment; the rate of disappearance will be 
proportional to both electron concentration and the neutral atom con¬ 
centration, that is 

d N(e) 
? ' = -bN(e)N(A), (1.10) 
dt 

where b is a constant of proportionality. If we assume that the number of 
neutral molecules is enormously greater than the number of electrons, 
so that it does not change appreciably when a few of the atoms are con¬ 
verted into negative ions, we may write 

yN(e)--0N(e), (1.11) 
at 

where 0 is known as the attachment coefficient. For a fuller discussion of 
this subject, the reader is referred to other works on the subject Q6]. 
The coefficients a and ß may vary with height because the reactions 
usually involve three bodies rather than two. 

The rate of change of electron density N is, therefore, given by 
the following continuity equations for the cases of recombination and 
attachment, respectively: 

dN 
— = q-aN\ (1.12) 
dt 

dN 
- = q-ßN, (1.13) 
at 

where q is the rate of electron production, i.e., number of electrons pro¬ 
duced per second. 

It should be noted here that if electrons are produced at a rate q 
and are lost by attachment to neutral atoms to form negative ions, and 
if these ions are subsequently lost by ionic recombination, it can be shown 
that the continuity equation assumes the form 

dN 
-J^qett — aeftN2, (1.14) 
dt 

where qett and aen are effective rates of production and disappearance 
[6]. Thus the net effect is to make the process appear as simple recom-



Table 1.5. Photoionization data 

(After Norton, VanZandt, and Denison (4]). 
© 

XX 

Solar flux Absorption 
cross Section X10+l * Ionization efficiency 

XX 

^xio-« 
(ph/cm* sec) 

Identification ao *Oï (cm1) 
°Nî no no j 

(ion 
pairs/photon) 

nN« 

Ã 
1206 
1030-1000 
1026 
1006 
1000-900 
993-990 
977 
973 
950 
937-912 
912-900 
900-840 
885-865 
835-833 
790-788 
780-770 
704-702 
630-625 
610 
581 
554 
553-501 
500 
465 
368 
360 
335 
323-310 

53 
6 

25 
7 

20 
3 

37 
4.3 
3.5 
10 
30 
32 
18 
5.7 
3.0 
3.7 
2.8 
9 
4.4 
10 
3.2 
1 
2.9 
1.9 
4.1 
3 
3.1 
2 

Si in 

H 1 Ly/3 

N ill 
C in 
H I Lyy 
H I Lyi 
H I Lye ... 
H I Ly cont. 
H I Ly cont. 
H I Ly cont. 
O il, O in 
O IV 
Ne VIII 
O in 
O V, Mg X 
Mg X 
He i 
O IV 
He i, O in 
Si XII 
Ne vil 
Mg ix 
Fe XVI 
Fe XVI 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2.6 
2.8 
2.9 
3.2 
3.3 
3.4 
8.1 
12 
12.5 
13 
13 
13 
13 
13 
10.3 
9.8 
8.8 
8.5 

15 
1.3 
1.9 
1.9 
5.0 
3.0 
3.7 

40 
5.6 
9.0 
7.5 
7.0 
8.5 
10 
23 
17 
25 
25 
23 
22 
30 
28 
28 
25 
17 
17 
17 
17 

0 
0.1 
0.005 
0.03 
1.0 
1.0 
0.9 

300 
8.0 
6.0 
4.0 
5.0 
5.0 
2.1 

15 
25 
19 
18 
15 
19 
25 
16 
14 
15.5 
13 
12 
10 
8.5 

0 
0 
0 
0 
0 
0 
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bination. The effective recombination coefficient aeu becomes relatively 
large in the lower (D and E) regions of the atmosphere. 

Another set of reactions which is thought to be of importance in the 
upper atmosphere is electron disappearance first by atom-ion exchange 
between a neutral molecule (X Y) and the positive ion M+), followed by 
recombination between an electron and the XA + ion: 

Production T-(-photon—*A+-f-e, (a) 

Loss 
A++XY->XA++ Y, (b) 

XA++e-*X'+A'. (c) 

(1-15) 

The primes indicate that the atoms X and A may be left in excited states. 
With these reactions it can be shown Q6] that, if the number density 

of XT is high in the F region and low in the E and 1) regions (as is thought 
to be the case if A represents atomic oxygen and XT molecular oxygen), 
the continuity equation takes the form 

dN 
— = q—ßetiX, 
dt 

(1-16) 

where ß^tt is an effective attachment coefficient. 
We now see that the forms of the continuity equation may not be 

those expected from simple recombination and attachment. 

1.4.3. Formation of a Chapman Layer 

The simplest type of ionized layer that can be deduced from theo¬ 
retical considerations is known as a Chapman Layer p]. The derivation2 

is based on the following assumptions: 

(1) An atmosphere with only one type of gas. 
(2) Plane stratification. 
(3) A parallel beam of monochromatic ionizing radiation from the 

sun. 
(4) An isothermal atmosphere. 

To start with, let us invoke assumptions (1), (2), and (3) only. 
Let the ionizing radiation of intensity Sœ be incident, at a zenith angle 

* Due to Dr. T. E. Van Zandt. 
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Figure 1.2. Absorption of radiation in a slab of gas. 

X, on the top of the atmosphere. As the radiation is absorbed, as it pene¬ 
trates into the atmosphere, its intensity diminishes. Let S be the energy 
flux at a height h and S+dS the flux at a height h+dh as sketched in 
figure 1.2. Let a be the absorption cross section of the atoms of the gas 
and N their number density. The energy absorbed dS in a cylinder of 
unit cross section and axis parallel to the direction of the incident beam 
is given by 

dS = SaN dh sec x- (1-17) 

Note that (1.17) merely states that the energy absorbed is proportional 
to the total cross section and to the intensity of the incident radiation. 
Upon integration we obtain 

where 

sec X Na dh= — T sec X-

^Na dh 

(1.18) 

(1-19) 

is the optical depth of the atmosphere down to the height h. The minus 
sign arises because t increases in the opposite direction to h. 
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At great heights, S—>Sœ as r—>0 and (1.18) gives 

S= S„ exp (—T sec x). (1.20) 

The energy absorbed per unit volume is given by 

dS 
dh sec X 

= N<rS = exp (—rsecx). (1.21) 

Let rj be the number of ion pairs produced per unit quantity of energy 
absorbed, i.e., the ionization efficiency. The number of ion pairs pro¬ 
duced per unit volume per second is 

?(x, h) exp (-rsecx). (1.22) 

Now risa function of x and h. Using (1.1), (1,2), and (1.3), we 
obtain 

T = a pN dh = — Í dp = — = r̂ = al\ H. (1.23) 
•'co mg J mg mg 

Substitution of (1.23) into (1.22) yields 

T S 
q(x, h) =^77 V exp (1 —r sec x), (1-24) 

where e = 2.718 • • •. Note that we have neglected the variation of g with 
height. 

Notice that (1.24) holds for any temperature distribution. To obtain 
Chapman’s formula we invoke assumption (4), an isothermal atmosphere, 
where H is independent of height. 

We can define a quantity z by the relation 

z = — In t, (a) 
i.e., 

r= exp (-z). (b) 
(1.25) 

Substitution of (1.25b) into (1.24) gives 

S i) 
z) =—~ exp {1 —z— sec x exp (-z) | 
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(1.26) 
= go exp {1 —z— sec X exp (~z) h (b) 

where 

(1.27) 

is the rate of production of ion pairs at the level z=0 when the sun is 
overhead, i.e., when to= 1, and where to is the value of r at the level z = 0. 
From (1.23), (1.25b), and (1.4a) we get 

i.e., 

T p 
exp ( — z) = — = — = exp 

to po 

h — htX 
IT /’ 

h-h0
Z H 

(1-28) 

The reference height ha is, therefore, the height of maximum ion pro¬ 
duction when the sun is overhead. 

If, in (1.26b), we replace z by z— In sec x and put x = 0» we obtain 

ç(zo, z—In sec x) =sec X ?(x, z). (1-29) 

Equation (1.29) gives us an important scaling rule. That is, the curve 
g(x, z) has the same shape as q(0, z), but is moved upwards by In sec x 
and is diminished by cos x- The height of the peak of ion production 
Zm or hm is given by 

z„= In sec x, (a) 
or (1.30) 

hm — h0+H In sec x- (b) 

The variation of g(x) for various values of z is shown in figure 1.3. 
It can be seen that the use of a logarithmic scale for q makes the shapes 
of the q curves identical. The peak rate of production is given by 

qm = qocosx- (1-31) 

The intensity of the ion production is determined by the flux of ionizing 
radiation and the efficiency tj. Changing the flux does not alter the height 
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Figure 1.3. Normalized rate of photoionization q{z)/q^ and electron density N(z)/Ns 
according to Chapman theory. 

(After T. E. VanZandt and R. W. Knecht, 1964, Ch. 6, Space Physics, John Wiley à Sons.) 
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of maximum production. Thus, if there are several wavelengths present 
in the incident radiation for which the ionization coefficients are markedly 
different, several distinct layers will result. The most strongly absorbed 
radiation produces the uppermost layer and vice versa. Likewise, different 
ionized layers would result with different gases in the atmosphere. 

1.4.4. Electron Density Distribution 

To determine the electron density distribution, we must assume some 
process of electron disappearance. Under certain circumstances the left¬ 
hand sides of (1.12) and (1.13) are small (quasi-equilibrium conditions). 
If, therefore, the loss of ions is due to a recombinationlike process, then 
q = aN2 and 

N—No exp |{ 1 — z— sec x exp (— z) ), (L32) 

where a is independent of height and 

N^. (1.33) 
a 

The peak density 

_ qo COS X 
= ~-- (1.34) a 

and the height of the peak is given by (1.30). 
When the loss process is "attachmentlike,” which is independent of 

height, we have 

q=ßN, (1.35) 

which gives 

N=N' exp {1 — z— sec x exp ( — z)}, (1.36) 

where 

N’=^. (1.37) 
ß 

This gives 

7Vm„ = ^cosx. (1-38) 
ß 
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If we assume that ß depends directly on the molecular density, 

q = ßuN exp ( —z), (1.39) 

where ßo is the value of ß at the level ho. This gives, for the electron density 
distribution, 

N=N0 exp {1— sec x exp (—z) }. (1.40) 

This type of ion distribution has no maximum for the steady state except 
at very great heights where saturation occurs because all the molecules 
are. ionized. Hence we see that with recombination the maximum electron 
density varies as cos* x whereas with attachment it varies as cos x- It 
is of interest to note that the maximum densities in the E and Fi layers 
tend to follow the cos* x law, as will be seen later. 

It is of interest to examine the dependence on height of the solar 
control of a Chapman layer. Low down in the layer, below the peak, z 
is negative and so the term sec x exp ( — z) is relatively large so that there 
will be a marked solar control of the diurnal variation. This is illustrated 
in figure 1.4 by the z= —4 curve. On the other hand, high up in the layer 

Figure 1.4. Ion production as a function of solar zenith angle. 

I After T. E. VanZandt and R. W. Knecht. See fig. 1.3.) 
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where z is positive and large, the sec x exp ( — z) term is small and so the 
production increases rapidly near sunrise and remains almost constant 
until sunset, when it drops rapidly (fig. 1.4, curve z=4). This is the type 
of diurnal variation to be expected when electron production is due to 
photodetachment of electrons from negative ions by visible light. 

Although the theory given above is useful for purposes of discussion, 
it should be borne in mind that, in practice, almost all the basic assump¬ 
tions need qualification. Thus the earth’s atmosphere consists of several 
species of gases, and the incoming radiation has a broad spectrum. The 
assumption of an isothermal atmosphere is certainly invalid. 

Cos y can be found for any location on the earth from the following 
equation: 

cos x= sin 0 sin á+ cos <f> cos 5 cos h, (1-41) 

where 0 is the geographic latitude, ó is the solar declination, and h is the 
local hour angle of the sun measured westwards from apparent noon 
(mean noon corrected for the equation of time and the standard time used 
at the location). Tables of hourly values of cos x from sunrise to sunset 
for the fifteenth day of each month for most of the ionospheric vertical 
incidence sounding stations are giver) in the URSI Ionosphere Station 
Manual £8J. 

Near grazing incidence (x greater than about 80°), the assumption 
of plane stratification breaks down, and it is necessary to replace sec x 
by the Chapman function of C/i(R+z, xK where R = Ça+h) /H. Tables 
of Ch(R-\-z, x) have been published by Wilkes [9]. 

Finally, it should be realized that the recombination coefficient 
(effective) is not independent of height. In view of all the above qualifi¬ 
cations, it is remarkable that the E and Ft layers behave approximately 
as predicted. 

1.5. THE EARTH’S MAGNETIC FIELD3

1.5.1. The Dipole Field 

To a first approximation, the earth’s magnetic field is that of a sphere 
uniformly magnetized in the direction of the centered dipole axis. The 
centered dipole axis cuts the surface of the earth at two points A and B 
known as the south and north dipole poles, as shown in figure 1.5. The 

• Based on a lecture by Dr. S. Chapman. 
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Figure 1.5. Earth's dipole magnetic poles. 

A—austral pole; B—boreal pole. 

best fit between the earth-centered dipole and the actual magnetic field 
is obtained by taking A at 78.3°S, 111°E and B at 78.3°N, 69°W. It 
will be seen that the axis of the dipole does not coincide with the axis 
of rotation. The plane through the center of the earth 0 perpendicular 
to BA is called the dipole equatorial plane, and the circle in which it 
cuts the sphere is called the dipole equator. Dipole latitude is reckoned 
relative to this equator. The semicircles joining B and A are called the 
dipole meridians; the one passing through the dipole and south geo¬ 
graphic pole is chosen as the zero of dipole longitude A. The relationships 
between the dipole coordinates (<ï> the latitude and A the longitude) 
and the corresponding geographic coordinates (0, X) at a point P are 
given by 

sin 4>= sin <t> sin </>0+ cos </> cos cos (X —Xo) 

. cos <£ sm (X —Xo) 
sin A = -

cos 4> 

(1-42) 

(1.43) 

where and Xo are the geographical latitude and longitude of the north 
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dipole pole (<^ = 78.3ON, Xo = 291.O°E). The magnetic potential V of the 
dipole, of moment M at any point P whose position vector relative to 
0 is r, is given by 

k=—r= 
r3

M sin d> 
r2

(1.44) 

where 4> denotes the dipole latitude. This is also the potential of the 
external field of the uniformly magnetized sphere. 

The radial (vertical) component Z of the field, reckoned positive 
when inw ard, is given by 

„ dV 2M sin 4> 
~dr~ P 

(1.45) 

The horizontal (tangential) component H at P lies in the meridian 
through P and is directed towards B. It is given by 

d V M cos 4> 
rd$ r3

(1-46) 

The magnetic dip or inclination I is given by 

Z 
tan Z= —= 2 tan d>. 

H 
(1.47) 

Because this is independent of r, the dip is the same at all points along 
any radius OP. Note that I is positive when the field direction is below 
the horizontal. Also, 

F*=H2+Z2. (1.48) 

At the pole B, F=Z, and at the equator, F=H. Let Ho denote the equa¬ 
torial value of H at the surface of the sphere (r=a). Then we have the 
following relationships: 

H= Ho cos d>, (a) 

Z=2Ho0Jsin4>, (b) (1.49) 

F=H0^ (l+3sin24>)‘. (c) 
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Figure 1.6. Lines of force and of equal intensity of a uniformly 
magnetized sphere. 

(After S. Chapman, 1964, Geophysics—The Earth’s Environment, Part III, 
Solar Plasma, Geomagnetism and Aurora, Gordon and Breach, N.Y.) 

It will be seen, from (1.49), that the magnetic intensity at the poles is 
twice that at the same radial distance (height) at the equator. 

The lines of force of the dipole field are given by dr/Z^rtä/Fl-, 
hence their equation is 

r—ka cos2 4. (1.50) 

Here k is the equatorial radius measured in earth radii. The product ka 
is the distance at which the line of force crosses the equatorial plane. The 
points where it meets the sphere are given by 4> = 4>0 and $ = — 4>0 where 
cos <ï>o = k~^. 

The lines of force, together with the isosurfaces of F (on which F 
is constant), are given by 

r=k'a (1+3 sin2 i)*, (1-51) 

and are shown in figure 1.6. The parameter k' of the F isosurface is thus 
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related to the value of F for the surface: 

k^Ho/F)*. (1.52) 

It is interesting to note that the strength of the magnetic field decreases 
as the cube of the distance from the earth’s center. Thus at one earth 
radius above the surface, the field is only 0.125 of that at the surface. 
Thus it may be important to consider the variation of field strength when 
large distances are involved (e.g., earth-space propagation). 

1.5.2. The Real Field 

The magnetic intensity F at any point P on the earth’s surface can 
be specified by its downward vertical component Z and its vector hori¬ 
zontal component H, or by H and the angle I by which F dips below the 
horizontal. On the earth, the direction of H is specified by the angle D 
between H and the geographic north; D is called the magnetic (or com¬ 
pass) declination and is reckoned positive if eastward. The northward 
and eastward components of H are denoted by X, Y, respectively, and 

tanD = ^, X=HcosD, Y=H sin D, H^X'+Y1. (1.53) 
-A 

The seven quantities F, Z, H, I, D, X, and Y are called the magnetic 
elements, and any set of three independent elements serves to specify 
F; i.e., 

F, I, D-, H, I, D; H, Z, D; X, Y, Z. (1.54) 

The elements F, H, Z, and I are called intrinsic because their only refer¬ 
ence to direction is to the natural direction characteristics of P, namely, 
the vertical. The other three elements, D, X, Y, are called relative be¬ 
cause they are defined relative to the geographical (or rotational) axis 
NS, which has no necessary relation to the geomagnetic field. 

In geomagnetism, field intensity is measured in gauss units T, despite 
the internationally agreed use of the term oersted for intensity and 
gauss for induction. A smaller unit, the gamma (y), is used, especially 
in connection with the variations in the geomagnetic field where 

iv=io-6r. (1.55) 
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Figure 1.7. World map of total magnetic intensity (F). 

(After J. C. Cain and J. R. Neilon, 1963, J. Geophys. Res. 68, 4689.) 
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Figure 1.8. World map of magnetic dip (I). 

(After J. C. Cain and J. R. Neilon, 1963, J. Geophys. Res. 68, 4689.) 
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In practice, the magnetic field of the earth departs somewhat from 
that of a uniformly magnetized sphere. Maps have been prepared showing 
the distribution of the various magnetic elements over the earth’s sur¬ 
face. The worldwide variation of the total intensity F is shown in figure 
1.7 and of the magnetic dip I in figure 1.8. Both of these elements are of 
importance in ionospheric radio propagation. From the latter figure it 
will be seen that the magnetic dip poles Pn (north) and Ps (south) are 
not at opposite ends of a diameter. Their locations are not accurately 
known because they move around. Approximate positions for 1945 were: 

PN 76.0°N; 102.0° W 

Ps 68.2°S; 145.4°E 

The antipode of Ps is about 1600 km from Pn, and the line PnPs misses 
the earth center by about 1150 km. 

The distribution of the earth’s magnetic potential V (from which 
the vector field can be derived) can be expressed by a mathematical 
process called spherical harmonic analysis [10J. The potential V can be 
expressed as a sum of orthogonal functions of the type 

P”(cos 6) (a” cos s'n "<X), 

where 0 is the north co-latitude (i.e., angular distance from the north 
pole) and X is the east longitude. The functions P” have been tabulated 
[11]. Using this technique, it has been shown that most of the field orig¬ 
inates from within the earth. A small part (less than 0.1 percent) has 
its origin outside the earth. 

1.5.3. Magnetic Variations 

Owing to electric currents flowing above the earth’s surface, the 
magnetic field at any point on the surface varies diurnally, seasonally, 
and with solar activity. The net variation at the earth’s surface is due 
partly to the external currents and partly to induced earth currents. 
Days on which the transient magnetic variations are "smooth” and 
regular are called ç days, ç signifying magnetically quiet. The others, 
d days, are said to be magnetically disturbed. 

On q days the magnetic variations proceed mainly according to 
local solar time, but they also contain a part, usually small, controlled 
by the moon. These two parts are called the solar daily and the lunar daily 
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magnetic variations. They, and the fields of which they are the mani¬ 
festation, are denoted by S, and L ( S— solar, L = lunar). Both are caused 
by currents flowing in the ionosphere, mainly in the E layer. An example 
of a quiet day magnetogram for a middle latitude station is given in 
figure 1.9. 

The S, currents are stronger by day than by night, stronger in 
summer than in winter, and about 50 percent stronger at sunspot maxi¬ 
mum than at sunspot minimum. 

Of particular interest, from the point of view of the ionosphere, is 
the concentration of enhanced currents in a narrow strip along the mag¬ 
netic equator which is known as the "equatorial electrojet.” 

During a magnetic disturbance, additional currents circulate in the 
ionosphere. They are superposed on the S, and L currents. Unlike the 
latter, they are strong in high latitudes and are often stronger over the 
night than over the dav hemisphere. They are denoted by DP (D = dis¬ 
turbance, P= polar). They are especially concentrated along the auroral 
zones (i.e., the region of overhead visible aurora), and hence the currents 
there are called the auroral electrojet. A strong auroral electrojet may 
carry a current of the order of a million amperes. The return current flows 
mainly over the polar cap, but some flows between the north and south 
auroral zones. The DP currents are believed to be one of the many effects 
caused by the impact of a solar stream or cloud of ionized gas upon the 
earth’s magnetic field. Some of the gas finds its way into the polar at¬ 
mosphere and causes the luminescence of the aurora. A magnetogram 
taken during a magnetic storm is shown in figure 1.10. 

Many magnetic storms, particularly the big storms, begin suddenly 
and almost simultaneously, to within a minute, all over the earth. The 
sudden commencement is ascribed to the impact of solar ionized gas on 
the outer part of the geomagnetic field, at a distance of several earth 
radii. 

Though much of the solar gas is turned away from the earth, some 
is trapped by the field and the trapped particles spiral round the lines 
of force, between the northern and southern hemispheres; they also drift 
round the earth under the influence of the magnetic field. The total 
motion is equivalent to an electric current in the form of a ring around 
the earth. The net effect at the earth is to decrease the horizontal field, 
and in many storms the decrease soon overpowers the initial increase. 



Figure 1.9. Sample magnetogram taken on a quiet day. 

;arth’s atmosphere, geomagnetism, and the sun 



Figure 1.10. Sample magnetogram taken during a magnetic storm. 
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1.5.4. Magnetic Indices 

The degree of magnetic disturbance during each Greenwich day is 
indicated by a variety of indices, according to internationally adopted 
plans.4 Many magnetic observatories throughout the world take part in 
these plans. They assign local indices of magnetic activity. These are 
sent to an international center at De Bilt, The Netherlands. This is 
linked with a Permanent Service of Geomagnetic Indices at Göttingen, 
Germany.6 There the local indices are used as the basis for world indices. 

Each participating observatory assigns to each Greenwich day its 
own "daily figure” C. This is one of the numbers 0, 1, or 2, to indicate 
ascending degrees of disturbance of its records. This local daily index 
is assigned by simple inspection of the records. Naturally there are many 
borderline cases where the choice between 0 and 1, or between 1 and 2, 
is difficult; but the choice is made. 

The values of C from all observatories for each day are averaged to 
one decimal place. This gives C„ the "international daily character figure.” 
It provides a 21-fold classification of Greenwich days, from 0.0 on days 
of extreme calm, to 2.0 on days that are magnetically highly disturbed. 

By a more detailed and precise method, a local index K is assigned 
to each three-hourly interval of Greenwich time, 0-3, 3-6, • • • ; K is one 
of the integers 0 to 9, giving a tenfold classification of these intervals. 
The records of the three elements are examined, and for each an estimate 
is made of the range r during the interval, allowing for the part of the 
change caused by S, and L and, when necessary, by SFE ( S, current 
augmented by solar flare effect) and the recovery phase of the ring cur¬ 
rent field. Such allowance calls for experience and judgment. The largest 
of the three ranges is taken as the basis for K; the element concerned 
may vary from interval to interval, or from one observatory to another. 

For each observatory a table is assigned, giving limits of r corre¬ 
sponding to each of the ten values of K. The lower limit of r for K = 9 
may have any of the values 300, 350, 500, 600, 750, 1000, 1200, 1500, 
and 2000 y. The first applies to very-low-latitude observatories (outside 
the belt of the equatorial electrojet; sec. 1.5.3). The last applies to the 
most disturbed stations, in the auroral zone. The limit 500 refers to 
stations in about geomagnetic latitude 50°. The table for this latitude is 

4 The plans are under the auspices and supervision of the Committee on Characterization of Magnetic 
disturbances of IAGA (International Association of Geomagnetism and Aeronomy), a part of IUGG 
(International Union of Geodesy and Geophysics); the present Chairman is J. Bartels. 
4 Addresses: C+K Centre, Kon. Ned. Meteor. Inst., De Bilt, The Netherlands; and Geophysikalisches 

Institut, 180 Herzberger Landstr., (34) Göttingen, Germany. 
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as follows: 

Range of r: 0 5 10 20 40 70 120 200 330 500 

K: 0 1 2 3 4 5 6 7 8 9 

For other latitudes, the lower values of the range limits of r are scaled 
up or down proportionately to the lower limit for K = 9. 

The C and K figures for some observatories appear currently in their 
own or other publications. A volume containing the complete set for all 
participating observatories, together with much other data, including 
the world indices, is published annually as an issue of IAGA Bulletin 12. 
These volumes, formerly issued as IATME6 Bulletins 12, are now dis¬ 
tributed by the North Holland Publishing Co., Amsterdam, from whom 
information as to the availability of back issues can be obtained7. 

The values of K for any one observatory show statistically a daily 
variation, depending on its local time. To obtain a world index this local 
influence must be eliminated. Corrected or standardized values K, of K 
are prepared at the Permanent Service at Göttingen for each of 12 selected 
observatories, northern and southern, lying between geomagnetic lati¬ 
tudes 48° and 63°. The mean of the 12 values of K, for these 12 observa¬ 
tories is denoted by Kp, and is called the planetary 3-hr index; it is ex¬ 
pressed in a scale of thirds. 

0o, 0+, 1-, lo, 14-, 2-, 2o, 9—, 9o. 

Thus it is a 28-fold classification. 
By cooperation between De Bilt and Göttingen, it is possible to issue 

monthly tables of Kp before the end of the following month. The values 
are also published in the CRPL F Series, Part B, Solar-Geophysical Data 
and in the Journal of Geophysical Research. Quarterly Bulletins con¬ 
taining the Kp figures and other magnetic data are issued from De Bilt. 
A sample table of Kp indices is given in table 1.6. 

Along with the values of Kp, values of two daily world indices Ap 

and Cp are given. These are derived from the eight values of Kp for each 
day. The values of Cp range like those of C„ from 0.0 to 2.0 at intervals 
of 0.1. A table of range limits for the daily sums of Kp has been formed, 
such that the frequency distributions of C, and Cp for the 10 years 1940-49 

8 IATME signifies International Association of Terrestrial Magnetism and Electricity, the former 
name of IAGA. 
1 This publication and the work of the two centers for geomagnetic indices, at De Bilt and Göttingen, 

are sponsored by ICSU (International Council of Scientific Unions) with financial support from UNESCO. 
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Table 1.6. Geomagnetic activity indices (June 1963) 

Mean: 0.59 Mean: 11 

Values Kp 

June 
1963 

c 
Three-hour Gr. interval 

1 2 3 4 5 6 7 8 

Sum Ap Final 
selected 

days 

1 
2 
3 
4 
5 

6 
7 
8 
9 
10 

11 
12 
13 
14 
15 

16 
17 
18 
19 
20 

21 
22 
23 
24 
25 

26 
27 
28 
29 
30 

0.6 
0.7 
0.4 
0.2 
0.0 

1.1 
1.5 
0.8 
0.6 
0.4 

0.4 
0.1 
0.3 
0.2 
0.6 

0.1 
0.8 
1.1 
0.7 
0.9 

0.4 
0.1 
0.1 
0.3 
1.1 

1.3 
0.9 
0.7 
0.6 
0.8 

2 + 2 + 2o 3 + 3 + 1 — 1+3 — 
2o 3o 2+2+ 3- 3o 2+ lo 
2- 2- 2o 2o 2+ 1- 2- 2-
lo lo 3-1- 1+1- 1-1-
0+ lo Oo 0+ 0+ 1- 0+ 0 + 

Oo 1 — 0+ lo 1+ 2+ 5 — 6 — 
7o 6- 5- 3+ 4— 4- 3+ 4o 
2o 2o 2o 3o 2 — 3 — 3 — 4 + 
3+ 3- 2+ 3- 2+ 2— 1+ 2o 
1+ 1- lo 2- 2- 1+ 2o 1 + 

2o 2 + 1 + lo lo 2 + 1 + 1 + 
2— 2o lo 2— 0+ lo 1+ 1-
2o 1+ lo 2— 1+ lo 1+ 2-
3— Oo lo 2o 2 — 2o 0 + 1 + 
2- 3+ 3+ 1+ 1+ 1+ 2- 2o 

0+ Oo Oo 0+ Oo 2- 1+ 1 + 
2+ 2— 2+ 2o 2+ 3o 2+ 2 + 
lo 3+ 3— 3o 4+ 3o 5o 4o 
3+ 3- 2— 1- 2- 2+ 3+ 3-
4o 3o 3o 3o 2+ 2o 2o 2 — 

2+ 2+ 3- 3o 0+ 1+ 1+ lo 
2-2-1+10 lo lo 1- lo 
lo 1- 1- 1+ 0+ lo lo lo 
0+ 1+ 2— lo 2+ 3- 1+ 2o 
3o 4o 4+ 3- 2+ 2+ 4o 5+ 

6- 5- 5o 3+ 2+ 2o 2+ 3-
4— 4o 3+ 3o 2+ 1- 4— 3o 
3- 2— 3+ 3o 3- 3+ 3o 1 + 
1+ lo 2+ lo 2o 3+ 3+ 2 + 
2+ 3- 3- 2+ 2+ 2o 4— 2 + 

20o 
19 — 
14 — 
9-
3 + 

16o 
35 + 
20 + 
18 + 
llo 

13 — 
10-
11 + 
Ho 
16o 

5o 
18 + 
26 + 
18 + 
21o 

14 + 
9 + 
7o 
13 — 
28o 

28o 
24 — 
21o 
17 — 
20 + 

11 
10 
6 
5 
2 

16 
43 
12 
10 
5 

6 
5 
5 
5 
9 

2 
9 

21 
10 
13 

8 
4 
4 
6 

23 

26 
16 
13 
9 

11 

Five 
quiet 

4 
5 

16 
22 
23 

Five 
disturbed 

7 
18 
25 
26 
27 

Ten 
quiet 

4 
5 
10 
11 
12 
13 
14 
16 
22 
23 

are nearly identical. The indices of C, and Cp are approximately logarith¬ 
mically related to the ranges r of the magnetic elements during the dis¬ 
turbance (corrected for S and L). The indices Ap are more nearly linearly 
related to these ranges. 

The planetary index Kp is designed to measure solar particle radi¬ 
ation by its magnetic effects, specifically to meet the needs of research 
workers in the ionospheric field. 

The K tables for the individual observatories, in the IAGA Bulletins 
12, give a very detailed indication of the incidence, in time and place, 
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Figure 1.12. Location of the northern zone of maximum frequency of occurrence of 
overhead aurora on magnetically quiet and on magnetically disturbed days. 

(After Y. I. Feldstein, Investigations of the Aurora, Moscow, 1960.) 

of the magnetic effects of the solar eruptions. The Kp, Cp, Ap, and Ci 
tables give a concise indication of the overall world effects [11]. These 
tables are now available from the time of the Second International Polar 
Year (1932/3) to date. The tables of Ci go back still further. Details 
regarding these publications are given in Bulletin 12(1) (pp. iv and 268); 
see also IGY Annals, vol. 4, pp. 227-236, where also, on pp. 220-226, 
an account is given of the quarter-hourly indices Q to be issued, covering 
the period of the IGY. These will permit studies of correlations between 
magnetic disturbance and other phenomena in much more time detail 
than is possible with the daily and three-hourly indices. 
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Figure 1.13. South auroral zone. 

(After O. Schneider, 1961, Instituto Antárctico Argentino 55, Buenos Aires.) 

Finally, note in this connection the publication of diagrams (Bartels’ 
"musical scales”) graphically illustrating the sequence of the K„ values, 
figure 1.11. These are arranged in rows so as to show the 27-day recur¬ 
rence tendency of magnetic disturbance, arising fi, ji the solar rotation. 
The diagrams are issued monthly along with the Kp tables, in time to be 
helpful in making 27-day recurrence forecasts. 

The monthly diagrams issued during the IGY have been combined 
into a diagram for the whole IGY period, and since then annual diagrams 
have been issued (see Bulletins 12 for further information). 
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1.6. THE AURORAL ZONES 

These regions of the earth where visible aurora occurs overhead are 
of particular importance to the radio communicator because of the fre¬ 
quent occurrence there of ionospheric disturbance, as will be discussed 
in a later chapter. 

As was mentioned in section 1.5.3 above, aurora is thought to be the 
result of the entry into the atmosphere of charged corpuscles. Owing to 
the interaction between the moving charges and the geomagnetic field, 
the corpuscles are deflected north and south of the equatorial plane and 
are deposited in a relatively narrow ring situated between dipole latitudes 
of about 64° and about 70°. Maps showing lines of constant frequency 
of occurrence (called isochasms) have been prepared for the northern 
and southern auroral zones and are shown in figures 1.12 and 1.13. The 
north auroral isochasms are not quite circular, but are elongated along 
the Siberia-North American axis. The geographical areas enc' sed by the 
auroral rings are often called "polar caps.” 

It should be borne in mind that the auroral zone is not fixed but 
moves with varying magnetic activity. Thus during strong magnetic 
storms the auroral zones, both north and south, move towards the equator. 
For example, a great aurora on September 25, 1909, was observed in 
Singapore, latitude 1°N. Even during magnetic storms of moderate 
strength there is a close connection between the position of the aurora 
and the strength of the magnetic disturbance. 

In addition to the visible aurora, radio techniques have revealed the 
existence of enhanced ionization in the ionosphere in these latitudes ^12]. 
This enhanced ionization is manifested as sporadic E (sec. 6.3.4), £)-region 
absorption (sec. 6.3.3), and radio aurora (sec. 8.6.1). However, it may 
not necessarily follow that the various auroral zones coincide. 

1.7. THE SUN 

1.7.1. Quiet Conditions 

1.7.1.1. Structure 

For our present purposes it will be sufficient to consider the sun as 
made up of four parts: 
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(1) the interior; 
(2) the photosphere, or visible surface; 
(3) the chromosphere, the bright region above the photosphere, 

seen during total solar eclipses; and 
(4) the corona, the outer atmosphere of the sun. 

Although the various sections merge into one another, the radiation 
from the photosphere comes entirely from a layer about 400 km thick 
compared to a solar radius of about 700,000 km so that the concept of 
a solar surface has a fairly well-defined meaning. Approximate values of 
the heights and temperatures of the various regions are given in table 
1.7. For further information the reader should consult "The Sun” £13J. 

The sun is composed chiefly of the elements hydrogen and helium 
together with smaller amounts of the heavier elements, notably calcium. 

Table 1.7. Approximate heights and temperatures of the sun's outer layers 

Solar layer h (km) T "K 

Outer corona 
Middle corona 
Inner corona 
Upper chromosphere 
Lower chromosphere 
Photosphere 

1,400,000 
700,000 
21,000 to 140,000 
7,000 to 14,000 
1000 

1,500,000 
1,500,000 
1,000,000 
25,000 to 300,000 
5300 
6000 effective 

1.7.1.2. Ionizing Radiations 

To a first approximation, the quiet sun radiates as a blackbody at 
a temperature around 6000° Kelvin. Superimposed on the blackbody 
continuum are certain lines characteristic of the elements in the sun. 
Some of the more important lines are hydrogen a (6563 Â), Lyman a 
(1216 Â), and helium I (584 Â). These radiations are responsible for the 
ionization of the upper atmosphere discussed in section 1.4. A number 
of lines in the ultraviolet part of the solar spectrum are given in table 1.5. 
For example, it is thought that Lyman a radiation is the major source 
of ionization in the quiet D region. The quiet E region is believed to be 
produced by x rays (10-100 A), Lyman d (1025.7 Â), Cm (977 Â), 
and the Lyman continuum (910 to 980 Â) [^14]. The primary source of 
ionization in the F region appears to be the Lyman continuum and the 
band 350 to 200 Â (which includes the Hem 304 A resonance line). 
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The amount of visible light from the sun changes very little from 
one day to the next. On the other hand, the day to day variability of 
the quiet ionosphere suggests that the solar emissions in the ultraviolet 
and x-ray regions vary appreciably. 

In addition to the wave radiations, the quiet sun emits a stream of 
charged corpuscles (mostly electrons and protons) which is called the 
"solar wind.” 

I.7.I.3. Radio Emissions 

The sun is a source of radiation on radio frequencies. These emissions 
are caused by plasma oscillations (see sec. 2.3.1.1) and gyro-oscillations 

Figure 1.14a. Photograph of the sun at sunspot minimum (1954). 
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(see sec. 2.3.1.2) in the solar atmosphere, as well as "noise” originating 
in random collisions of the electrons [15]. The noise from the quiet sun 
is of the last type. 

The flux of solar radio noise at the earth’s surface is monitored at a 
number of observatories, and the data are available in the CRPL F 
Series Part B [16] and in Quarterly Bulletin on Solar Activity of the 
International Astronomical Union [17]. There are several methods of 
recording, such as fixed frequency, sweep frequency, total flux, inter¬ 
ferometers for exploring the distribution of radio sources on the solar 
disk, etc. A list of observing stations, the frequencies (or frequency bands) 
of observation, and the universal times of recording are listed in the 
Bulletin [17]. The unit of measurement of flux is IO-22 watts per square 

Figure 1.14b. Photograph of the sun at sunspot maximum (1958). 
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meter per cycle per second. In general, the flux increases with frequency 
in the range 100 Mc/s to 10,000 Mc/s, but the day to day variability 
is much greater on the lower frequencies as can be seen on pages 464-6 
of the Bulletin £17]. 

1.7.2. The Active Sun 

1.7.2.1. Sunspots 

One of the most notable phenomena on the sun’s surface is the ap¬ 
pearance, and disappearance, of certain dark areas known as sunspots. 
The life of a sunspot is highly variable; some spots last only a few days, 
whereas a few may survive four or five solar rotations (of about 27 days 
each). Their exact nature is not known, but they appear to be vortices 
in the matter comprising the photosphere. Sunspots appear dark because 
the surface temperature is only about 3000 °K, compared with the 
6000 °K of the quiet photosphere. Sunspots tend to group together. A 
group may contain a few isolated spots or dozens of spots. 

One of the more interesting features of sunspots is their unusually 
strong magnetic fields. These may approach 0.4 Wb/m2 (weber per square 
meter) (4000 G) for the larger spots. 

1.7.2.2. The Sunspot Cycle 

The appearance of the sun in 1954 and in 1958 can be seen in figures 
1.14a and 1.14b. Clearly, there is a variation in the sunspot "activity.” 
To measure this activity an index is required. The most common index 
of sunspot activity is the Wolf number 7? given by 

K = fc(10g+s), (1.56) 

where g is the number of groups and s is the number of observable indi¬ 
vidual spots. The factor k is a correction factor to take into account the 
equipmental and observer characteristics. It will be seen that this number 
is weighted heavily in favor of groups, so that its value as an index of 
sunspot activity is questionable. Nevertheless, it is valuable because 
of its availability for a period of about 200 yr. It thus provides a large 
homogeneous sample of data. Sunspot numbers are available on a daily 
basis and as monthly and yearly averages. 
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When the yearly sunspot numbers are plotted, for a long period of 
time, such as is shown in figure 1.15, it is clear that the sunspot activity 
has a periodicity of about 11 yr. The duration of an individual cycle may 
vary over much wider limits; thus the periods between minima range from 
about 8.5 yr to about 14 yr and those between maxima range from 7.3 
yr to about 17 yr. Furthermore, the annual minima of Ä lie in the range 
0 to 10, whereas the maxima range from about 50 to about 190. The 
daily values of R vary between 0 and 355 or more. 

In addition to the 11-yr period, there are periods, particularly near 
the 11-yr minima, when a 27-day (approximate) recurrence is evident. 
This period corresponds to a solar rotation. 

Many attempts have been made to represent, analytically, the exist¬ 
ing sunspot data with a view to the prediction of future cycles. The pre¬ 
dictions have never been particularly successful. 

In addition to the relatively dark sunspots, bright areas often appear 
on the solar disk. These areas, called plages, are observed in the light 
of calcium K and are intimately associated with sunspots. Plages are 
comparatively long-lived active regions; they precede in appearance the 
spots, which develop in them, and persist after the spots have disappeared. 

1.7.2.3. Flares 

A solar flare is a burst of "light” occurring in the chromosphere near 
a sunspot. It is most easily observed in the Ha light (6563 Â), although, 
in some rare cases, flares have been seen in white light. At present, solar 
patrol observations are almost continuous and so most of the flares oc¬ 
curring on the solar hemisphere facing the earth are detected. Flares are 
frequent occurrences, particularly at the peak of the sunspot cycle. 

Flares are divided into classes of importance 1 — , 1, 1+, 2, 2+, 3, 
and 3+, according to area and brightness. The average duration of a 
flare increases with its importance; thus 1 flares last about 20 min, 2 
flares last about 30 min, and 3 flares last about 60 min. Of course, the 
life of an individual flare may vary greatly from the mean value. Flares 
smaller than importance 1 are referred to as subflares. 

The development of a flare is somewhat as follows: a rapid rise (flash) 
to peak intensity, a brief period of peak intensity, followed by a steady 
decline. There is a close statistical relation between the number of flares 
per solar rotation, Nf, and the corresponding mean sunspot numbers R, 
given by 

JVf = a(Ä-10). (1.57) 



42 EARTH’S ATMOSPHERE, GEOMAGNETISM, AND THE SUN 

Figure 1.15. Sunspot activity in the years 1700 to 1960. 

(After M. Waldmeier, 1961, Schulthess, Zurich.) 
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The mean values of a for the sunspot cycles having peaks in 1937 and 
1947 are 1.98 and 1.47 respectively [18]. 

During some flares there is a marked increase in the flux of solar 
ionizing radiation in the far ultraviolet and soft x-ray regions of the 
spectrum. This results in enhancements in the electron densities in the 
D and E regions, as will be seen later. Data on the duration and impor¬ 
tance of flares, etc., can be found in the F Series Part B [16] and in the 
IAU Bulletin [17], 

1.7.2.4. Radio Emissions 

The amplitude of the solar signals may remain relatively constant 
for long periods of time and then will be greatly enhanced during a "noise 
storm.” These storms are often associated with solar flares and certain 
geophysical disturbances and may last for a period of hours or days. 

Noise bursts are categorized as follows: 

Type I, or noise storms, occur most frequently on frequencies less 
than about 300 Mc/s. Type I bursts extend over a narrow frequency 
range, 5 to 30 Mc/s, for instance, while their lifetimes range from 0.2 
sec to 1 min or so. During the lifetime of a single burst, the frequency of 
emission may drift with time to higher or to lower frequencies. 

Certain outbursts, which last for the order of several minutes, are 
associated with the larger solar flares and may involve signal enhance¬ 
ments of the order of a million times the quiet values. 

The chief characteristic of Type II (slow drift) and Type III (fast 
drift) bursts is the drift of the emission to lower frequency with time. 
This drift can be explained as due to a source moving outwards through 
the corona, emitting at the plasma frequency, which decreases as the 
electron density decreases (see sec. 2.3.1.1). Type III events are very 
frequent. 

Type IV events are long-lived emissions emanating from a source of 
large extent that moves to heights of the order of a solar radius. Radi¬ 
ation occurs over a broad band of frequencies at each height. The char¬ 
acteristics of type IV radiation can be explained by synchrotron emission 
of electrons. From the point of view of sun-earth relationships, type IV 
events are particularly important because of the strong association with 
solar corpuscular radiation, evidenced by polar cap absorption events 
[19, ch. 6], ground-level cosmic ray increases, and great magnetic storms. 

Type V is continuum emission of shorter duration, following a type 
III burst. 
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A considerable amount of data is made available every month in the 
F Series Part B [16]. 
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CHAPTER 2 

Theory of Wave Propagation 

2.1. PURPOSE 

The purpose of this chapter is to acquaint the reader with the basic 
ideas needed for an understanding of the propagation of radio waves in 
the ionosphere. In the presence of the earth’s magnetic field, the ionosphere 
behaves as a biréfringent medium and so it is necessary to discuss the 
properties of such a medium. These properties include the decomposition 
of a plane polarized wave into ordinary and extraordinary waves and the 
deviation of the direction of energy flow away from the direction of phase 
propagation. 

We shall consider first the early history of the subject leading to the 
formulation of Maxwell’s equations and their experimental verification 
by Hertz. Next we shall derive the Appleton formula for the complex 
refractive index of a magneto-ionic medium and consider its properties. 

The weakness of the Appleton theory will be considered and more 
generalized formulas will be discussed. Finally, we shall discuss the 
propagation of wave packets in a magneto-ionic medium. 

2.2. ELECTROMAGNETIC WAVES 

2.2.1. Electrostatics and Magnetostatics 

The principles underlying the propagation of radio waves are based 
on the relationships between electricity and magnetism which were dis¬ 
covered in the eighteenth and nineteenth centuries. It is now generally 
known that the attractive and repulsive properties of electrified bodies 
and of lodestone were first recorded by the ancient Greeks. Little further 
progress was made until the eighteenth century, when attempts were 
made to establish laws of electrical and magnetic forces similar to the 

45 
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gravitational law of Newton. This search bore fruit when, in 1785, the 
French scientist Coulomb, using a torsion balance, showed that the 
mechanical force between two small electrified spheres varies inversely as 
the square of the distance r between them. Later work showed that the 
force was proportional also to the amounts of charge qi, q2 on the two 
bodies and so we obtain the relationship 

1 qiqi 
4rreo r2

(2.1) 

where e0 is the permittivity of free space (8.85X10-12 F/m). 
A relationship similar to (2.1) was found to hold for the mutual 

forces exerted by long bar magnets. 
It is useful to introduce the concept of electric field E at this point. 

Let us assume that the charge q2 produces an electric field E at the site 
of qi and that this field exerts the force F on qi where 

F = ^E. (2.2) 

Thus the electric field E at a point may be defined as the force experienced 
by a small unit test charge. It is assumed that the test charge itself does 
not alter the field. 

The field at a vector distance r from a point charge q is, therefore, 
given by 

E = — K 
4ir«o r3

(2.3) 

so that the vector E is in the direction of r. If the charge is distributed 
throughout a volume of space, we have 

f 
4?reo J r2

(2.4) 

where dq is an element of charge and A, is a unit vector in the direction 
from dq. 

Many electrical and magnetic problems, particularly static field 
problems, are best tackled through the idea of potential difference. The 
potential difference between two points A and B can be defined as the 
work done by an external force on a unit test charge in moving it from 
A to B as shown in figure 2.1. The zero of potential is, therefore, arbitrary; 
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ELECTRIC FIELD E 

Figube 2.1. Potential difference. 

and it is sometimes convenient to define the zero at infinity. The work 
done on the test charge in moving it from A to B is 

Vb~Va=—Í E cos <t> ds — —Í E-ds, (2.5) 
J a 

and hence 

dV 
E=-— =—gradV. (2.6) 

as 

Gauss showed that the integral o£ the electric field over a surface A 
enclosing a medium of permittivity t is given by 

eí E-dÁ= [ pdV=Q, (2.7) 
•'a J V 

where p is the charge density, V is the volume enclosed, and Q is the total 
charge enclosed. 

Similarly, for a magnetic field of induction B Wb/m2 (webers per 
square meter), 

I B-dA = 0. (2.8) 

This follows since there are no free magnetic poles. 
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Before proceeding to a consideration of current electricity let us 
consider some elementary properties of dielectrics. Consider a parallel 
plate capacitor with a large area of cross section (so that edge effects 
are negligible), and distance d between plates, connected to a voltage 
source V, and let a be the charge density on one of the plates. From (2.7) 
we can show that the field E between the plates is given by 

toE=a, 

and, by definition, 

V 
^d' 

(2.9) 

(2.10) 

Now on the introduction of a slab of dielectric, of thickness d, be¬ 
tween the plates, the positive nuclei in the atoms of the dielectric will 
tend to be displaced in the direction of smaller field while the negative 
charges (electrons) will tend to be displaced up the field, i.e., the medium 
becomes polarized. Thus a back electromotive force is set up which will 
tend to decrease the field between the plates. 

Now the total field E, as given by (2.10), is independent of the di¬ 
electric. Hence, the charge density on the plates must increase by an 
amount for instance. We can regard the polarization of the dielectric 
as conferring on it an effective permittivity e so that from (2.7) we obtain 

tE^a+at. (2.11) 

Imagine a cylinder of dielectric of unit cross section with its axis 
perpendicular to the plates. At the end surfaces will be charges -f-cr,- and 
— ai at a distance d apart. Hence we have the equivalent of a dipole of 
moment <n d. The electric moment per unit volume is, therefore, <z, which 
is called the polarization P. The total quantity <r+<r, is known as the dis¬ 
placement D. Hence we have the relationship 

D = (0E+P. (2.12) 

Now in certain media (anisotropic) the application of an electric field in 
one direction gives rise to a polarization in some other direction. Under 
these circumstances (2.12) has to be expressed as a vector equation: 

D — eoE+P. (2.13) 
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This relation is of great importance in ionospheric radio propagation as 
will be seen later. 

2.2.2. Ampère's Circuital Law 

One of the most important observations in the study of electro¬ 
magnetism was that of Oersted, who found, in 1819, that a pivoted mag¬ 
net was deflected when in the vicinity of an electric current. This experi¬ 
ment demonstrated that a current of electricity produced a magnetic 
field. As in the case of static electricity and magnetism, it was found that 
the magnetic field produced by a current element decreased as the square 
of the distance from the element. This led Ampère to formulate his 
circuital law, namely, that the line integral of the tangential magnetic 
field Hj taken around a current i was equal to the component of the 
current flowing normal to the surface A enclosed (see fig. 2.2), 

(2.14) 

where J is the current density through the surface A enclosed by the path 
of integration S. Note that H refers to magnetic intensity which, in a 
medium of magnetic permeability p, is related to magnetic induction B 
by the formula 

B = MH. (2.15) 

2.2.3. Faraday’s Law 

Efforts to observe the electrical effects of magnetic fields bore fruit 
in 1831 when Faraday found that a current was produced in a coil of 

Figure 2.2. Ampere's circuital law. 
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wire by the following processes: (1) when a magnet was moving near it 
and/or (2) when a current in an adjacent coil was switched on and off. 

Faraday carried out a large number of beautiful experiments to 
verify the phenomena of electromagnetic induction and the serious reader 
is recommended to read Faraday’s account in his book Experimental 
Researches in Electricity Ql].1

Faraday’s results may be summed up in the following two laws: 
(a) When the flux of magnetic induction through a coil is changing, 

an electromotive force is induced in the circuit. 
(b) The magnitude of the emf 8 is proportional to the rate of change 

of flux. 
The sign of the emf is given by Lenz’s law, which states that it is 

such that any current flow is in the direction which would oppose the 
flux change causing the emf. 

Therefore 

dN 
dt 

(2.16) 

where N is the total flux through the coil, i.e., induction times area, 
normal to the surface, that is 

N= f BdA. (2.17) 
J a 

Consider now the integral of the electric field round a loop which, 
as shown in figure 2.3, has a small gap CD and through which is threaded 
a time-varying magnetic field. The integral 

I E-ds 
'c 

is the total voltage between C and D, that is, the induced emf, 8. 
Hence, when C and D are brought together we arrive at the formula 

E-ds= — y ( B-dA. 
dt J 

(2.18) 

It must be stressed that this relationship is quite general in spite of 
the fact that we have derived it for a particular case only. 

1 Figures in brackets indicate the literature references on p. 99. 
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Figure 2.3. Faraday's electromagnetic induction law. 

It is convenient, at this point, to summarize the essential equations 
obtained above. They are: 

The electric field 

The magnetic field / B-dA = 0, (b) 
J A 

Magnetic field of 
a current 

Electromagnetic 
induction 7 / B rfA-dt J 

E-ds=-

(2.19) 

2.2.4. The Displacement Current 

It would appear, at first sight, as if eqs (2.19) are complete in them¬ 
selves and define the electromagnetic field uniquely. However, that this 
is not so was discovered by Maxwell in the course of his studies on the 
charging of a capacitor (Leyden jar). 
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Consider the charging of a parallel plate capacitor with an insulator 
as dielectric so that no current can flow between the plates. Let us apply 
(2.19c) to a closed loop around the wire to a plate. If the surface enclosed 
by the loop cuts the wire, then yH-ds around the loop is non-zero. Now 
it is possible to construct a surface which envelopes the plate of the ca¬ 
pacitor and which passes between the plates. Since there is no flow of 
electricity between the plates, application of (2.19c) shows that yH-ds 
around the loop is zero. We thus arrive at a contradiction. James Clerk 
Maxwell’s great contribution to electromagnetic theory was his assertion 
that the circuit through a capacitor should be considered as closed. He 
showed, furthermore, that the current density through the insulator 
between the plates is due to the time rate of change of the displacement 
D, i.e., 

i 1 dq 1 d dD 
J= A = AdrAdSa+,Ti}A=Tt ' 

(2.20) 

where q is the charge on the plate. 
Maxwell maintained that as far as the electromagnetic field was con¬ 

cerned, the displacement current was just as important as a flow of elec¬ 
tricity and that it must be added to the current on the right hand side 
of (2.19c). This enables us to write Maxwell’s equations in integral form 
as follows: 

For Maxwell’s own account of the derivation of these formulas the 
reader should consult his "A Treatise on Electricity and Magnetism” Q2]. 
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2.2.5. A Solution of Maxwell’s Equations 

In order to solve the set of eqs (2.21), it is necessary to express them 
in their differential forms. This can be achieved by means of the following 
two vector theorems: 

Green's Theorem 

Let F be any vector function and V a volume bounded by the closed 
surface A; then 

f F-dA= Í div F dK (2.22) 
J a Jy 

Stokes' Theorem 

Let F be a vector function and A a surface (not closed) bounded by 
a simple closed curve S; then 

^F-ds^ curlF-dA. (2.23) 

Applying these transformations to (2.21) we obtain 

(2.24) 

where the dot signifies the time derivative. 
Let us consider a solution of these equations in a medium having the 

following properties: 

(i) Magnetically and electrically isotropic, that is, having the same 
properties in all directions. 

(ii) Electrically neutral, no net space charge so that p = 0. 
(iii) Electrically nonconducting, i.e., J = 0. 
(iv) A field varying in the 1-direction only in a right-handed orthog-

divD = p, (a) 

div B = 0, (b) 

curlH = J+D, (c) 

curl E= — B= —pH, (d) 
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onal system of axes (1, 2, 3), so that 

a_3_ 
3X2 3xj 

With these restrictions, we obtain 

curl H = +Ï), (a) 

curlE=— ¿¡H. (b) 

Taking the curl of (2.25a) we have 

curl curl H= +curl D 

= +e curl É 

Now it can be shown that, for any vector F, 

curl curl F = grad div F —div grad F. 

(2.25) 

(2.26) 

(2.27) 

Since div B = 0, then div H = 0 and hence grad div H = 0. Furthermore, 
under restriction (iv) we have 

,. . „ 3^ , 32H2 , d2H3
div grad H =---. 

dxj2 3x¡2 3xj2

Equation (2.26) thus reduces to 

Now 

d2̂  d2H, d2H3 d2H --1-1-= -_ 
3xi2 dxj2 3xi2 dt2

dHx dH2 dH2 dHi 
div H --1-1-=- = 0, 

3xj dxt 3xs 3xi 

and if we select the 2- and 3-axes so that Hi = 0, we obtain 

(2.28) 

(2.29) 

(2.30) 

d2H3 d2H3
3xj2 ~3t2

(2.31) 
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This is the equation of a plane transverse wave traveling in the 1-
direction with a phase velocity v where 

1 
v= —7= 

V nt 
(2.32) 

Note that this can be shown by substituting a wave of the form 
cos 2tt£ ft± (xi/X) J and remembering that v—fX. The — sign represents a 
wave traveling in the positive 1-direction and vice versa. 

The free space velocity c is given by 

1 
(2.33) 

Now the refractive index n of the medium is given by the ratio c/v, 
so that 

c / nt 
n = ~~\—■ . 

v * noto 
(2.34) 

In media which have no particular magnetic properties, n~no and 
then 

(2.35) 

where K is the dielectric constant of the medium. 

The equation of such a wave may be written in several different 
forms, each of which has its peculiar advantages, such as 

E= E<¡ cos ko(ct-nxi), 

E= Eq cos (wt— kxi), 

(a) 

(b) (2.36) 

E= Eo exp i(ut—kxi), (d) 
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where k =— the propagation factor, 

k0 = — the phase constant, 
Ao 

Xo= the free space wavelength, 

X = actual wavelength in the medium, 

It is of historical interest to note that Maxwell used a mixed (elec¬ 
trostatic and electromagnetic) system of units and he found that the 
velocity c is given by the ratio of the electromagnetic to the electrostatic 
unit of charge. This ratio was known to be about 3X108 m/sec, or close 
to the velocity of light. This agreement led Maxwell to claim that light 
was indeed an electromagnetic phenomenon. 

The existence of electromagnetic waves was demonstrated conclu¬ 
sively, around 1888, when Hertz p] showed that the disturbances gen¬ 
erated by a spark coil could be reflected, refracted, focused, and polarized. 

2.2.6. Some Properties of Electromagnetic Waves 

Let us consider some of the properties of a plane electromagnetic 
wave propagating in an isotropic nonconducting medium. If the wave is 
traveling in the 1-direction we have d/dx2 — d/dx3 = 0, since, for a given 
value of «i, the fields are constant over the whole 2-3 plane. Equation 
(2.25) can be written 

(2.37) 
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(2.38) 

Let us rotate our system of axes so that the 2-axis lies parallel to the 
E vector. Then E¡= E, and Ê3 = 0. Since <9/3x2=d/dx3=0, (2.37) and 
(2.38) become 

dEi 
dt 

dHz dE¡ 
dxi dt ' 

dH2 dEz
-= e-= 0, 
dxi dt 

(2.39) 

(2.40) 
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From (2.39a) and (2.40a) we see that there is no time-varying 
component of E or H in the 1-direction. That is, the electromagnetic wave 
is entirely transverse. 

Equations (2.39c) and (2.40b), respectively, tell us that H has no 
space- or time-varying components in the 2-direction. Hence E and H 
are perpendicular to each other and to the direction of propagation. We 
shall see later that this is not necessarily the case for propagation in the 
ionosphere. 

To determine the phase relationship between E and H, substitute 
the expression E2 = E2o cos (wt—kx3) in (2.39b) or (2.40c). This gives 

(2.41) 

where 

Jr 1 n 
H3o = — E* = — = — E*. (2.42) 

œgo vii0 Cfio 

Equations (2.41) show that, if n is real, E and H are in phase. Equa¬ 
tion (2.42) gives us the relationship between the peak amplitudes of E 
and H in terms of the refractive index n of the medium. 

The energy density Ue in the electric field is given by 

Vt=^DE=^, 

and in the magnetic field 

Hence the ratio of the energy densities is given by 

so that the energy is divided equally between the electric and magnetic 
fields. 

H3 = -- cos (wt — kxi), (a) 

H3 = H3o cos (wt — kxi), (b) 

(2.43) 

(2.44) 

(2.45) 
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The flux of energy per unit area in the direction of propagation is 
given by the Poynting vector £4J, 

S = EXH. (2.46) 

For a sinusoidally varying wave, S has to be averaged over a com¬ 
plete cycle. This gives 

Sav = |EoHo. (2.47) 

In general, the E and H vectors will be complex quantities and, in 
this case, it can be shown £4] that the average of the complex Poynting 
vector is given by 

Sav = |EXH* (2.48) 

where H* is the complex conjugate of H. 

2.3. Magneto-Ionic Theory 

2.3.1. Motion of Ions in Electric and Magnetic Fields 

2.3.1.1. Motion in an Electric Field 

It will be recalled that, in chapter 1, we discussed the existence of 
free electrons and ions in the earth’s atmosphere (ionosphere) and, also, 
the existence of the earth’s magnetic field. It is the purpose of this section 
to discuss the propagation of radio waves in a conducting medium in the 
presence of a superposed magnetic field. 

First of all, let us examine the motions of ions in the presence of 
static fields. 

The equation of motion of an ion of charge e and mass m in an elec¬ 
tric field E V/m, in the 2-direction, is 

mx2—eE, (2.49) 

from which, by integration, we obtain the velocity 

¿2 = —Et (2.50) 
m 
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-* 2 - A XIS 
Figure 2.4. Force on an electron due to plasma displacement. 

assuming that the ion starts from rest. 
If the ion concentration is N (per cubic meter), the current density 

created is 

(2.51) 

Consider now a slab of plasma (a medium containing free charges) in 
which the light electrons and the heavy positive ions are displaced, as 
shown in figure 2.4, by a distance xj. Such a displacement will produce 
charges on the surface of the slab and an electric field E will be set up in 
the slab as in the case of a parallel plate capacitor. 

The surface charge density is Nexz so that from (2.9) the field is 
given by 

(2.52) 

The — sign arises because E is in the opposite direction to the displace¬ 
ment X2. There will be a restoring force due to the electrostatic attraction; 
the equation of motion of an ion is 

- 17 mx2 = eE=-X2 
«0 

r „ Ne* 
J — Ne±2 = -— Et. 

m 

r. Ne 
E= -X2. 

«0 
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or Ne2
-*2 = 0. 
tom 

(2.53) 

This is the equation of a simple harmonic motion with angular frequency 
u.v given by 

TVe2 
torn 

(2.54) 

where wn is called the angular plasma frequency. 

2.3.1.2. Motion in a Magnetic Field 

The force F exerted on an ion of charge e moving with velocity v in a 
magnetic field B Wb/m2 is 

F = evXB. (2.55) 

F=et’B sin 6, (2.56) 

where 8 is the angle between v and B. Equation (2.56) shows that the 
force on a moving charge is proportional to the component of the magnetic 
field transverse to the direction of motion. Thus, if we shoot an ion into a 
region where there is a magnetic field, the component of motion parallel 
to the field will be unaltered whereas there will be a force, and hence an 
acceleration, due to the component of motion perpendicular to the mag¬ 
netic field. This acceleration tends to bend the path around the lines of 
force. The ion motion is, therefore, a helix. The projection on to a plane 
perpendicular to the magnetic field is a circle of radius ru, which is deter¬ 
mined by balancing the centrifugal force mru^H against the centripetal 
force etyB. Here uh is the angular velocity and Vr is the transverse compo¬ 
nent of velocity ru^H. Now mr»^ = ernuiiB, hence, 
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Here/« is called the gyro (or gyromagnetic) frequency and the angular 
gyrofrequency. 

Notice that/» is independent of the velocity of the ion. For electrons 
we have 

/« = 2.84X 10 10B = 3.57 X10W. (2.58) 

Now in the ionosphere, B is on the order of 0.5 G or 0.5 X 10~4 W B /m2; 
therefore, fH = 1.42X106 c/b or 1.42 Mc/s. 

The numerical value of fn is of great importance in ionospheric 
radio wave propagation because it lies in the band of frequencies, re¬ 
flected from the ionosphere, which are of use in radio communication. 

2.3.1.3 Motion in Crossed Electric and Magnetic Fields 

When magnetic and electric fields are present, the motion of an ion 
is complicated except in the case where they are parallel. 

When the fields are perpendicular, for example, when E is in the 
1-direction and B is in the 2-direction, of a right-handed system of axes 
(see fig. 2.5), the motion produced by the electric field is altered by the 
magnetic field. The motion in the direction of the electric field does not 
increase indefinitely, but the ion swings around and eventually moves 

Figure 2.5. Motion of ions in the presence of crossed electric and magnetic fields. 
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against the electric field, as illustrated in figure 2.5. The average ion motion 
is in the 3-direction and is independent of the mass and charge of the ion 
and even of the sign of the charge, negative and positive ions both moving 
in the same direction. Hence, in an electrically neutral medium there is 
no resultant current in the 3-direction, except insofar as these conditions 
may be altered by collisions. 

2.3.2. Derivation of the Appleton Formula 

The formulas for the complex refractive index of a medium such as 
the ionosphere were derived by a number of people during the 1920’s 
but the name most commonly associated with the theory is that of Sir 
Edward Appleton Q5]. 

In 1931, D. R. Hartree [6] suggested that it was appropriate to 
include the Lorentz polarization term in the theory. Although the bulk 
of both theoretical and experimental evidence indicates that the inclusion 
of the term is unjustified, the formula for the complex refractive index is 
often referred to as the Appleton-Hartree formula. 

The influence of heavy ions on the refractive index was considered 
by Goubau [7] in 1935, and since then more realistic distributions of 
collision statistics have been introduced by Phelps £8] and by Sen and 
Wyller £9]. 

In order to derive the formula for the refractive index it is necessary 
to define certain properties of both the wave and the medium. For our 
present purposes we shall assume the following properties: 

Wave Properties 
(1) Simple harmonic progressive wave. 
(2) Steady-state solution. 
(3) Plane waves with given polarization. We shall call such waves 

characteristic waves E1OJ-

Properties of the Medium 
(4) Electrically neutral. 
(5) Charges distributed with statistical uniformity so that there is 

no resultant space charge. 
(6) Uniform external magnetic field. 
(7) Electrons only are effective. 
(8) Electronic collisions are independent of electron energy. 
(9) The thermal motions of the electrons are unimportant. Such a 

medium is called a cold plasma. 
( 10) The magnetic properties are those of free space. 
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Our procedure will now be as follows. First, we will apply Maxwell’s 
equations to the wave and, secondly, we shall impose the properties of 
the medium, the so-called "constitutive relations.” 

In our application of Maxwell’s equations in the form given in (2.24) 
we are at liberty either to consider the medium as a conductor, so that 
there is a conduction current (i.e., or we may consider it as a 
polarizable medium in which the movement of the ions is included in the 
P term of (2.13). It is most important to realize that we cannot do both. 
For our present purposes let us use the second alternative, and express 
the refractive index in terms of the components of P and E. 

From (2.24) and condition 4 we have 

.. dD, dD2 , dD3 n 
div D --1-1-- 0, 

dxi dx2 dx3

n dB* div B =-
dxi dxi dx¡ 

curlH = D = e0Ê-|-ï>, (c) 

curl E = — B. (d) 

(2.59) 

i 

CO-ORDINATE AXES 

3 

Figure 2.6. System of axes. 
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Consider a characteristic wave, having properties (1), (2), and (3) 
above, to be traveling along the 1-axis of a right-handed orthogonal 
system with axes 1, 2, and 3 as shown in figure 2.6. The components of 
the wave vary in time as exp (-|-iat) and in space as exp ( ikxi) and 
do not vary in the 2- and 3-directions. 

Since we are considering the charge oscillation as a polarization of 
the medium then we have, from (2.13) 

D = eoE-f-P, 

which expresses the electrical anisotropy of the medium. The magnetic 
properties, given by B = moH, are those of free space. 

A plane wave traveling in the positive 1-direction can be expressed 
by an equation of the form 

E= Eo cos [at—kx\), (a) 

or E= Eo exp i(at —kxi). (b) 
(2.60) 

Since the electric and magnetic vectors of the wave do not vary in 
the 2- and 3-directions we have, using the notation of (2.60b), 

= (a) 

_d_d_ 
dx2 dx3

d2
dt2

(d) 

(2.61) 
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Substituting these in (2.59a) and (b) we obtain 

Di —eoEi + Pi —0, (a) 

(b) 
(2.62) 

Before dealing with the curl equations, let us consider the implica¬ 
tions of (2.62). Equation (2.62a) states that there is no component of D 
in the direction of phase propagation. However Pt and Ei are not neces¬ 
sarily non.-zero; this means that P and E may have components in the 1-
direction. Furthermore, since the vector P is a measure of the electron 
displacement from its mean position, the electron motion has a compo¬ 
nent in the direction of propagation. Equation (2.62b) implies that both 
the B and H vectors are entirely transverse to the direction of propagation. 

Substituting (2.61) in the curl equations (2.59c) and (d) we obtain 

d H 
T = — ikH}= iuÇtoEfi- Pt), oxi 

dEj 
— ~— = ikE} = —ßoiaHt, 

OX\ 

-— = ikE2 = ~wiuH3. 
oxi 

dH2
~ — ikH2 — iw(e0E3+ P3), 
OXi 

This is 

k 
eoE2+P2 =-H3 = D2̂ (a) 

w 

^qE3-]- Pz = -H2 = (b) 

kE3 = iwH¡, (c) 

— kE2 = iw>H3. (d) 

(2.63) 
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Our next step is to express the refractive index in terms of the P’s 
and P’s. To do this we shall eliminate H3 from (2.63a) and (d). This 
gives 

or 

eoilz+Ps —-1- I— , tSj, 
W\ Po« / w Vo 

(2.64) 

From the definitions of k, u, and n it follows that 

ck 
n =— . 

u 
(2.65) 

Hence 

(2.66) 

From these equations it follows that 

p2_ Pj 

and with (2.63) we obtain 

H3 Ez Pi 
(2.67) 

where R is called the wave polarization. 
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Figure 2.7. Relationship between the instantaneous D and H vectors in the plane of the 
wavefront. 

Note that when R is real, the E, D, and P vectors are linearly polar¬ 
ized along a direction making an angle tan-1 R with the 2-axis. On the 
other hand, the H vector is linearly polarized in a direction tan-1 (-R) 
with the 3-axis (see fig. 2.7). From this it follows that the H vector is 
perpendicular to the D vector and to the projections of the E and P 
vectors on the 2-3 plane. 

When R is complex the H and D vectors describe ellipses in the 2-3 
plane as also do the projections on the wavefront of the E and P vectors. 

When the propagation factor k is real, equations (2.63) imply that 
the H vector and the D vector, and hence the projections of the E and P 
vectors on the wavefront, are always at right angles to each other and 
rotate in the same sense. 

The above considerations apply to the propagation of characteristic 
waves in any medium. To find the refractive index we must now introduce 
the properties of the magneto-ionic medium. These properties are em¬ 
bodied in the constitutive relations. 

We consider now the motion of electrons under the following 
influences: 

(1) The electric field of the wave. 
(2) The imposed magnetic field Bo. 
(3) Collisions between electrons and neutral molecules. For our 

present purposes we shall neglect the motion of the heavy ions. 
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The forces acting on an electron are 

(a) The electric force eE. 
(b) A force evXB0 due to the electron motion v relative to the im¬ 

posed magnetic field B». 
(c) A force muN which represents the average rate of loss of mo¬ 

mentum of the electron per collision. 
(d) A force due to electron motion in the magnetic field of the wave. 

This force is on the order of v/c of the force (a) above and will, therefore, 
be neglected. 

To obtain the constitutive relations, we write down the equations 
of motion of the electrons under the combined influence of the electric 
field of the wave and of the imposed magnetic field. If the direction of 
propagation is along the 1-axis, as shown in figure 2.6, and the imposed 
magnetic field Bo lies in the 2-3 plane making an angle 0 with the direction 
of propagation, then the equations of motion are 

mxi = eEi~ ex3Br—mvii, (a) 

mx2=eE2+ex3BL—mvX2, (b) 

mx3 = eE3+eXiBr—eXiBL — mvX3. (c) 

(2.68) 

We now proceed to transform these equations by the following 
operations: 

(i) Multiply throughout by Ne, where N is the electron number 
density; 

(ii) Replace Xi by iuxi, Xi by — a>2xi, etc; 
(iii) Put Nexi= Pi, etc., the volume polarization. 

With some rearrangement and introducing the accepted symbols, we 
obtain the constitutive relations, 

toXEi—— Pi+iPiZ+iPs Yt, (a) 

íqXE2=——íP3Yl, (b) 

tüXE3=—P3+ÍP3Z—iPi Yt “FiPs Yl, (c) 

(2.69) 
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where X= Ne?/eomrf, YL — eBL/mu, Yr = eBT/mœ, and Z=v/u. 
The subscripts T and L refer to the transverse and longitudinal com¬ 

ponents of the imposed magnetic field with reference to the direction of 
the wave normal (i.e., phase propagation). 

The next step in our derivation is to express the ratio P2/Ei or 
Pt/E3 in terms of the parameters X, Y, and Z. This is best done via the 
wave polarization term R as follows: 
From (2.62a), 

eoXE^-XP^ 

Substitution in (2.69a) gives 

Pi iYT
P3 1-X-iZ' 

(2.70) 

From (2.67) it follows that P2E3= P3E2 so that by multiplying (2.69b) 
by P3 and (2.69c) by P2 and subtracting, we end up with 

P^Y^P^Yt-P^Yl. (2.71) 

With a little rearrangement, and remembering that R=P3/P2, we have 
from (2.70) and (2.71) the following quadratic expression in R-. 

YlR2-
iY} 

1-X-iZ 
r+yl=o. (2.72) 

There are, in general, two solutions of this quadratic which are given by 

R 2YL{(l-X-iZ)^y/^l-X-iZ)^^ (2'73)

For the propagation of high-frequency radio waves through the E 
and F regions of the ionosphere, Z is usually very small and can be neg¬ 
lected. For instance, with a frequency of 10 Mc/s at the 100-km level 
(^ = 1.75X10’ from table 1.3) we have Z= 3X10-4. Under these conditions 
R is given by 

(2.74) 

This formula tells us that, in general, there are two, and only two, char-
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acteristic waves capable of propagation in our magneto-ionic medium. 
From (2.69b) we obtain 

Pi X 
toEi 1 — íZ-}-íYlR 

(2.75) 

which, on substituting, in (2.66a) gives 

n2 = 1-X (2.76) 
Y2 I V* 1 _Lt_/_Ll-1 y 2 

2(1 —X—iZ) >4(1- X-izy L

which is the Appleton formula. 
In the upper regions of the ionosphere the collision frequency is 

sufficiently small so that, for frequencies greater than about 1 Mc/s, 
we may put Z=0, and hence the real part2 m of the refractive index is 
given by 

2X(1 —X) 
2(i-X)- y’±vy;+4(i-x)2y’ ' 

(2.77) 

In the absence of an imposed magnetic field (Kr = Yl = 0) and of colli¬ 
sions (Z=0) the refractive index is given by 

(2.78) 

where k = (e2/4ir2eom) =80.5 and / is in cycles per second. 

2.3.3. Some Properties of the Appleton Formula 

2.3.3.1. No Magnetic Field, No Collisions 

In a discussion of the properties of the Appleton formula it is best 
to start with the simplest case, that is, with (2.78). First it will be seen 
that the square of the refractive index must be equal to or less than unity. 
Furthermore, for propagation of the wave, g must be real so that m must 

* Henceforth the symbol M will be used in this sense and not for magnetic permeability. 
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lie between 0 and 1. Secondly, we see that, for a given wave frequency, 
the refractive index decreases with increase of electron density, and that, 
for a given electron density, the refractive effects decrease with increase 
of frequency but are independent of the amplitude of the wave. 

Curves depicting the variation of p2 (or p) with X are often called 
dispersion curves. The simplest dispersion curve is that representing 
(2.78) and is shown in figure 2.8. This curve can be interpreted in terms 
of ionospheric propagation as follows: 

Imagine a radio wave incident normally on a plane stratified iono¬ 
sphere; at the bottom of the ionosphere (7V=0) g is unity. As we pene¬ 
trate into levels of higher and higher electron concentration, p falls lower 
and lower. If the electron density is sufficiently high, then g will go to 
zero. To find what happens when p reaches zero we apply Snell’s law to 
the wave. Snell’s law states that for a wave incident at an angle </>0 to the 
normal, the angle <t> with the normal at a level where the refractive index 
is p is given by 

p sin 0 = po sin </>o. (2.79) 

Now p0= 1 outside the ionosphere and at reflection </> must be 90° so that 
the refractive index at reflection pr must be equal to sin <fo. With normal 
incidence (0<, = 0) the condition of reflection becomes p, = 0. Thus we see 
that if the electron density is sufficiently large to reduce p to zero then a 
wave (incident normally) will be reflected. Otherwise the wave will 
penetrate through the layer. 

Figure 2.8. Dispersion curve (no field, no collisions)'. 
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2.3.3.2. Magnetic Field, No Collisions 

Dispersion. For a more complete discussion of the properties of the 
refractive index formula, the reader should consult the excellent books 
by J. A. Ratcliffe [10], K. G. Budden [11], and J. M. Kelso [17]. However, 
we shall derive some formulas which will be needed in future chapters. 

First consider the case of the reflection of a wave, of frequency f, 
incident normally in an ionospheric layer. Putting /z = 0 in (2.77) and 
solving for X we obtain the following: 

With + sign X=1 (2.80) 

With — sign X=l — Y, (a) 

or 
X=l+Y. (b) 

where 
Y*=Y2+Y2. (c) 

(2.81) 

Equation (2.80) tells us that, for one of the magneto-ionic waves, the 
wave is reflected as in the absence of the magnetic field. This wave is 
called the "ordinary” wave. Equations (2.81) show that the level of 
reflection of the other magneto-ionic wave (called the extraordinary) is 
dependent on the strength, but not on the direction, of the imposed 
magnetic field. For waves of frequency greater than the gyrofre¬ 
quency (fu) the usual level of reflection is given by X=l — Y whereas 
on frequencies below/// (so that Y>1) the condition is X = l+Y. 

The dispersion curves corresponding to (2.77) are shown in figures 
2.9a and b for values of T=| and Y=2, respectively, and for 0~45° 
together with the limiting cases of longitudinal and transverse propaga¬ 
tion. Note that these curves are not drawn to scale but are intended 
merely to illustrate the general shapes. 

Approximate formulas. Even in the absence of electronic collisions, 
the refractive index formula (2.77) is complicated. There are certain 
practical conditions under which considerably simpler approximations 
are useful. Although, with the advent of electronic computers, the neces¬ 
sity for using approximations in numerical work has decreased, there is 
still some need for them in practical work and, furthermore, they are 
widely used to simplify theoretical discussion. 

The usual rules for determining whether the quasi-transverse (QT) 
or the quasi-longitudinal (QL) approximations hold are, 
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o - ORDINARY WAVE 
X = EXTRAORDINARY WAVE 

Figure 2.9. Dispersion curves for the general direction of propagation. 

Cross-hatched areas represent the limits between transverse and longitudinal propagation. Curves shown 
are for 0«=45°. Vertical cross-hatch represents the 4- sign and the horizontal cross-hatch represents the 

- sign. 
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QT y;»4(i-x)’y¿, (a) 

QL y;«4(i-x)»y’. (b) 
(2.82) 

It is important to notice that these conditions do not depend on the 
value of Ö only. Thus QT may hold either for 0~90° or for X~1 which 
is the value of X near the level of reflection (with normal incidence) of 
the o-wave in almost all magnetic latitudes. Similarly the QL condition is 
good for the extraordinary wave, near its level of reflection (normal 
incidence) at almost all magnetic latitudes. Davies and King £12] have 
discussed the usefulness of the following approximations in the case of 
the magnetic dipole field and vertical propagation. 
Ordinary wave: 

Extraordinary wave: 

(2.83) 

(2.84) 

(2.85) 

(2.86) 
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Care must be taken when using these approximations, as the range of 
validity may be very small. This is illustrated in figures 2.10a and b. Note 
that the extraordinary wave curves are plotted in terms of the parameter 
^=^(1- Y) 

The following are suitable formulas for the refractive indices near 
the levels of reflection with normal incidence. For the ordinary wave 

g+ = ( 1 — Je cot2 0) cosec2 0, (2.87) 

where e=l — X, and for the extraordinary wave we have 

M- = 
2ex 

(i-y)(i+cos2 0). 
i-

ei tan2 0 
4(1- y)(l+sec20) 

3+sec2 0 
. Y~ 

+tan2 0 

(2.88) 

where ei = 1 — Y — X. 
For further details the reader is referred to Budden Qll, ch. 12^]. 

Note that if Y is replaced by — y in (2.88) the refractive index is that 
when X approaches 1 + Y. 

Other approximations of interest are those applicable to audio fre¬ 
quency waves (the whistler mode). When X»yji>l and | y^ | > 1, 
Storey £13J has shown that the + sign in (2.77) reduces to the following 
approximations for a wide range of 0, not too near 90°: 

(2.89) 

Wave polarization. One other aspect of the Appleton formula which 
is of interest is the wave polarization R given by (2.74). This gives the 
amplitude ratio and the phase difference between the oscillations of the 
D, E, and P vectors along the 2- and 3-axes. In general, the tips of these 
vectors describe ellipses. The D ellipse is similar in shape to the projec¬ 
tions of the E and P ellipses on to the 2-3 plane and the sense of rotation 
is the same. The H ellipse is similar to the D ellipse (and lies wholly in 
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e° 

Figure 2.10. Refractive index curves under quasi-longitudinal and quasi-transverse 
conditions. 

Vertical propagation, dipole magnetic field, (a) ordinary wave; (b) extra ordinary wave. The indices ¿q. 
and M are from (2.77). 
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the 2-3 plane) but is rotated through 90° as shown in figure 2.11a and 
the sense of rotation is the same. 

The relationship between the ordinary wave ellipses and the extraor¬ 
dinary wave ellipses can be deduced from (2.74), from which it follows 
that 

Ä(-)i?(+) = l. (2.90) 

Hence, in the absence of collisions, the ellipse of the extraordinary wave 
can be obtained from the corresponding ellipse of the ordinary wave by 
rotating it through 90°. Furthermore, the sense of rotation is reversed as 
shown in figure 2.11b. 

While the vectors D, B, and H lie in the plane of the wavefront 
(2-3 plane), the P and E ellipses are tilted forward making angles 0 and 
respectively with the 2-3 plane where 

I Yr . U~ X)2
C° * Pi 2YL̂ y4Y[ + Y} 

(2.91) 

where the + and — signs refer to the corresponding signs in (2.77), and 
where 

, E > tan ^ = —= 
Ei 

.(I-^RYt 
1-;——— (2.92) 

From these equations we see that the forward tilt is different for the two 
magneto-ionic waves. 

It can be shown from (2.91) and (2.92) that, for waves incident 
normally on the ionosphere, at reflection 

(i) the E and P vectors of the ordinary wave vibrate linearly in the 
direction of the imposed magnetic field, since cot </> = tan 0 = cot 

(ii) the E and P ellipses of the extraordinary wave are perpendicular 
to the imposed magnetic field, since <)> = /= —0. 

The following properties are of interest: 

(1) With longitudinal propagation the two magneto-ionic waves are 
circularly polarized, in opposite senses. 

(2) With transverse propagation the ordinary wave is polarized 
with the E and P vectors parallel to the imposed magnetic field, whereas 
for the extraordinary wave the P and E ellipses lie entirely in the 1-3 
plane. 
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(a) 

(b) 
Figure 2.11. Polarization ellipses (no collisions'). 

(a) Wave polarization D and H ellipses, (b) Relation between the correspond¬ 
ing ellipses of the ordinary and the extraordinary waves. 
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2.3.3.3. No Magnetic Field, With Collisions 

Meaning of a complex index. For the sake of simplicity we now set 
Yt— Yl — 0, but retain Z, in (2.76). This yields a complex refractive 
index n given by 

n2= (m-¿x) 2=1- -2L=i-_2L 
1-iZ l+Z2

iXZ 
l+Z2’ 

(2.93) 

where g and x are the real and imaginary parts of n respectively. 
Let us pause for a moment to consider the meaning of a complex 

refractive index. The equation for a wave traveling in the 1-direction is 
of the form (see 2.36) 

or 

(
O) \ 

ut-nxi 1, (2.94) 

f f u \ “ £ = £o exp I — x~*i I exp tl ut-gxi 
\ c / \ c 

(2.95) 

Thus, if X is non-zero, this represents a wave whose amplitude is de¬ 
creasing exponentially with distance. The quantity (w/c)x is a measure 
of the decay of amplitude per unit distance and is called the absorption 
coefficient k (kappa). 

(2.96) 

Dispersion. Consider first the real part of the refractive index. The 
variation of g2 with X, for a series of values of Z, is shown in figure 2.12. 
It will be seen that, for a given value of X, the effect of a large collision 
frequency is to diminish the refracting properties of the medium. It is 
important to notice also that, when collisions are present, the real part 
of the refractive index never goes to zero but attains a minimum value 
given by 

1 (1+Z2) ’ (2.97) 

at X=2. 
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Figure 2.12. Variation of refractive index n with X for different collision frequencies (no 
magnetic field), Z=-v/m. 

This means that in a lossy medium total reflection -never really oc¬ 
curs. However, strong reflections still occur near levels at which g is small. 

Absorption. We shall return now to the absorption of the radio wave. 
From (2.93) and (2.96) we get 

w 1 XZ e2 1 Nr 
c 2m 1+Z2 2eomc g «2+>'2

(2.98) 

This formula gives the absorption in nepers per meter, where 1 neper = 
8.69 dB. 

Equation (2.98) enables us to distinguish between two extreme types 
of absorption, namely: 

Non-deviative absorption occurs in the D region of the ionosphere; it 
predominates when m is near unity and when the product Nv is large. 

Deviation absorption occurs near the level of reflection and whenever 
there is marked bending of the ray, that is, when n tends to zero. 
For non-deviative absorption we have, when co is much greater than v, 

e Nv 
2e0mc u2

(2.99) 
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so that the absorption varies inversely as the square of the frequency. 
For deviative absorption we have 

p/1 \ 

* 2c\m *)' 
(2.100) 

Note that this type of absorption does not, in general, vary inversely as 
the square of the frequency. 

Let us consider now the case when the angular wave frequency is 
small compared with the collision frequency (i.e., ^^v2). With this 
condition we have from (2.98) for non-deviative absorption 

e2 TV 
2«o/nc y 

(2.101) 

Under these conditions, the absorption may actually decrease with in¬ 
crease of collision frequency. The physical reason for this appears to be 
that the electronic motions are so confined that little energy is extracted 
from the wave. Absorption of this type is thought to occur during some 
polar cap absorption events and certain solar flare effects. 

It is of interest to note that differentiation of (2.98) (for g~l) 
shows that a maximum of absorption occurs when v = w. 

2.3.3.4. Magnetic Field, With Collisions 

Dispersion. With one exception, the inclusion of a magnetic field 
and collisions introduces great complication into the dispersion and ab¬ 
sorption relationships. The one exception is that of transverse propaga¬ 
tion of the ordinary wave which is the same as the "no field” case. 

The dispersion curves for the general case of any angle of propaga¬ 
tion are discussed usually in terms of the so-called critical collision fre¬ 
quency ><c where 

1 Y} Y sin2 6 
a 2 Yl 2 cos 6 

(2.102) 

The curves are sketched in figure 2.13 and show how profound are the 
effects of collisions (in comparison with figure 2.9), especially near X = 1. 
Collisions play an important part in modifying the QT and QL conditions. 
Thus QL conditions may hold even near X = 1 for the ordinary wave 
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DISPERSION CURVES WITH COLLISIONS 

9- 20° 
- ORDINARY 
-EXTRAORDINARY 

Figure 2.13. Dispersion curves with magnetic field and collisions for a fixed 0 = 20°. 
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whereas QT conditions may apply near X=1=F Y for the X-wave. The 
interested reader can find more information on this in Mr. Ratcliffe’s 
book [10]. 

Polarization. As far as polarization is concerned, the introduction of 
collisions causes the polarization ellipses (in the 2-3 plane) to rotate 
about the 1-axis. All the ellipses associated with one magneto-ionic wave 
rotate in the same direction and through the same angle as shown in 
figure 2.14a. The ellipses associated with the other wave rotate in the 
opposite direction through the same angle (figure 2.14b). Hence, for the 
projections of the ellipses onto the wavefront, we may deduce the ellipses of 
one magneto-ionic wave from that of the other as follows: Rotate the ellipse 
through 90° about the direction of phase propagation and then reflect in the 
magnetic meridian. It may be noted that one ellipse is the reflection of the 
other in the plane making an angle of 45° with the magnetic meridian. 

Absorption. In principle it is possible to express the complex refrac¬ 
tive index in terms of its real and imaginary parts and thus to obtain the 
absorption. In practice the expressions which would be obtained by this 
procedure are so complex as to be of little or no value. For a variety of 
conditions, however, the propagation conditions are quasi-longitudinal 
and the non-deviative absorption coefficient is then given, approximately, 
by 

Nr 
2e0mc (œ±w//) 2+^2

(2.103) 

The + and — signs refer to the ordinary and extraordinary waves re¬ 
spectively. From this we see that the ordinary wave suffers less absorp¬ 
tion, and the extraordinary suffers more absorption, than the correspond¬ 
ing wave in the absence of a magnetic field. 

2.3.4. Generalized Magneto-Ionic Formulas 

2.3.4.1. Collision Statistics 

In our derivation of the Appleton formula it was assumed that the 
electrons all possessed the same average velocity and that the collision 
frequency v was independent of the electron velocity. Now the question 
of finding an "average” velocity while not important in the upper regions 
of the ionosphere, where v is small, is of considerable importance in the 
D region where r may be equal to or greater than the angular wave 
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(a) 

Figure 2.14. Polarization ellipses with collisions. 

(a) Polarization D and H ellipses, (b) Relation between the corresponding ellipses of ordinary and 
extraordinary waves. 
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frequency. The method of averaging collisions is indeed the weakest 
point in the theory developed above, and to improve upon the above 
theory it is necessary to consider the energy distribution of the electrons 
and the dependence of collision frequency on electron energy. Thus a few 

Table 2.1. Table of 6,(x) = 1 / e*P dt 
P- J e2+x2

p 

X 
3/2 5/2 

p 

X 
3/2 5/2 

0.00 
0.05 
0.10 
0.15 
0.20 

0.25 
0.30 
0.35 
0.40 
0.45 

0.50 
0.55 
0.60 
0.65 
0.70 

0.75 
0.80 
0.85 
0.90 
0.95 

1.00 
1.10 
1.20 
1.30 
1.40 

1.50 
1.60 
1.70 
1.80 
1.90 

2.00 
2.10 
2.20 
2.30 
2.40 

2.50 
2.60 
2.70 
2.80 
2.90 

1.333 
0.9744 
0.8425 
0.7502 
0.6786 

0.6202 
0.5710 
0.5289 
0.4922 
0.4598 

0.4310 
0.4052 
0.3818 
0.3607 
0.3414 

0.3237 
0.3075 
0.2926 
0.2787 
0.2659 

0.2540 
0.2325 
0.2137 
0.1971 
0.1824 

0.1693 
0.1576 
0.1471 
0.1376 
0.1289 

0.1211 
0.1139 
0.1073 
0.1013 
0.09580 

0.09070 
0.08599 
0.08164 
0.07759 
0.07384 

0.2667 
0.2615 
0.2542 
0.2463 
0.2384 

0.2306 
0.2230 
0.2156 
0.2085 
0.2017 

0.1951 
0.1889 
0.1828 
0.1771 
0.1715 

0.1662 
0.1611 
0.1563 
0.1516 
0.1471 

0.1428 
0.1347 
0.1273 
0.1204 
0.1140 

0.1081 
0.1026 
0.09750 
0.09275 
0.08831 

0.08417 
0.08030 
0.07668 
0.07328 
0.07009 

0.06710 
0.06428 
0.06163 
0.05913 
0.05677 

3.00 
3.20 
3.40 
3.60 
3.80 

4.00 
4.20 
4.40 
4.60 
4.80 

5.00 
5.20 
5.40 
5.60 
5.80 

6.00 
6.20 
6.40 
6.60 
6.80 

7.00 
7.20 
7.40 
7.60 
7.80 

8.00 
8.20 
8.40 
8.60 
8.80 

9.00 
9.20 
9.40 
9.60 
9.80 

10.00 
10.50 
11.00 
11.50 
12.00 

0.07034 
0.06404 
0.05854 
0.05369 
0.04941 

0.04562 
0.04223 
0.03920 
0.03647 
0.03402 

0.03179 
0.02978 
0.02794 
0.02627 
0.02474 

0.02333 
0.02204 
0.02085 
0.01976 
0.01874 

0.01780 
0.01693 
0.01612 
0.01536 
0.01466 

0.01400 
0.01339 
0.01281 
0.01227 
0.01176 

0.01128 
0.01084 
0.01041 
0.01001 
0.009635 

0.009278 
0.008468 
0.007758 
0.007132 
0.006578 

0.05454 
0.05044 
0.04677 
0.04347 
0.04048 

0.03778 
0.03533 
0.03311 
0.03107 
0.02921 

0.02751 
0.02594 
0.02450 
0.02317 
0.02195 

0.02081 
0.01976 
0.01878 
0.01787 
0.01702 

0.01623 
0.01549 
0.01480 
0.01415 
0.01355 

0.01298 
0.01244 
0.01194 
0.01146 
0.01101 

0.01059 
0.01019 
0.009811 
0.009453 
0.009114 

0.008792 
0.008059 
0.007408 
0.006833 
0.006321 
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Tabi.e 2.1—Continued 

p 
X 

3/2 5/2 
p 

3/2 5/2 

12.50 
13.00 
13.50 
14.00 
14.50 

15.00 
15.50 
16.00 
16.50 
17.00 

17.50 
18.00 
18.50 
19.00 
19.50 

20.00 
21.00 
22.00 
23.00 
24.00 

25.00 
26.00 
27.00 

0.006086 
0.005647 
0.005252 
0.004898 
0.004578 

0.004287 
0.004024 
0.003784 
0.003564 
0.003363 

0.003179 
0.003009 
0.002852 
0.002707 
0.002573 

0.002448 
0.002225 
0.002031 
0.001860 
0.001711 

0.001578 
0.001461 
0.001356 

0.005864 
0.005453 
0.005084 
0.004750 
0.004448 

0.004173 
0.003922 
0.003693 
0.003484 
0.003291 

0.003114 
0.002950 
0.002799 
0.002660 
0.002530 

0.002409 
0.002192 
0.002003 
0.001837 
0.001691 

0.001562 
0.001446 
0.001343 

28.00 
29.00 
30.00 
32.00 
34.00 

36.00 
38.00 
40.00 
42.00 
44.00 

46.00 
48.00 
50.00 
55.00 
60.00 

65.00 
70.00 
75.00 
80.00 
85.00 

90.00 
95.00 
100.00 

0.001262 
0.001177 
0.001101 
0.0009684 
0.0008586 

0.0007665 
0.0006884 
0.0006216 
0.0005641 
0.0005142 

0.0004707 
0.0004324 
0.0003986 
0.0003296 
0.0002771 

0.0002362 
0.0002037 
0.0001775 
0.0001560 
0.0001382 

0.0001233 
0.0001107 
0.0000999 

0.001251 
0.001168 
0.001092 
0.0009620 
0.0008536 

0.0007625 
0.0006851 
0.0006190 
0.0005619 
0.0005124 

0.0004691 
0.0004311 
0.0003975 
0.0003289 
0.0002766 

0.0002358 
0.0002034 
0.0001773 
0.0001559 
0.0001381 

0.0001232 
0.0001106 
0.0000998 

electrons with high energy may lose as much energy as a large number of 
electrons with low energy. 

Little was known about the energy dependence of » until Phelps 
and Pack £14] and Phelps £8] established, experimentally, that for slow 
electrons in nitrogen, the frequency of collisions for momentum transfer 
was directly proportional to electron energy. 

Margenau £15] has shown that, to include the distribution of elec¬ 
tron energies, it is necessary to use the Boltzmann transfer equation. 
This theory has been extended to the case of a magneto-ionic medium by 
Sen and Wyller £9] but their development is beyond the scope of this 
book. We shall, however, consider their results in the important case where 
there is no imposed magnetic field. This case applies also to transverse 
propagation of the ordinary wave. With a Maxwellian velocity distribu¬ 
tion and with a collision frequency which varies linearly with electron 
energy, the complex refractive index is given by the expression 

n2= (m-¿x) 2=1- (2.104) 
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in which = Here vm is the electron collision frequency associated 
with the most probable energy rather than with the mean energy. 

ep exp ( — e) de 
e+x2

(2.105) 

The values of 63/2 (x) and 65/2 (x) given in table 2.1 are taken from Burke 
and Hara ßl6J and are published by permission of the Superintendent, 
Defence Research Telecommunications Establishment, Ottawa, Canada. 

2.3.4.2. Dispersion 

For the sake of simplicity let us consider the case where the absorp¬ 
tion is relatively small so that x2«M2- Under this condition we have 

(2.106) 

From (2.105) it can be seen that when x is small, i.e., when Vm^u, 
63/2(0)=!. Substitution of this value into (2.106) gives /?= 1—(oj^/V) 
which is similar to (2.97) with Z^>1. Thus it is possible to use the classical 
formula provided that v = (vj/2)rm. When x is large, i.e., when a^vm, 
(2.106) reduces to (2.78). 

2.3.4.3. Absorption 

The non-deviative absorption per unit length (x2<Km2) is obtained 
from the imaginary part of (2.104), namely 
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(2.107) 

To see how the absorption from the generalized theory compares with 
that from the Appleton equation, we need to compare the following 
function; 

5 1 
Ko = ~ “"Cs/s 

I I'm 
(2.108) 

with 

V 
U2 + v* 

(2.109) 

This comparison is made in figure 2.15. As in the case of the dispersion 
curves, it is not possible to use a single effective collision frequency 
across the entire frequency band. Nevertheless, on high frequencies the 
Appleton theory can be used with reM=2.5 whereas on low frequencies 
it is necessary to use reH= 1.5 It must be realized, however, that on 
intermediate frequencies appreciable error is involved in using one or 
the other of these values of 

2.4. GROUP PROPAGATION 

2.4.1. Phase Velocity 

From (2.78) it follows that the phase velocity (v) of a wave in a 
plasma containing no imposed magnetic field and in which electronic 
collisions are negligible is given by 

c 
t = - = c 

M meow . 
Ne2 l-‘ 

1-: (2.110) 



R
E
L
A
T
I
V
E
 
A
B
S
O
R
P
T
I
O
N
 

90 THEORY OF WAVE PROPAGATION 

10 20 30 50 100 

Mc/s 

Figure 2.15. Comparison of absorption curves of Appleton theory and of generalized 
theory. 

This indicates that the phase velocity, in the medium, is greater than that 
of light. It might be thought, at first sight, that this is a violation of the 
special theory of relativity. However, this is not so; all it means is that 
the wavelength (i.e., the distance between one wave crest and the next) 
:s greater in the medium than in free space. It does not mean that energy 
is propagated faster than light. 

The relationships between phase velocity (v), wavelength X, and 
refractive index g are given by 
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Vß = c, (a) 

V c 
and - = — , (b) 

X Xo 

(2.111) 

where Xo is the free space wavelength. 

2.4.2. Group Velocity 

When the phase velocity of a wave in a medium is a function of the 
wave frequency, the medium is said to be "dispersive.” This term arose 
in the dispersion of colors by a prism. Inspection of (2.110) reveals that, 
for radio waves, the ionosphere is dispersive. This means that two waves 
differing slightly in frequency will travel with slightly different velocities. 
It is the interference pattern produced by two such waves that determines 
where, and with what velocity, the energy in the composite wave will 
travel. This is what happens when we modulate a wave and it introduces 
the concept of "group velocity” which, for our present purposes, may be 
regarded as the velocity with which the modulation envelope travels 
or the velocity of the energy. It should be realized that this concept is 
applicable only when the modulation envelope retains its shape. It is 
not applicable under conditions of severe distortion as can occur in highly 
dispersive media. For a more detailed discussion of this subject the reader 
should consult Stratton £4, sec. 5.17]. 

For our present purpose it will suffice to consider the superposition 
of two harmonic waves and of equal amplitude which differ slightly 
in frequency and wave number. 

(2.112) 
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Figure 2.16. Interference pattern produced by two waves of nearly equal amplitudes 
and slightly different frequencies. 

This is shown diagrammatically in figure 2.16. The superposition pro¬ 
duces a "beat” signal, the envelope of which is given by 

A = 2 cos J (xi Sk — t &u). (2.113) 

It follows from (2.113) that the velocity of propagation of the envelope 
(i.e., the group velocity u) is given by 

(2.114) 

This contrasts with the phase velocity v given by 

(2.115) 
h 

For a non-dispersive medium, in which w/k is constant, u = v. In the limit 
as Sai—»0 and Sk—»0 we obtain the differential form 

Sai 
u = — . 

Sk 

(2.116) 

where ko is the value of k at which the gradient (dai/dk) is evaluated. 
It is convenient to define a group refractive index p in a manner 

similar to a phase index namely, 

, c 
ft =-

u 
dk_ d/2tr\ d dp dp 
dai'^ xJ-Tat^-^Zi-^df ' 

(2.117) 
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It is important to remember that the group velocity as defined above is 
the component in the direction of phase propagation. Furthermore, 
under normal dispersion conditions, its magnitude is always less than the 
velocity of light. Substituting g = -\/l — (fn/fY in (2.117) we find that 

d 1 
M = =“• df M 

(2.118) 

In the presence of an imposed magnetic field the group refractive 
index g'(±) is given by substituting the expression for g from (2.77) in 
(2.117). This gives 

g'(±)=g(±) + ((l-g2(±)p 

’ 1 

.Xm(±) 
, 2(l-X)3Yl-XY* 

+ 2g(±)(i-x) 2±2Xg(±)(i-x)vy;+4yi(i-x)2

(2.119) 

where the + and — signs refer to the ordinary and extraordinary waves 
respectively. The more complete expression, involving collisions, is given 
by Budden Qll, ch. 12], 

2.5. PROPAGATION IN ANISOTROPIC MEDIA 

2.5.1. Meaning of Anisotropy 

A homogeneous medium is said to be isotropic if the phase velocity 
at any given point in the medium is independent of the direction of 
propagation. A two-dimensional illustration of this is seen in figure 2.17. 
Consider a disturbance, originating at the origin 0; after a time t the 
wavefront will be a circle of radius r = vt. At a point P on the wave the 
wavefront is tangent to the circle and hence the wave normal np, which 
is perpendicular to the front, is radial. Now, since the disturbance is 
traveling out from 0 in all directions, it is not hard to see that the direc¬ 
tion of energy flow (ray direction) is always radial. Hence, in an isotropic 
medium, the direction of phase propagation and of energy propagation 
coincide. 

Now consider a magneto-ionic medium. Equation (2.77) shows that 
the refractive index g depends upon YT and Yl, that is, upon the direction 
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Figure 2.17. Wavefront in an isotropic medium. 

Figure 2.18. Wavefront in an anisotropic medium. 

of phase propagation with respect to the magnetic field. A medium such 
as this, in which the phase velocity at a point is a function of direction, is 
said to be "anisotropic.” Again consider a disturbance originating at a 
point 0 in such a medium as illustrated in figure 2.18. Since the phase 
velocity is a function of the angle 0 made with the reference axis, the 
wavefront at a time t is not circular but shaped somewhat similar to that 
shown in figure 2.18. As before, the wavefront at a point P is tangential 
to the surface of constant phase and so the wave normal np is no longer 
radial. Since the energy is radiating from the point 0, the ray direction 
nr is still radial. Hence, in an anisotropic medium, the direction of phase 
propagation differs, in general, from that of energy propagation. 
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2.5.2. Angle Between Phase and Ray Directions 

Let a be the angle measured from the wave normal np to the ray nr, 
i.e., in same sense as 0, as shown in figure 2.18. Our next step is to find a 
relationship for a in terms of the refractive properties of the medium. 
Referring to the geometry in figure 2.19 we see that 

and 

1 dr 
tan a=-— , 

r d<t> 

<p = 6 — a. 

(2.120) 

(2.121) 

It is now necessary to introduce the concept of ray velocity vr. The 
distance OP=r, in figure 2.18, is proportional to the velocity of P in the 
ray direction nr, whereas the phase velocity v is measured in the direction 
of phase propagation np. By letting the wavefront advance a short 
distance it can be seen that the relation between v and vr is 

v = vT cos a. (2.122) 

Solution of (2.120), (2.121), and (2.122) gives 

1 dv \ d^ 
v d9 d6 

(2.123) 

Figure 2.19. Derivation of formula tan a = (1/u.)(du/de). 
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The sign convention used here is important because some authors use 
(2.123) with a reversal of sign. The convention used here is that angles 
measured in the same direction as 0 (i.e., from wave normal to magnetic 
field) are positive. It is important to remember also that in the above 
derivation of tan a, it was tacitly assumed that the medium was homo¬ 
geneous, that is the wave velocity in a given direction is independent of 
position in the medium. Hence no distortion of the wavefront is brought 
about by variations in the medium due to position. 

2.5.3. Phase and Group Paths 

For some purposes, it is convenient to use the concepts of phase and 
group paths which may be defined with reference to the transit times of a 
surface of constant phase and of a wave packet, respectively, between a 
sender and a receiver. It must be remembered that these are not paths in 
space but are distances which would have been covered if the wave (and 
wave packet) had traveled with the free space velocity. 

Referring to the ray path between sender S and receiver R in figure 
2.20, the time dTp required for a surface of constant phase (see fig. 2.20b) 
to travel from P to Q is given by 

PM PQ ds cos « 1 
d 1 p =-=-=-= ~n cos a ds. 

V vr vc 
(2.124) 

The total transit time 

where 

1 rR P 
Tp—~ I n cos a ds = —, (2.125) 

cJs c 

(2.126) 

is defined as the phase path. 
The quantity K— (2r/\i)P is called the angular phase path length. 

It is simply the number of radians of phase between sender and receiver. 
If K changes with time, either because of a change of real distance and/or 
a change in refractive index, the angular frequency of the received wave 
will differ from that transmitted by an amount Aw. If K increases then 
the received frequency decreases because more radians are needed in the 
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R 

Figure 2.20. Phase and group paths in an anisotropic medium. 

medium between S and R. Therefore the angular Doppler frequency 
Aw is 

dK__2ndP 
dt Xo dt 

(2.127) 



98 THEORY OF WAVE PROPAGATION 

In terms of linear frequency the Doppler shift A/ is given by 

1 dP fdP 
(2.128) 

Ao at c at 

The group path P' may be defined in terms of the time of flight of a 
pulse. It will be recalled that in section 2.4.2 we defined the group velocity 
u in the direction of phase propagation. In an anisotropic medium the 
wave packet will, in general, have a velocity component parallel to the 
wavefront. The time dTa for the packet to travel from P to Q (fig. 2.20) 
is given by 

ds cos a 
dT„ =-. (2.129) 

u 

The quantity u sec a is called the ray group velocity and represents the 
velocity of the wave packet along the ray path. 

The total time of flight between sender and receiver is: 

1 [R 1 
T„ = - / p' cos a ds — -P', (2.130) 

cJs c 

where 

P=l p cos a ds (2.131) 
Js 

is called the group path. Another useful relationship between these 
quantities is 
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CHAPTER 3 

Synoptic Studies of the Ionosphere 

3.1. WORLDWIDE SOUNDINGS 

For purposes of radio communications, it is necessary to have in¬ 
formation about the ionosphere on a global scale. Since the spatial and 
temporal fluctuations in the ionosphere are so great, geographic coverage 
may be much more important than accuracy of measurement. This point 
should be borne in mind whenever one is judging the value of ionospheric 
data. For instance, the lack of accuracy to which a critical frequency can 
be measured may make it of little value to the scientist, yet it may be of 
value to the radio operator. 

Before World War II, there were only a few sounding stations in 
existence, e.g., Slough, England; Washington, D.C., U.S.A.; Huancayo, 
Peru; Watheroo, Australia; and Slutsk, U.S.S.R. The need for more 
reliable high-frequency communications led to the installation of many 
more stations during the war (40 or 50). During the International Geo¬ 
physical Year (IGY) still more stations were added, making a total of 
about 150. The distribution of stations during the IGY is shown in figure 
3.1. During this latter period considerable uniformity was introduced 
into the scaling and reporting of ionospheric data £1J,‘ which has turned 
out to be valuable from the point of view of both the radio communicator 
and the scientific worker. 

Much of the impetus for ionospheric research has come from certain 
international organizations such as the International Scientific Radio 
Union (URSI) and the Consultative Committee on Ionospheric Radio 
(CCIR). These organizations have encouraged investigations into the 
spatial and temporal variations in the electron distribution in the iono¬ 
sphere, the measurement of ionospheric absorption of radio waves, 
ionospheric movements, noise, and the scattering of radio waves from 
ionospheric irregularities. 

1 Figures in brackets indicate the literature references on p. 156. 
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Figure 3.1. Map of world distribution of sounding stations. 
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In the present chapter, we shall consider some of the techniques 
used in ionospheric investigations and a few of the results obtained. 

When making measurements on a medium such as the ionosphere it 
is necessary to distinguish clearly between controlled experiments, such 
as can be carried out in a laboratory, and those over which we have no 
control. Except for certain modeling techniques involving laboratory 
plasmas and microwaves, ionospheric research must be carried out in its 
own environment and, hence, any control must be "remote control.” 

3.2. EXPERIMENTAL TECHNIQUES 

There are many possible ways of classifying radio techniques for 
investigating the ionosphere. For instance, we can divide them into pulse 
versus continuous wave (CW) techniques, or into fixed frequency versus 
sweep frequency, or again into intermittent versus continuous methods 
and so on. In the present treatment, we shall start by studying the most 
widely used technique (the ionosonde) and follow in order of decreasing 
usage, such as the techniques for measuring absorption, phase, etc. It is 
not to be construed that this order is in any sense one of relative 
importance. 

3.2.1. Height Recorders 

3.2.1.1. The Ionosonde 

The ionosonde is essentially a pulsed radar device in which the ex¬ 
ploring frequency can be varied over a wide range from 1 Mc/s, say, up 
to 25 Mc/s. Of course the entire sweep may have to be covered in a series 
of frequency bands. A detailed description of ionosondes is given by 
Wright, Knecht, and Davies £2J. The equipment is designed to measure 
directly the time t taken for a pulse of radio waves to travel up to the 
ionosphere and back as a function of frequency. That is, it measures the 
group height h' of the ionosphere, where 

fi' = ict = 0.15t, (3.1) 

t being in microseconds. This group height is also known as equivalent 
height and virtual height. The transmitter and receiver are kept in tune 
by suitable electronic or mechanical linkage and the receiver output is 
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displayed on a cathode ray oscilloscope together with suitable frequency 
and time (height) markers. These signals are usually applied in the form 
of narrow blanking pulses which interrupt the sweep-trace every j, J or 
6j msec corresponding to group heights of 50, 100, and 1000 km, respec¬ 
tively. In addition, as the frequency of the transmitter is varied, the 
entire sweep-trace may be blanked for a short interval as the frequency 
passes through each megacycle (or 0.1 Mc/s). Thus a grid of reference 
lines is produced with which the group height at any frequency can be 
determined. 

An ionosonde embodying these principles is the NBS C-4 Ionosonde. 
Essentially it consists of a pulse transmitter (of peak power about 10 
kW) and a wide-band receiver as shown in the block diagram in figure 
3.2. The pulse transmitter is composed of a heterodyning CW oscillator, 
sweeping from 31 to 55 Mc/s; a pulsed oscillator on a frequency of 30 
Mc/s; a balanced mixer producing the difference frequency of the two 
(variable-frequency oscillator VFO and fixed-frequency oscillator FFO) ; 
and a power amplifier of the broadband video-coupled type. Note that 
the difference frequency varies by a factor of 25 to 1, although the sweep¬ 
ing oscillator variation is less than 2 to 1. The receiver uses the same 
heterodyning oscillator as the transmitter in another balanced mixer 
which converts the frequency of incoming echoes to 30 Mc/s. This fre¬ 
quency is constant throughout the band and is amplified and detected in 
a straightforward way. Antennas are usually vertical deltas or vertical 
rhombics which, although they possess fairly constant and resistive im¬ 
pedance, are not very efficient at the low frequency end of the sweep. 
Log periodic antennas, which are better in this respect, are coming into 
use. 

A pulse generator provides pulses for triggering the transmitter and 
display, and employs a stable crystal at 1.0 Mc/s together with frequency¬ 
dividing circuits to obtain frequencies of 3 kc/s from which, by suitable 
shaping, the 50 km height markers are obtained. Further division to 
1500 c/s and 300 c/s yields 100 km and 500 km markers respectively. 

The frequency calibration marks are obtained as the receiver is 
tuned through the harmonics of the 1.0 Mc/s oscillator. 

Various types of display are used: 
A scan: This is illustrated in figure 3.3a. The time base of the cathode 

ray oscilloscope is synchronized with the pulse repetition frequency of the 
transmitter, and a stationary pulse pattern is obtained. The time base is 
applied to the x plates and the receiver output is applied to the y plates, 
together with the height marker pips. For photographic recording a 
screen is placed in front of the tube. The motion of the film past the slit 
provides the frequency base. As the frequency increases, the time delay 



Figure 3.2. Block diagram of a typical ionosonde. 
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G = DIRECT PULSE, A(, A2, A3 = ONCE, TWICE, THRICE 
REFLECTED SIGNALS 

(0) A-SCAN 

Figure 3.3a. Types of ionosonde display—A scan. 

OSCILLOSCOPE^ 

6 A| A 2 A3 

i 

(b) B-SCAN 
Figure 3.3b. Types of ionosonde display—B scan. 

generally increases and the echo breaks in the time base move to the 
right. The cams controlling the frequency of the transmitter and receiver 
are suitably shaped so as to give the desired frequency scale on the film 
(e.g., linear or logarithmic). 

B scan: This is similar to the A scan except that the receiver output 
and height pips are applied as blanking pulses to the oscilloscope and the 
y plates are grounded. The output is as shown in figure 3.3b. 
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MC/S 

(C) PANORAMIC DISPLAY 

Figure 3.3c. Types of ionosonde display—panoramic. 

Panoramic displays: The B scan is used with the time base applied 
to the y plates and a voltage applied to the x plates which is a function 
of transmitter frequency. The whole h'—f picture is photographed on a 
single frame of 16 mm movie film as illustrated in figure 3.3c. 

The ionosonde is a versatile equipment and, in one form or another, 
is used at every ionospheric observatory. It has the advantage that the 
quantity measured (virtual height) does not depend upon the output of 
the transmitter or the gain of the receiver, which means that it can be 
operated by relatively inexperienced operators. It is programmed, auto¬ 
matically, to make sweeps at certain intervals (e.g., every 15 min). The 
duration of a sweep depends on the mechanical design of the ionosonde 
but there are practical limits. If the sweep is too fast, the receiver is out 
of tune with the echo which has been reflected from the ionosphere. 
Sweeps of duration less than about 15 sec suffer from this. On the other 
hand, if the sweep takes too long, the ionosphere itself may have changed 
appreciably between the beginning and end of the sweep. Furthermore, 
the ionosonde may produce excessive interference with other radio 
systems. 
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3.2.1.2. The Virtual Height-Time Recorder 

This is a fixed-frequency device using a B scan display which operates 
continuously. Provided that the signal does not penetrate the ionosphere, 
this system has the advantage of continuous monitoring of the ionosphere 
and is useful in detecting "one-shot” events such as the effect of a solar 
flare. It has the added advantage of extreme simplicity. 

3.2.2. Absorption Measurements 

The ionosonde gives very little information about the D region 
because reflections from this region tend to be of the partial type rather 
than the refractive type. Also, the lower frequencies are heavily absorbed 
in the lower ionosphere because of the high collision frequency there. 
This absorption is, of course, very important to the radio operator be¬ 
cause it sets a lower limit to the power and/or the frequency with which 
he can operate. Thus absorption measurements are of practical importance 
and, in addition, they give information on the total electron content of 
the D region. Some of the methods used will be discussed below. These 
methods have been described, in more detail, by Piggott, Beynon, Brown, 
and Little pj. 

3.2.2.1. The Pulse Reflection Method 

This method has been used extensively in England [4] and elsewhere 
and involves the measurement of the amplitudes of successive echoes 
with an A scan display. The amplitudes are usually read off visually, 
either by noting the gain required to bring the tops of the oscilloscope 
traces to a fiduciary mark or else by calibrating the face of the oscilloscope. 

It is convenient to express the amplitude ratios in terms of an ap¬ 
parent reflection coefficient p. This parameter is the ratio of the amplitude 
I of a wave which is reflected once in the ionosphere to the amplitude I'a 
which would have been received in the absence of dissipative attenuation 

/=/'oexp( — ( k ds ) (3.2) 

K ds = — In p. (3.3) 
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In practice, the absorption is usually measured in terms of a loss in 
decibels, L, where 

L = — 20 log p = — 8.7 In p. (3.4) 

In the absence of absorption, the amplitude / of a wave reflected 
from a group height h' is given by 

(3.5) 

where Io is the amplitude which would have been received if reflection 
had occurred at a standard height ho. When absorption is present the 
amplitudes of the first Ii, second It, and rth order I. reflections are given 
by 

Iih' = ploho = pG, (a) 

2I2h'= ppgW = p2p„G, (b) 

rlrh'= p'p^'G, (c) 

(3.6) 

where p„ is the apparent reflection coefficient of the ground and G( = I¡ ¡ho) 
may be regarded as a calibration constant. 

The calibration factor, G, can be found by measuring the amplitudes 
of multiple reflected signals when the absorption is low (at night) and 
can then be used to measure p when the absorption is high, i.e., when 
there is one reflection only. 

When G is known, p can be found from the group height and ampli¬ 
tude of the reflected echo. 

The chief practical problem in the measurement of absorption by 
this technique is that introduced by the continuous fading of the reflected 
signal. This question is too complex to be considered here but it requires 
that a suitable statistical sample be used to derive a mean amplitude. 
For vertical incidence measurements in the HF band, periods between 
15 and 20 min are common, and it is desirable to average over such 
periods. Of course, if the averaging period is excessive, the absorption 
itself may have changed during the interval. 

The chief disadvantage of this system is that the measurements are 
tedious to make and/or reduce to L values. Furthermore, inaccuracies 
arise because of noise and interference, polarization, pulse dispersion, 
partial reflection, and scattering (see ref. pj). 
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3.2.2.2. Continuous-Wave Field-Intensity Recordings 

In this method a continuous wave sender is used. A communications-
type receiver is fed by a calibrated antenna and the output is registered 
on a pen recorder. 

The CW recording method of measuring ionospheric absorption 
has the advantage of continuous recording, but it suffers from the dis¬ 
advantage of not being able to separate the various echoes. The total 
field received at any instant is the resultant of different order echoes and 
of ordinarv and extraordinary waves, all fading independently of each 
other. Approximately, the resultant median field intensity is the square 
root of the sum of the squares of the median values of all of its compo¬ 
nents. From a knowledge of the differential absorption of the ordinary 
and extraordinary waves, and using the root-sum-square rule, the field 
intensity of the ordinary wave, first echo, can (in principle) be obtained. 

If transmitter and receiver are close together, so that the incidence 
is essentially normal, it is possible to calibrate the equipment (roughly) 
bv assuming that the nighttime signals are not absorbed in the ionosphere. 

3.2.2.3. The Riometer Method 

The riometer (rio = relative ionospheric opacity) is simply a receiver 
that measures the intensity of the random noise which impinges on the 
earth from deep space. The use of cosmic radio noise for the measurement 
of ionospheric absorption has been developed by Little and his co¬ 
workers. The principle is as follows: 

The radio noise power incident at a point outside the earth’s atmos¬ 
phere from a given direction in space is assumed to be constant with 
respect to time. The noise power received on a fixed receiving system at 
the earth’s surface should, therefore, be a function of sidereal time only, 
since each day the aerial beam will explore the same strip of sky as the 
earth rotates. The transparency of the atmosphere at a particular in¬ 
stant of time is, therefore, given by the ratio of the signal strength actually 
received to that received at the same sidereal time under conditions of 
little ionospheric absorption. 

The simplest equipment capable of measuring cosmic noise consists 
of a gain stable receiver connected to an antenna (input) and a pen 
recorder (output), as illustrated in the block diagram in figure 3.4, to¬ 
gether with a noise diode, for calibration purposes, and stabilized power 
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Figure 3.4. Block diagram of riometer. 

(After C. G. Little, 1957, in The Measurement of Ionospheric Absorption, 
Annals of the IGY, Vol. Ill, Part II, Pergamon Press.) 

supplies. The calibration is carried out, automatically, by periodically 
disconnecting the antenna and feeding into the receiver, a known quantity 
of noise power from the diode. 

To understand how the method works, consider an antenna looking 
at the sky, the temperature of which is Tt. If the bandwidth of the re¬ 
ceiving system is B, the available power is 

P^kT.B. (3.7) 

If now some absorbing medium (such as the ionosphere) with a power 
transmission coefficient a and temperature T, is inserted over the whole 
of the antenna beam, the power received from the sky would be reduced 
to akT,B. The absorbing medium would, however, itself radiate noise in 
proportion to its temperature and its effectiveness as an absorber. The 
antenna would receive an additional signal P2 = fc(l — a)T.B from the 
absorbing medium. 

In the case where the signal is transferred to the receiver via a trans¬ 
mission cable, the power transmission coefficient of which is E, the 
transmission line itself will act as an attenuator and a generator of radio 
noise Pr. The noise reaching the receiver will be given by: 

E[ak T,B +k ( 1 - a) T.B] + (1-E)k TCB, 

where Tc is the temperature of the transmission line. It is assumed that 
the antenna and receiver are both matched to the transmission line, and 
that the power transfer from the antenna to the receiver is complete, 
apart from the effect of absorption within the transmission line. 

This received power will add to the noise generated within the 
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receiver, which is given by 

Pr=(E-l)fcTB, (3.8) 

where T is the room temperature and F is the noise factor of the receiver. 
If the above system receives cosmic radio noise, the output power 

Po of the receiver may be written as 

Pa=G(P.+ Pt+Pc+Pr+D (3.9) 

where P,= noise power from the sky = EaT.kB, 
Pi= noise power from the ionosphere = Ed — a) TikB, 

T„ T{= effective temperatures of sky and ionosphere, 
Pc = noise power from cable = ( 1 — E) TckB, 
P, = noise power from receiver = ( E— 1 ) TkB, 
1= interference, 
G = power gain of the receiver. 

The problem introduced by interference can be partially removed by 
recording the minimum signal received while the receiver frequency is 
swept over a small frequency range (but many bandwidths). Various 
other refinements are discussed in reference pj. 

It should be realized that the riometer is of use on frequencies above 
the penetration frequency only. A typical frequency is about 30 Mc/s. 
The disadvantage of such high frequencies is that the ionospheric ab¬ 
sorption is low and it is necessary, therefore, to measure small changes in 
absorption. A riometer can usually measure absorption changes down to 
about 0.1 dB. 

3.2.2.4. Minimum Frequency Observations 

In (2.99) it was shown that non-deviative absorption varies in¬ 
versely as the square of the wave frequency. Thus, when sounding the 
ionosphere with a conventional ionosonde, the minimum frequency ob¬ 
served, /min, is roughly, a function of the ionospheric absorption. The 
characteristic /ro in has been used quite widely as an index of ionospheric 
absorption and its use is justified provided that the absorption changes 
are large compared with the other variable characteristics of the 
ionosphere. 
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3.2.3. Phase Measurements 

3.2.3.1. Relative Phase Changes 

Although it is not possible to determine the absolute phase of a 
reflected signal it is possible to measure, accurately, changes in phase. 
This can be done by mixing the incoming signal of frequency fe with a 
local oscillator signal of frequency fT of about the same amplitude and 
differing from it in frequency by a small amount (/,—/,). The phase of 
the signal from the reference oscillator must be highly stable or else 
must be locked to that of the radiated signal. With the advent of portable 
stable crystal oscillators and atomic frequency standards the former 
alternative is possible. The echo and the reference signal beat together 
in the detector stage of the receiver and give a beat signal of frequency 

This gives a sinusoidal trace on the screen of an oscilloscope 
when the output of the receiver is applied to the y plates and a linear 
time base is applied to the x plates. The movements of the sinusoidal 
trace depict the varying phase of the echo. Such a method has been 
described by Findlay £5]. Suitable modification of this arrangement 
enables the phase changes to be tracked electronically and displayed on a 
pen recorder instead of on photographic paper. 

3.2.3.2. Frequency Changes 

When the changes of phase with time are slow, the above method is 
very suitable; on the other hand, if the phase changes rapidly with time, 
there is a Doppler change in the received frequency and it is often con¬ 
venient to measure frequency changes rather than phase changes. The 
technique is essentially the same as that described above; the beat fre¬ 
quency signal may be recorded directly on a pen recorder and the fre¬ 
quency changes determined by inspection. In a slight modification used 
by Ogawa and by Fenwick and Villard £7], the beat frequency is fed 
to a frequency meter the output of which is recorded on an inked chart. 

One disadvantage of both the above presentations is that they give 
the frequency variation of the composite sky wave. An improvement on 
this is the technique developed by Watts and Davies [8] which is of 
interest also in that it provides one solution to a data storage problem. 
This method involves the spectral analysis of the beat signal. The beat 
signal is fed directly to the recording head of a magnetic tape recorder 
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the speed of which is 0.02 ips (inches per second). At this speed an 1800-ft 
roll of tape can store data continuously for more than one week, at the 
end of which the tape is played into an audio spectrum analyzer at a 
speed of 30 ips, say. This results in a frequency multiplication of 1500 
and so converts the beat frequency of a few cycles per second into an 
audio tone. A commercial 420 channel analyzer having a total bandwidth 
of 10.5 kc/s and a channel bandwidth of 32 c/s is used for analysis; the 
output is displayed on a continuously fed facsimile attachment. With 
such a system the frequency resolution is about 0.2 c/s and the time reso¬ 
lution is less than 1 min. This method of recording is suitable for study¬ 
ing transient phenomena such as the ionospheric effects associated with 
solar flare and sudden magnetic commencements. A sample record taken 
during a solar flare is shown in figure 3.5. 

3.2.4. Angle of Arrival 

3.2.4.1. Direction Finding 

Ionospheric tilts and irregularities give rise to radio rays which lie 
outside the great circle path through the transmitter, the receiver, and 
the center of the earth. Various techniques have been developed for 
measuring the azimuthal angles of arrival of signals and an account of 
the modern techniques used can be found in reference [9]. 

3.2.4.2. Vertical Angle 

There are three principal methods of measuring vertical angle of 
arrival: (1) the phase measurement method, (2) the use of "musa” or 
multi-unit steerable antenna, and (3) the use of two antennas having 
different radiation patterns in the vertical plane. 

The most common system is (1) and depends on the fact that when 
a radio wave (of wavelength X) from a given direction arrives at two 
receiving antennas, separated by a known distance d, the phase angle 0 
between the induced voltages is 

2tr d 
4>~ -cos A cos ÿ (3.10) 

where A is the vertical angle measured from the horizontal and ÿ is the 
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Figure 3.5. Frequency variations of WWV-20 received at Boulder, Colo., during a solar 
flare, November 12, 1960. 
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azimuthal angle, measured from a line joining the centers of the two 
antennas. 

In practice the antennas are oriented with their centers in the great 
circle plane passing through the transmitter and receiver so that ^~0. 
For accurate measurements it is necessary to correct for the variation of 

The musa system for measuring a vertical angle consists of an antenna 
array having a very sharp lobe which can be steered up and down in the 
vertical plane. The vertical angle is determined by the position of the 
lobe at which the received signal is a maximum. 

In the third system the antennas may be a pair of identical ones at 
different heights above ground or one can be a horizontal and the other a 
vertical. In either case the antenna patterns must be known. One useful 
application of this method is in normal incidence sounding where dipoles 
are located at such heights as to give (1) a maximum, (2) a null in the 
zenith direction. This arrangement enables a determination to be made 
of whether echoes are returned from overhead or scattered obliquely. 

3.2.5. Rockets and Satellites 

In recent years it has become possible to explore the ionosphere by 
sending up radio equipment in rockets and satellites. In particular, elec¬ 
tron density profiles have been deduced from measurements in rockets of 
the differential absorption £10j between ordinary and extraordinary 
waves. In 1961 an h't recorder was flown in a rocket to study the topside 
of the F region QI1] and more recently an ionosonde has been flown in a 
satellite Q12] to study the same region. 

By moving the observing stations to artificial satellites three im¬ 
portant advantages are gained: 

1. Probes can be used to measure some ionospheric parameters in 
situ, thereby checking previous radio measurements and adding new ones. 

2. Radio soundings can be obtained from above the level of maximum 
density, thereby extending our knowledge greatly. 

3. Geographic scanning of these parameters can be achieved to an 
extent and degree of detail never possible with scattered ground stations. 
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3.3. THE QUIET IONOSPHERE 

3.3.1. Purpose 

The purpose of this section is to describe the principal observational 
features of the ionosphere. These features will include the interpretation 
of ionograms—h'(f) curves—and the geographical and temporal varia¬ 
tions in the electron density distributions. 

3.3.2. Ionograms and Their Interpretation 

An ionogram is the photographic output of an ionosonde. The simplest 
ionogram (nighttime) is of the type shown in figure 3.6. It will be seen 
that the group height h' increases with frequency until penetration occurs 
and that there are two distinct traces. The trace having the lower pene¬ 
tration frequency JaF is the ordinary wave trace and the other having the 
higher penetration frequency fxF is due to the extraordinary wave. The 
penetration frequencies are frequently referred to as the critical frequen-

FORT BELVOIR 

Mc/s 

Figure 3.6. Ionogram on a quiet night in middle latitudes. 
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MC/S 

Figure 3.7. Ionogram on a quiet summer day in middle latitudes. 

cies. An ionogram taken in middle latitudes during a summer day (fig. 
3.7) indicates reflections from the E, Fi, and F2 layers for both ordinary 
and extraordinary waves. Note that just above the critical frequencies of 
the E and Fi layers the group height decreases with increase of frequency. 
This arises because the retardation below the level of reflection is decreas¬ 
ing with frequency more rapidly than the retardation near reflection is 
increasing with frequency. The minimum heights of the ordinarv wave 
traces are called the minimum virtual heights of the respective layers 
Q1J. Figure 3.8 shows an example of a high-latitude ionogram which has 
an additional z trace which can occur at high values of magnetic dip. 
Notice also the trace near the 120 km level marked E,. This is believed 
to be a reflection from a thin layer, at about the same height as the normal 
E layer, which varies in an unpredictable manner and, hence, is called 
sporadic E. Sometimes this layer is sufficiently thick to give rise to well-
defined critical frequencies (ft>E> and fxE,). 

The relationship between the z, o, and x critical frequencies can 
be obtained from the fact that they are reflected at the levels X = 1+ Y, 
X=l, and X=l— Y, respectively. If fN max is the value of the plasma 
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W 

Figure 3.8. High-latitude ionogram, Baker Lake, April 22, 1949, 1530 90° WMT. 

(By permission of the Chief Superintendent, DRTE, Ottawa, Canada.) 
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frequency at the peak of the layer, we have: 

fN ^=E+fafH, (a) 

A-x=/§, (b) 

Pn max =f*z~fafu, (c) 

(3.11) 

from which we get 

and /,-/,=/„. 
(3.12) 

Equation (3.12a) can be solved for fz in terms of/0 and///. If/o and/, 
are much larger than fH, however, so that fa+fa^2fa we obtain 

(3.13) 

We sec that, for a given fu (given altitude and geographic location), the 
difference between fz and fa is independent of critical frequency and the 
difference between fa and fa is approximately so. Hence, from measure¬ 
ments of the separations of the critical frequencies of a given laver we 
can, in principle, determine the magnetic field strength (from fH) at the 
height of the layer peak. The fa—fa separation as a function of frequency 
is shown in figure 3.9. 

Most ionosondes have a lower frequency limit of about 1.0 Mc/s or 
1.5 Mc/s for practical reasons such as high daytime absorption, broad¬ 
cast interference, antenna limitations, and lack of height resolution (at 
the lowest frequencies the radio frequency period is comparable to that 
of the pulse duration; for instance, a 50-psec pulse would contain only 
five cycles at 100 kc/s). Low and medium frequency ionograms have 
been made by several workers, notably by Watts £13, 14], at the CRPL. 

An example of a nighttime low-frequency ionogram is shown in 
figure 3.10, which shows reflections from heights of about 90 to 100, 
120 to 150, and 220 to 230 km. The layers, or ledges, which produce 
these reflections will be referred to as E„ E, and F respectively. The 
reason for calling the "150 km” echo E rests on the observed continuity 
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Figure 3.9. Critical frequency separation between ordinary and extraordinary traces. 

(After J. W. Wright, R. W. Knecht, and K. Davies, 1957, Annals of the IGY, Vol. Ill, Part I, 
Pergamon Press.) 

BOULDER 

DECEMBER 2, 1959 2250 (105° WMT) 

Figure 3.10. Low-frequency ionogram. 

with the daytime E echo over the sunrise period. The E, layer appears 
to be patchy (transparent) and must be fairly thin because no group 
retardation is evident at its upper frequency limit. Note that the critical 
frequency of the extraordinary Z trace is less than that of the ordinary, 
which is to be expected on the theory given in sec. 2.3.3.2. 

Ionograms vary in appearance depending upon the geographic 
location of the station. A great many more ionograms are available for 
study in the IGY Atlas of Ionograms £15J and in the Annals of the 
IGY [2]. 
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<0 

Figure 3.11a. Sample f plot for Adak, Alaska—summer. 



Figure 3.11b. 
Sample / plot for Adak, Alaska—winter. 
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Ionospheric data are available, in several different forms, in one of 
the four World Data Centers. These forms may be the original ionograms 
or scaled hourly values of the various parameters (e.g., critical frequencies 
and minimum virtual heights) or simply monthly median values of these 
parameters as published in the CRPL F Series, Part A £16]. The latter 
publication contains monthly medians of ionospheric parameters from 
about 80 stations in tabular and graphical form. Another form of presenta¬ 
tion (due to J. H. Meek) is the f plot. The / plot is a daily graph of the 
frequency characteristics of the ionograms as a function of time, using 
internationally agreed conventions for interstation comparison. It was 
originally developed to enable the complicated and rapidly changing 
ionograms from high latitudes to be reduced with the minimum of inter¬ 
pretation by the scaling individual. It was also introduced to obviate the 
necessity of repeated plotting from tabulated data. Its use has now be¬ 
come worldwide. Some sample f plots are shown in figure 3.11. 

3.3.3. Electron Density Profiles 

3.3.3.1. Real Height Analysis 

Conventional ionograms contain a direct measure of the electron 
densities of the ionosphere within a range determined by the lowest and 
highest radio frequencies employed in the sounding. The total retardation 
depends upon the unknown electron density profile. However, it is not 
immediately obvious how the actual height of reflection of each frequency 
is to be determined, for the reason that the apparent (virtual) height 
depends in an involved way on the group retardation imposed on the 
probing pulses at each point below the level of reflection. 

The group height h' is given by the integral of the group refractive 
index n' along the ray path. In the case of vertical propagation this is 
given by 

h' = ß'dh= <70 (3.14) 
•'o •'o ”0 

where hr is the real height of reflection and 0 is an arbitrary monotonic 
function of the electron density distribution; for instance, in Budden’s 
method £17] 0 is fn, whereas in King’s method £18] 0 is log/v It is not 
possible to solve this integral analytically, except under certain limiting 
conditions (transverse and longitudinal). However, a solution can be 
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found by dividing the range of integration into n small intervals within 
each of which dh/d<p is assumed constant. Equation (3.14) can then be 
replaced by 

(3.15) 

Since the integrals are now dependent on /j.' and 0 and the interval width, 
they may be evaluated once and for all as a set of coefficients. Equation 
(3.15) then represents a set of linear equations in dh/d<t>. By dividing the 
observed h'f curve into intervals of equal ranges of 0, this system of 
equations can, in principle, be solved and the real height intervals 
obtained. 

In the above theory, it was assumed that 0 increased monotonically 
with height. It does not give us any information about a "valley” which 
may exist in the profile between the E and E layers, say. Some information 
on the existence of a valley can be inferred from the extraordinary wave 
trace £19, 20]. Another limitation on the experimental data is that con¬ 
ventional ionograms give no information on frequencies below about 1.0 
Mc/s. Once again the extraordinary trace can sometimes be used to give 
information concerning unobserved ionization £19, 21]. A good review 
of this subject has been made by Thomas £22]. 

3.3.3.2. Diurnal Variations 

Sample day and night N(h) profiles for middle latitudes are shown 
in figures 3.12a and b respectively. Large diurnal changes occur particu¬ 
larly in the lower ionosphere. The daytime structure may be thought of 
as a single bank of electrons beginning around 100 km and having a peak 
density around 300 km. The various lower "layers” E and Ft may be 
only inflections, or ledges, in the electron distribution. 

At night, all vestige of the Fi layer disappears and the E-layer 
densities drop by a factor of 100 or so, thus producing a simpler structure. 
The electron density in the D region is not directly observable by the 
conventional ionosonde and probably falls from about 103 per cm3 at 80 
km at noon to less than 102 per cm3 at night. Some tentative N(h) profiles 
(obtained from cross modulation experiments) for the D region are shown 
in figure 3.13. 

Additional features of the diurnal variation in ionospheric structure 
are illustrated in figure 3.14. Note that the E layer appears promptly at 
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Figure 3.12. Sample electron density profiles at White Sands, New Mexico, April 1961. 

(a) Noon; (b) midnight. (After R. W. Knecht, unpublished.) 

Figure 3.13. D-region profiles. 

(By permission of the Norwegian Defence Research Establishment.) 
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Figure 3.14. Diurnal changes in ionospheric profiles. 

(After J. W. Wright, unpublished.) 

sunrise and disappears promptly at sunset (except for the residual night¬ 
time ionization). The electron densities are greater at all heights by day 
than by night except at Huancayo, where the density continues to in¬ 
crease for a few hours after sunset. 

There is a general tendency for the height of the F2 peak, hmf2, to 
fall at dawn, and then to rise during the afternoon or evening. In low 
latitudes, hmf2 reaches a very high level by about 1900 and then falls 
such that at midnight it is about 100 km lower than at noon. In middle 
latitudes, hmF2 rises after sunset and is 50 to 100 km higher at midnight 
than at noon. This height variation is especially noticeable at Huancayo 
where at 1900 to 2000 the F region may rise to very great heights indeed. 
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At the highest latitudes, the ionosphere may be in continuous sun¬ 
light or darkness for long periods, depending upon the season. In these 
circumstances the ionosphere will be typical of daylight or nighttime 
conditions, respectively. A moderate diurnal variation may be due to 
small variations of the solar zenith angle, but a diurnal variation is still 
detectable at the south pole, where the solar zenith angle is diurnally 

Ficuke 3.15. Seasonal changes in midnight N(h) profiles. 

(After J. W. Wright, unpublished.) 
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constant [24], confirming that, at high latitudes at least, other factors 
besides solar illumination play a role in determining the diurnal variations 
of the ionosphere. The topside profiles, represented by the broken lines, 
figures 3.14 through 3.17, are extrapolated on the basis of a Chapman 
type distribution (1.32). 

NOON MEAN N(h) PROFILES 

Figure 3.16. Seasonal changes in noon N(h)' profiles. 

(After J. W. Wright, unpublished.) 
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3.3.3.3. Seasonal Variations 

The seasonal variation in N(h) profiles is illustrated in figures 3.15 
and 3.16 for midnight and noon conditions respectively. The nighttime F 
layer tends to be at higher heights in summer than in winter, the tendency 
being accentuated in lower latitudes. The nighttime F layer tends to be 
thicker when higher. In general, the maximum electron density and the 
total electron content of the nighttime F region are greater in summer 
than in winter. Turning to the noon profiles, the most distinctive feature 
is that the peak density is considerably larger in winter than in summer; 
this is called the seasonal anomaly. It is more evident at high latitudes 
than at low latitudes. In the summer months, in middle latitudes, the F 
layer bifurcates into the Ft and F¿ layers. Under these conditions the F2 
peak density is fairly small and is located at a relatively great altitude. 
The Fj layer is not so much a distinct layer but rather a minor inflection 
in the profile at about 200 to 220 km. 

3.3.3.4. Solar Cycle Variations 

In sec. 1.7.3 we discussed the long-term variation in sunspot activity. 
This variation has a profound effect on the noon electron distribution, as 
can be seen from figure 3.17. The graphs are arranged to show increments 
in ionization corresponding to increments of 100 in sunspot number. The 
electron densities above the peak are extrapolated. A striking feature of 
this variation is that the most significant increases in electron density 
occur at successively higher heights. 

3.3.3.5. Geographical Variation 

The expense of reducing all ionograms to N(h) profiles has meant 
that the worldwide distribution is not yet available. Some idea of the 
latitudinal variations can be obtained from the iso-ionic contours obtained 
at CRPL [24], examples of which are shown in figure 3.18. Profile data 
taken near the 75° west geographic meridian were used and the iso-ionic 
contours are for fixed values of plasma frequency. The height of the F2 

maximum is shown by a dotted line. The following features are important: 

(1) The F layer is much thicker near the magnetic equator than 
elsewhere. 
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Figure 3.17. Solar cycle changes in noon N(h) profiles. 

(After J. W. Wright, 1962, Dependence of the ionospheric F region on the solar cycle, Nature 194, 461.) 

(2) There are regions of high electron concentration at geomagnetic 
latitudes of about ±20° during the afternoon and early evening. This 
distortion of the ionosphere is of importance in transequatorial radio 
propagation, and will be considered later. 
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11G UR E 3.18. Ionospheric sections along the 75th geographical 
meridian. 

(After J. W. Wright, 1959, Note on quiet-day vertical cross sections of the 
ionosphere along 75° west geographic meridian, J. Geophys. Res. 64, 1631.) 
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Figure 3.18—Continued. Ionospheric sections along the 75th 
geographic meridian. 
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3.3.4. Model Layers 

For many purposes, particularly computational purposes, it is con¬ 
venient to approximate the N(h) profile by analytical expressions which 
are amenable to integration, differentiation, etc. Various models can be 
used as approximations to the Chapman layer; for instance, near the peak 
the distribution is approximately parabolic, whereas high up in the layer 
the distribution is roughly exponential. Over short ranges of height it is 
often sufficiently accurate to assume a linear variation of N with h. Some 
relevant formulas derived from certain models are given below. 

3.3.4.1. Chapman Layer 

From (1.32) we have 

N=N0 exp J{ 1 —z—sec x exp ( —z) j. 

The total non-deviative absorption suffered by a wave of angular 
frequency w in one complete vertical transit through the layer (in which 
w^Jx»2) is given by 

r+" N0Hv0 --cos15 x 
L=/ Kds = -V2jrexp (1)———-. (3.16) 

tome 

Here No is the electron concentration at the level of maximum electron 
production when x = 0 (i.e., at z=0), vo is the collision frequency at the 
same height, and H is the constant scale height. It is assumed that the 
propagation conditions are quasi-longitudinal, ul being the gvrofrequency 
corresponding to the component of the earth’s magnetic field in the direc¬ 
tion of phase propagation. 

3.3.4.2. Parabolic Layer 

When % and z are very small (1.32) reduces to 

N=N0 exp |{|z2) =N0 (3.17) 

which is the equation of a parabola with semithickness (i.e., distance 
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from base to level of maximum density) of ym = 2H: 

(3.18) 

This can be written in terms of plasma frequency: 

(3.19) 

where/p is the penetration frequency of the layer. 
In the absence of an imposed magnetic field, the refractive index 

within the layer is given by 

i 
(3.20) 

The group height for reflection within the layer is given by 

(3.21) 

and the phase height for the same conditions is 

(3.22) M dh = h0— ^y„— 

1 
M = ~ 

M 

/ .>+/ 
— *n 7—; 

. h+f In --. 

Note that h' = h„ fora frequency 0.834/p. This shows that the height of 
the maximum electron density is equal to the group height on a frequency 
of 0.834 fp. 

For transmission through a layer, the contributions to the group and 
phase heights are 

h'=h0—ym+yym ^737 , 
Jp J Jp 

(3.23) 

(3.24) 
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3.3.4.3. Linear Layer 

If N increases linearly with height h from a base at h0 above ground, 
since N is proportional towe have 

f^a(h-h0), (3.25) 

where a is the constant height gradient of The virtual and phase 
heights are given by 

(3.26) 

(3.27) 

h' = h0+-f 
a 

hP = h„+— f2. 

3.3.4.4. Exponential Layer 

The equation for this layer can be written: 

f¿=F2e*p (az) (3.28) 

where z = (h-h^/H and F is the plasma frequency at the level hR. Note 
that, for propagation in the medium, the wave frequency must be greater 
than F. The group and phase heights are given by 

and 

(3.29) 

(3.30) 

3.3.5. Critical Frequency Variations 

3.3.5.1. General Features 

For many purposes, including radio communication, the most im¬ 
portant characteristics of the ionospheric layers are their critical fre-
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quencies and virtual heights. In this section we shall consider the temporal 
and geographical variations in critical frequencies. 

In figure 3.19 are shown the monthly mean noon critical frequencies 
of the E, Fi, and layers as observed at Slough, England, over a 30-

Figure 3.19. Monthly mean noon critical frequencies at Slough, 1932-1962. 

(Reproduction is by permission of the Controller of Her Britannic Majesty's Stationery 
Office and is by arrangement with the Director of Radio Research.) 
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yr period. These graphs bring out some important features, namely: 

(a) The seasonal variation of f0E and /»Fi are in phase with solar 
zenith angle x whereas foF2 is in antiphase (winter anomaly). 

(b) The Fi layer disappears in some winters. 
(c) There is a marked increase in the critical frequencies in sym¬ 

pathy with the 11-yr sunspot cycle. 

3.3.5.2. The E Layer 

To a first approximation the critical frequencies of the E layer are 
given by 

/oE=O.9[(18O+L44F) cos XJ0-26, (3.31) 

where R is the Ziirich sunspot number. The exponent may vary between 
0.1 and 0.4 for the diurnal variation but (3.31) is a reasonably good fit 
for seasonal and diurnal variations. Values off^E determined from (3.31) 
are usually within 0.2 Mc/s of the observed values. During the night foE 
reaches a minimum of about 0.5 Mc/s at sunspot maximum or about 

fo E - 1958 FORT BELVOIR 

Ficvre 3.20. Diurnal and seasonal variations of foE at Fort Belvoir, 1958. 

Contours in Mc/s. (After R. W. Knecht, unpublished.) 
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Figure 3.21. Maps of foE, March, June 1958. 

(After R. W. Knecht, unpublished.) 
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0.25 Mc/s at sunspot minimum. The temporal variation of foE during 
1958 at Fort Belvoir is shown in figure 3.20. The local time variations of 
f0E with latitude for March and June 1958 are shown in figure 3.21. 

3.3.5.3. The F¡ Layer 

The Fi layer is observed only during the day; it is more pronounced 
during the summer than during the winter, and at high sunspot number, 
and during ionosphere storms, i.e., when /oF2 is low. 

To a first approximation: 

foF^ (4.3+0.01 Ä) cos0-2 X- (3.32) 

Here again the exponent varies from place to place and with season. For 
example, at Fort Belvoir it is about 0.18 in summer and about 0.25 in 
winter. Furthermore, it appears to be lower at sunspot minimum than at 
sunspot maximum. The diurnal and seasonal variations in f0Fi at Fort 
Belvoir are shown in figure 3.22 and the latitude variation is illustrated 
in figure 3.23. 

fo E-1958 FORT BELVOIR 

Figure 3.22. Diurnal and seasonal variations of foF\ at Fort Belvoir, 1956. 

(After R. W. Knecht, unpublished.) 
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foFi - JUNE, 1958 
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Figure 3.23. Maps of foFi. 

(After R. W. Knecht, unpublished.) 
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3.3.5.4. The F2 Layer 

The F2 layer is by far the most important layer from the point of 
view of HF radio communications and it is also the most variable. Un¬ 
like the E and Fi layers, the F^ does not follow a cos x law either diurnally 
or seasonally. This is illustrated in the / plots of figure 3.11 for Adak. 
Although during January the sun is at a low elevation (cos x = 0.291) 
compared with June (cos x = 0.877), the January noon f0F2 is more than 
twice the summer value. This implies a peak electron density ratio of 
more than four to one. Notice that this "winter anomaly” occurs in the 
daytime only. In summer the fol'\ shows remarkably little diurnal vari¬ 
ation. Note also the presence of a consistent F¡ layer during the summer 
day and its complete absence in the winter day. 

Figure 3.24a. World map of fj^, June. 

(After D. H. Zach arisen, 1959, World maps of F2 critical frequencies and maximum usable frequency 
factors, NBS Tech. Note 2 (Apr. 1959), and NBS Tech. Note 2/2 (Oct. I960). 
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The geographical distribution of ft¡Fi is characterized by marked 
geomagnetic control which is revealed by the worldwide maps shown in 
figures 3.24a and b £25]. These maps are constructed from data for 
many years which are reduced to a mean sunspot number of 50. The 
most distinctive features on these maps are the two regions of high f«F2 

lying around ±20° dip latitude. These "highs” lag behind the subsolar 
point but move around with the sun. Because of the geomagnetic control, 
the critical frequencies of the F2 layer exhibit a marked longitudinal effect. 
The "highs” move not only from east to west but also varv in latitude, 
tending to remain at constant dip angles. 

Turning to the solar cycle variation of f<¡F2, in figure 3.25 are plotted 
the 12-month running average values of noon f»F2 at Fort Belvoir, Va., 
as a function of the 12-month running average R of R (Zürich relative 
sunspot number). (Note that the 12-month running average for a given 

Figure 3.24b. World map of January. 

(After D. H. Zacharisen, 1959, World maps of F2 critical frequencies and maximum usable frequency 
factors, NBS Tech. Note 2 (Apr. 1959), and NBS Tech. Note 2/2 (Oct. I960).) 
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month is the mean for the preceding 6 months and the succeeding 6 
months.) The corresponding data for f0E and for JqFi are shown for com¬ 
pleteness. If a straightedge is alined along the plotted data, it can be seen 
that, for sunspot numbers between 0 and about 150, the relationship 
between foFi and R is approximately linear. For values of R greater than 
about 150 there appears to be a certain amount of "flattening” of the 
curve which has to be taken into account when using sunspot numbers 
to predict critical frequencies. 

3.3.6. Variations in Ionospheric Absorption 

3.3.6.1. Introductory Remarks 

To a first approximation the variations in the ionospheric absorption 
of radio waves represent the variations of electron density in the D region. 

Figure 3.25. Variation of noon critical frequencies (foE,fnFi, and 
ftFi) with sunspot number at Fort Belvoir. 

(After R. W. Knecht, unpublished.) 
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This is particularly the case for waves reflected obliquely from the F2 

layer for which the absorption near the top of the trajectory is small. 
For waves reflected from the E layer with essentially vertical propagation, 
the absorption near the level of reflection may be comparable with that 
suffered lower down. 

The most extensive series of absorption measurements in existence 
are those made at the Radio Research Station, Slough, England, and 
which have been discussed by Appleton and Piggott £4], These particular 
measurements were made using the pulse technique with normal in¬ 
cidence. Absorption measurements using the CW technique have been 
made at CRPL £26]. In the analyses of these data attempts have been 
made to separate out the non-deviative and the deviative types of ab¬ 
sorption, or the D- and E-region absorptions, with only limited success. 
The results discussed below are based on the assumption that the ab¬ 
sorption is of the non-deviative type. 

3.3.6.2. Frequency Dependence of Absorption 

It was shown earlier (sec. 2.3.3.4) that the non-deviative absorption 
L taking place in a region where v2<^w2 is given 

where the + and — signs refer to the ordinary and extraordinary waves 
respectively, fu is the gyrofrequency, and A is a constant depending, 
however, on the electron density and collision frequency in the D region. 

Hence a plot of L versus frequency .should result in a straight line 
with slope A~l and intercept —fu on the frequency axis. This law has 
been verified, under certain specific conditions, by Appleton and Piggott 
£4], but the law does not appear to hold under all conditions £27] because 
of the influence of deviative absorption and absorption at levels where v 
and u are comparable. 

The variation of ordinary wave absorption with frequency is shown 
in figure 3.26. From this we see the overall decrease of L with frequency. 
Superimposed on the general trend are two departures due to increased 
deviative absorption in the neighborhood of the critical frequencies of the 
E and Fi layers. When the frequency of the exploring wave is near a 
critical frequency, the wave spends a relatively long time near the level 
where p is small and, consequently, is heavily absorbed. In order to study 
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Figure 3.26. Variation of absorption with wave frequency (vertical propagation.) 

(From E. V. Appleton and W. R. Piggott, 1954, Ionospheric absorption measurements during a sunspot 
cycle, J. Atmospheric and Terrest. Phys. 5, 141.) 

Figure 3.27. Noon absorption on 4 Mc/s (Slough). 

From E. V. Appleton and W. R. Piggott, 1954, Ionospheric absorption measurements during a sunspot 
cycle, J. Atmospheric and Terrest. Phys. 5, 141.) 
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the D-region absorption, it is necessary first to remove from the total 
absorption that due to the upper layers. To a first approximation this 
can be done by taking a parabolic model of electron density as the E 
layer and an exponential height variation of collision frequency £28]. 
The total ordinary wave absorption is expressed in the form 

(3.34) 

where </> represents some function of the ratio (/□£//), and ft is the 
longitudinal gyrofrequency. 

The quantity A is the D-region absorption on an "effective” fre¬ 
quency /+/l. With oblique propagation the refractive index never falls 
to near zero (Snell’s law) and the last term in 3.34 is then generally small. 

3.3.Ó.3. Solar Cycle Control 

The ionospheric absorption, on 4 Mc/s, measured at Slough over the 
period 1935 to 1952 (fig. 3.27) exhibits a marked 11-yr solar cycle varia¬ 
tion. The values plotted in figure 3.27 indicate a factor of about 2 between 
sunspot minimum and maximum. The dependence of absorption on sun¬ 
spot number is roughly linear, that is, of the form 

L = a(l+bR). (3.35) 

Although the value of b appears to vary from one location to another, 
the best experimental value seems to be about 0.004. 

3.3.6.4. Diurnal Variations 

For transmission through a Chapman-type layer which is situated 
at a level of low pressure, so that r2 is very much less than (wico/.) 2, the 
dependence of absorption L on solar zenith angle x >s given by 

L = C cos3/2 y, (3.36) 

where C depends on the wave frequency, the peak electron density, and 
the collision frequency (see (3.16)). 

Although (3.36) has been verified by Best and Ratcliffe £29] in 
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middle latitudes, a much better fit to the experimental data is given by 

L=C cosnx, (3.37) 

where C depends on season, magnetic disturbance, etc., and where in 
middle latitudes the exponent n lies between 0.7 and 1.0. For large values 
of x(>80° say) the cosine function should be replaced by the inverse of 
the Chapman function Ch^x, x)—see (1.42)—but for most practical 
purposes this is unimportant. From (3.37) we have 

log L = log C+n log cos X- (3.38) 

The slope and intercept of this line give the values of n and log C 
respectively. 

In table 3.1 are listed some mean values of n for various locations. 
It will be seen that n falls sharply in high latitudes. While there is some 
evidence for a decrease in n in low latitudes, this cannot be considered 
conclusive. 

Although (3.37) holds reasonably well around midday, it often 
breaks down near sunrise and sunset and so an alternative expression was 
developed at the CRPL, namely, 

L = A-\-B cos X» (3.39) 

which represents the diurnal variation somewhat more closely than (3.37). 
Some theoretical justification for including the term A is provided by 
photodetachment processes (see fig. 1.4, z = 4). At first sight it might 

Table 3.1. Solar control of ionospheric absorption L — C cos”x 

Location Geographic 
latitude0

n 

Ibadan (Nigeria) 
Ahmedabad (India) 
Delhi (India) 
Sydney (Australia) 
Tokyo (Japan) 
Washington, D.C. (U.S.A.) 
Genoa (Italy) 
Freiburg (Germany) 
Slough (England) 
Prince Rupert (Canada) 
Churchill (Canada) 
Baker Lake (Canada) 
Resolute Bay (Canada) 

7 
23 
28 

-34 
35 
39 
45 
48 
52 
54 
59 
M 
75 

0.63 
0.73 
0.62 
0.83 
0.87 
0.83 
0.97 
0.63 
0.75 
0.50 
0.27 
0.18 
0.07 
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Figure 3.28. Comparison between observed absorption and the formulas L = C cos"x and 
L=A+B cosx. 

appear that (3.37) and (3.39) would give very different variations but, 
as illustrated in figure 3.28, the differences are, generally, smaller than 
the scatter in the data. The sensitivity to solar control is determined by 
the value of B which falls off in high latitudes £30]. The empirical factor 
K used at the CRPL is 

K = 0.142+0.858 cos x- (3.40) 

To get the total absorption, K has to be multiplied by other factors 
representing the seasonal, sunspot, and geometrical (path) variations. 

3.3.6.5. Seasonal Variations 

If monthly mean noon values of L are plotted against cos x it is 
found that whereas the summer (and equinox) values tend to obey a 
linear law, the winter months exhibit unexpectedly high absorption, 
which is known as the "winter anomaly.” The increased absorption does 
not occur uniformly over all days, but appears in the form of high ab¬ 
sorption on certain groups of days. It appears primarily to be a middle 
latitude effect since it vanishes in polar regions where, in winter, the D 
region is in prolonged periods of darkness £30]. From a comparison 
between Europe and America, or America and Western Russia, Thomas 
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3.3.7. Sporadic E 

£31] has shown that days of enhanced anomalous absorption in one sector 
correspond to days of reduced anomalous absorption in the other. Days 
of anomalous absorption are also associated with reflections from the D 
region £32]. Fortunately, the winter anomaly is not a serious factor from 
the point of view of radio communications because the critical frequencies 
of the F2 layer are also higher in winter than in summer, so that higher 
frequencies can be used. The decrease of absorption due to the use of the 
higher frequency more than compensates for the higher absorption on a 
fixed frequency so that, in general, radio communications are better on 
winter days than on summer days. 

In addition to the regular layers of the ionosphere there are several 
of transient or irregular nature. The most important of these is the 
sporadic-E layer, often designated as E,. Some examples of sporadic-E 
reflections on standard ionograms are shown in figure 3.29. It will be seen 
that the maximum frequency returned from the layer can be much 
greater than that from the normal E layer and, indeed, from any of the 
normal layers. Sometimes the E, traces show retardation near the maxi¬ 
mum frequency, indicating a relatively thick layer with a well-defined 
maximum of electron density. Under other conditions the echoes exhibit 
no retardation, suggesting that the layer is extremely thin or else due to a 
sharp change in electron density gradient. On some occasions the E, 
layer is opaque and blankets the upper layers; on other occasions the 
upper layers can be seen through the E„ which suggests that the E, is 
patchy and that the radio waves are penetrating through the gaps. 
Sometimes magneto-ionic splitting is evident; at other times there is none. 

Sporadic-E echoes can occur over a range of heights from about 90 
to 120 km or more, and evidence has been advanced by Helliwell for pre¬ 
ferred heights £33]. There is some evidence also for believing that one 
type of E, is due to ionization by meteors. It is almost certain that several 
different physical phenomena are lumped together under the general 
heading of sporadic E. For the scaling of E, characteristics see reference 
[!]• 

Because of its variable nature, sporadic E has been studied largely 
by statistical means £34], usually by computing the fraction of time that 
the maximum frequency fE, exceeds some reference value. Some results 
obtained in this way are shown in figure 3.30. Close to the equator, E, is 
essentially a daytime phenomenon with little seasonal variation. On the 



Figure 3.29. Examples of sporadic E echoes. 

(a) Equatorial—Huancayo, 1457 LST, May 20, 1961. (b) M ddle latitude—White Sands, 1604 LST, 
May 8, 1961. (c) High latitude, night—South Pole, 2055 UT, Aug. 1, 1960. 
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AURORAL ZONE 

NARSARSSUAK,GREENLAND 

GEOMAG LAT.TO’N 

WASHINGTON, DC 
GEOMAG LAT.WN 

jfmamjjasondjfmamjjasond 
1951 1952 HUANCAYO, PERU 

GEOMAG. LAT « Io S 

Hl 10-30% OF THE TIME 
□ 30-50% OF THE TIME 

I I 50-70% OF THE TIME 

■i 70 90% OF THE TIME 

Q3 10-30% OF THE TIME 

□□ 30-50% OF THE TIME 

PT] 50-70% OF THE TIME 

□□ 70■ 90% OF THE TIME 
H > 90% OF THE T>ME 

Figure 3.30. Fraction of time fEa>5 Mc/s. 

(After E. K. Smith, 1957, Worldwide occurrence of sporadic E, NBS Circ. 582.) 
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other hand, in the auroral zone, E. is most prevalent during the night 
hours but again there is little seasonal variation. 

In middle latitudes JE, is less than elsewhere and the occurrence is 
subject to diurnal and seasonal variations. In general, E, is more frequent 
in local summer than in winter and by day more than by night. Data on 
the occurrence of E, are published monthly in the CRPL F Series, Part A. 

3.3.8. Spread F 

3.3.8.1. Description of Spread F 

It is often observed that the echo pulse reflected from the F^ layer 
has a much longer (10 times) duration than the transmitted pulse and 
this phenomenon is called spread F. Undoubtedly, spread F is caused by 
the scattering of the signal from irregularities embedded in the ionosphere 
both in depth and away from the zenith. Some examples of ionograms 
with spread-F echoes are presented in figure 3.31 from which it is seen 
that the phenomenon occurs in high and low latitudes. A survey of the 
existing knowledge of spread F has been compiled by Glover £35], The 
rules for scaling spread F are discussed in references [1], [2], and [36]. 
It should be noted that spread F is generally defined in terms of the ap¬ 
pearance of an ionogram rather than in terms of the physical mechanism 
operative. 

Several classifications for types of spread F have been suggested, 
such as high-, medium-, and low-latitude spread F [15], but this method 
is not entirely satisfactory. An alternative division into "range type” 
and "frequency type” has been suggested [37]. Frequency type spread 
refers to diffuseness near the critical frequency of the F2 layer, whereas 
the range type refers to diffuseness near the horizontal part of the trace. 

Some ionograms, such as that shown in figure 3.32a, exhibit spread 
only on the multiple echoes. This type is believed to be due to ground 
scatter, as illustrated in figure 3.32b. 

3.3.8.2.. Diurnal Variations 

Spread F occurrence is essentially a statistical phenomenon, and 
maps have been prepared showing the probability of occurrence [38]. It 
is essentially an evening and nighttime phenomenon. In low geomagnetic 
latitudes the most likely time of occurrence is between about 2100 local 
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time and about 0100, being earlier at sunspot maximum. In middle lati¬ 
tudes, there is a tendency for spread F to occur most frequently after 
midnight. 

3.3.8.3. Seasonal Variations 

In low latitudes the occurrence of spread F is greater during local 
summer than during local winter. In higher magnetic latitudes the occur¬ 
rence is more frequent in winter than in summer. 1 lowever, a number of 
high-latitude Stations exhibit the equational seasonal variations £39]. 

Figure 3.31. Spread F ionograms. 

(a) Low latitude—Huancayo0257 LST May 20. 1960; (b) high latitude—South Polo 2245 UT Aug. 1.1960. 



Figure 3.32a. Spread F due to ground scatter—ionogram. 

(By permission of R. Silberstein, 1954, IRE Trans. Ant. Prop. 2, 56.) 
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Figure 3.32b. Spread F due to ground scatter—path. 

3.3.8.4. Solar Cycle Variations 

In geomagnetic latitudes above about 60° the occurrence probability 
of spread F increases with sunspot number, whereas in low latitudes the 
dependence is inverse £40]. 

3.3.8.5. Correlation with Magnetic Activity 

One of the more interesting features of spread F is its dependence 
on magnetic activity. In equatorial regions it occurs on magnetically 
quiet days and disappears with the onset of a magnetic storm £41, 42]. 
In middle latitudes the occurrence is essentially a storm phenomenon. 
In magnetic latitudes above 60° the correlation again becomes negative 
(magnetic storm—no spread). This may be more apparent than real, 
however, as in such latitudes magnetic storms are associated with high 
absorption which prevent F echoes being observed. 

Spread F occurrence seems to depend on other parameters. It is 
greater when the virtual height is larger and is smaller when the critical 
frequency is greater; it is associated also with the scintillations of radio 
signals from radio stars. 
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CHAPTER 4 

Oblique Propagation 

4.1. CHARACTERISTICS OF HF PROPAGATION 

High-frequency (3 to 30 Mc/s) radio waves have been and still are 
one of the basic vehicles for long-distance transmission of information. 
The reasons for this may be summarized as follows: 

(a) Low cost of terminal equipment, 
(b) Low power requirements, 
(c) Adequate bandwidths, 
(d) Adequate signal strengths. 

In contrast with the above, it may be noted that medium wave fre¬ 
quencies (300 kc/s to 3 Mc/s) suffer very heavy absorption during the 
day, while on lower frequencies there is insufficient bandwidth for more 
than a few voice channels. Frequencies much above 30 Mc/s are not, 
normally, reflected from the ionosphere. For propagation over long dis¬ 
tances the F2 layer is of fundamental importance. 

The disadvantages in using high frequencies are: 

(1) The variability of propagation conditions which, for optimum 
results, requires frequent changes in the operating frequency. Even on 
the optimum frequency, communications are often subject to interrup¬ 
tion by ionospheric storms. 

(2) The large number of possible propagation paths and the re¬ 
sulting time dispersion of a single signal. 

(3) The large and rapid phase fluctuations. 
(4) The high interference. 
(5) Wide-band signals suffer from frequency distortion. 

In the lower part of the high-frequency spectrum, refraction in and 
reflection from the E region (particularly E,) contribute to the com¬ 
plexity of the echo structure. 

159 
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The range of high frequencies useful for medium and long distance 
radio communications is limited, on the upper end, by the height and 
maximum electron density in the controlling layer and, on the low-fre¬ 
quency end, by absorption in the D region. 

In this chapter we shall be concerned with methods of calculating 
the maximum frequency and with the identification of the structure of 
signals both by experiment and by means of ray tracing. 

4.2. EQUIVALENCE RELATIONSHIPS 

4.2.1. Plane Earth and Plane Ionosphere 

4.2.1.1. The “Secant Law" 

In this section we shall consider the relationships that exist between 
the frequencies, virtual paths, and absorptions of two waves, one reflected 
with oblique incidence and the other reflected with normal incidence from 
the same true height. For this purpose consider a ray incident on a plane 
ionosphere at an angle </>o, as shown in figure 4.1, in which the electron 
density is increasing with height so that total internal reflection takes 
place. 

In the absence of both collisions and an imposed magnetic field, the 
refractive index m for a wave of frequency f, at a level where the plasma 

T = TRANSMITTER 

R = RECEIVER 

REAL PATH 

VIRTUAL PATH 

Figure 4.1. Equivalence theorem for plane earth and plane 
ionosphere. 
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frequency is fx, is given by (2.78): 

(4.1) 

Application of Snell’s law (g = sin 0O) gives, at the level of reflection, 

/n —f COS 0o. 

Now if fv is the frequency which is reflected with normal incidence from 
the same true height (i.e., same plasma frequency) as the frequency f 
with oblique incidence, then f„=fN-
Therefore 

/e=/cos0o, (a) 
or (4.2) 

f=fv sec 0o. (b) 

The frequency fv is called the "equivalent vertical-incidence frequency,” 
corresponding to f. Equation (4.2b) is the so-called secant law. It shows 
that, with oblique incidence, the ionosphere can reflect much higher fre¬ 
quencies than with normal incidence. 

4.2.1.2. Breit and Tuve’s Theorem [1 ]' 

Another relationship of importance is known as Breit and Tuve’s 
theorem. It states that the group (or equivalent) path P' (see 2.130 ), 
for transmission between a transmitter T and a receiver R (fig. 4.1), 
is given by the length of the equivalent triangle TAR. That is, 

P’=TA+AR, (4.3) 

which can be proved by the following argument: 

[ ds [ dx If TR 
P = ~= ~— =-- dx = --=TA + AR. 

jtbr P m sin 0 sin 0o J sin 0t

Note that the true height of reflection (at B) is always less than the equiv¬ 
alent height at A. 

1 Figures in brackets indicate the literature references on p. 214. 
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It should be remembered that (4.3) applies only when sender and 
receiver are situated outside the ionosphere. If the transmitter and re¬ 
ceiver are located within the ionosphere at a level where the refractive 
index is m, the right-hand side of (4.3) must be divided by mi in order that 
P' is still to mean the group propagation time multiplied by the free 
space velocity. 

4.2.1.3. Martyn's (Equivalent Path) Theorem [2] 

If / and /„ are equivalent frequencies of waves reflected obliquely 
and vertically from the same real height, then the virtual height of re¬ 
flection of fv is equal to the height of the equivalent triangular path for 
the oblique signal. 

Consider the refractive indices Mob and m, for the oblique and vertical 
waves, respectively, at the same real height at which the plasma fre¬ 
quency is fu-, we have 

(4.4) 

and by Snell’s law Mob sin 0 = sin 0o. Combining these equations we get 

Mob COS 0 = gv COS 0O. (4.5) 

Now the group path for the oblique signal is 

P'.f _ 
¿TBR Mob -"o Mob COS 0 COS 0O J a g„ COS 00 

h„'=%P' cos <t>0= % (TA + AR) cos 00= AC. 

Hence 

sec 0o. (4.6) 

This theorem expresses the important relationship that the virtual height 
of reflection of an obliquely incident wave is the same as that of the 
equivalent vertical wave. 
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4.2.1.4. Martyn's (Absorption) Theorem [2] 

If [Lo]is the absorption suffered by a wave of frequency / in¬ 
cident on the ionosphere at an angle <po and co' ♦’ is the absorption 
suffered by the equivalent vertical wave, then 

[Lolo = cos ♦». (4.7) 

This may be proved as follows: 
From (2.100) we have that 

Where hr is the height of reflection together with (4.5) we have 

= Lv COS <Pd. 

It is interesting to note that Martyn’s equivalent path theorem ap¬ 
plies even when collisions are present, provided that o>2 is very much 
greater than r2. In this case the angular frequency equivalence is given by 

Wob+v2“ (a)2+x2) sec2 4>0 (4.8) 

and (4.5) is still valid. 
The above theorems do not apply in the presence of the earth’s 

magnetic field or in a curved ionosphere. 

4.2.2. Effect of the Curvature of the lonosph_.e 

In a curved ionosphere Snell’s law takes the form 

pr sin i = fiorq sin i0, (4.9) 
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Figure 4.2. Ray geometry with oblique incidence. 

where r is the length of the radius vector from the center of the earth 
to the level where the refractive index is g and the angle between the 
radius vector and the ray is i, as shown in figure 4.2.; go, r0, and io are ar¬ 
bitrary reference values. Let us take ground level as reference so that 
g0=l, r» = a, and i0 = (tr/2) — A where A is the angle of elevation. Then 

gr sin i = a cos A. (4.10) 

The relationship between a frequency / and the equivalent vertical fre¬ 
quencywhich is reflected from the same real height h, is given by sub¬ 
stituting (4.1) into (4.10) and replacing fy by This gives 

/A2 /a cos AV 

f) \a+hj 
(4.11) 

Now let <t>r be the angle between the continuation of the unrefracted ray 
and the radius vector at the level hr as shown in figure 4.2. From the ge-
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ometry we have that 

Hence 

(a+/ir) sin <t>r = a cos A. (4.12) 

fv =f COS <t>,. (4.13) 

From (4.11) and (4.13) it will be seen that the equivalent frequency 
depends not only on A but also on the height of reflection hr. 

Instead of defining fv in terms of the height of reflection, it can be 
defined in terms of (4.6) or (4.7) but, unlike the plane ionosphere case, 
the values of fv will depend on the definition. 

4.3. CALCULATION OF MAXIMUM FREQUENCIES 

4.3.1. Plane Ionosphere 

The theorems of Breit and Tuve and of Martyn stated above show 
that, for a plane ionosphere, the reflection process is equivalent to mirror¬ 
type reflection at a height equal to the virtual height h' of reflection of 
the equivalent vertical frequency. The variation of the latter with fre¬ 
quency can be determined experimentally by means of a conventional 
sounder. 

The relationship between oblique and equivalent-vertical frequencies, 
in the case of a plane reflector at an equivalent height h', for transmission 
over a distance D, is given by 

fob ■— fv sec 0o —fv (4.14) 

In the case of a curved earth and a plane ionosphere 0o is given by 

tan 0o = 
1 + (h'/a) —cos ¿0 

sin |0 
(4.15) 

where a is the earth’s radius (6370 km) and 0 is the angle at the center 
of the earth subtended by the transmission path. 

To obtain fob for a given value offv we need to know h' as a function 
of fv—from an ionogram—and the relationship between sec 0c and h' 
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Figure 4.3. Family of transmission curves parametric in frequency for a fixed distance of 
2000 km superimposed on an hf curve. 

A flat earth and flat ionosphere are assumed. 

which, when presented graphically, is called a transmission curve, which 
was introduced by Newbern Smith PJ. The application of a transmission 
curve to an h'f curve is, essentially, a graphical solution of these two equa¬ 
tions. A family of such transmission curves for a distance of 2000 km is 
shown in figure 4.3 and is plotted on the same h'-f grid as a conventional 
h'f curve. The intersections of a transmission curve, for a given (oblique) 
frequency f, with the vertical h'(f„) curve give the virtual heights of re¬ 
flection of the transmitted waves. In figure 4.3 the three sections of the 
/('(/„) curve would correspond to reflections from the E, Fi, and F2 

layers. A frequency of 14 Mc/s, for example, propagating over a distance 
of 2000 km could travel by several different paths, two of which would be 
reflected from the F2 layer at heights corresponding to the intersections 
marked a and a' on the h'(f„) curve with the transmission curve marked 
14 Mc/s. The same transmission curve also intersects the E section in 
two places and the E section in one place. 

The corresponding ray paths are shown in figure 4.4; the path cor¬ 
responding to the lower virtual height of each pair is called the low-angle 
ray, whereas the path corresponding to the higher virtual height is known 
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Figure 4.4. Ray paths corresponding to intersections of trans¬ 
mission curves and ionograms. 

as the high-angle or Pedersen ray. There would be five different ray paths 
for a 14 Mc/s wave. The 18 Mc/s transmission curve intersects the Fi 
and E layers, but misses the Fi section; thus no reflection from the I \ 
layer is possible on this frequency. 

As the frequency f of the parametric curves increases, the points of 
intersection (bb' ) come closer together, merging in a tangent contact at 
one point c. At this point only one ray path would be possible, and 20 
Mc/s is the highest frequency which could propagate over 2000 km under 
these ionospheric conditions. The frequency of the tangent curve is called 
the maximum usable frequency (MUF). At this point, where the high 
and low waves merge, focusing takes place and the received signal will 
be enhanced. 

For values off above 20 Mc/s there is no value offv sec 0O that will 
satisfy (4.14) and hence no level of reflection. Therefore, the signal is 
said to skip at the distance concerned (2000 km). The distance for which 
a given frequency is the maximum frequency is called the "skip” distance 
for that frequency. Within this distance no signals are received from the 
ionosphere by the regular process of ionospheric refraction. 

In figure 4.5 are shown the paths for various frequencies in the case 
of a single (Ft) layer. Note that, as the operating frequency is increased, 
the real height of reflection of the low-angle ray increases, whereas the 
height of the high-angle ray decreases until they coalesce at the maximum 
frequency. 

In figure 4.6 we see what happens to the ray path (on a given fre¬ 
quency) as the angle of elevation (takeoff) slowly increases. For low 
angles the propagation path 1 is long. As the elevation increases, the 
ground range (path 2) decreases until the skip is reached (path 3), after 
which the range increases rapidly as shown by paths 4 and 5. Eventually 
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Figure 4.5. Ray paths for fixed distance, for different frequencies. 

Figure 4.6. Ray paths for fixed frequency, with varying elevation. 

penetration occurs as shown by path 6. Paths 1 and 2 are the low-ray 
paths and 4 and 5 are the high-ray paths. The variation of ground range 
D with angle of incidence <¡>o for a parabolic layer is sketched in figure 4.7 
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Figure 4.7. Variation of range I) with angle of incidence <£o for a 
plane parabolic layer. 

for various ratios of the operating frequency to the penetration frequency. 
Note that for a given distance there are two values of 0», one correspond¬ 
ing to the low-angle path and the other to the high-angle path. The 
minimum distance is the skip distance. Note that the high-angle ray is 
very sensitive to changes in </>o. 

4.3.2. Curved Ionosphere 

The breakdown of the equivalence theorems in the case of a curved 
layer requires a modification of (4.15) for obtaining sec 0». The complete 
modification is very complicated due to the fact that it depends on the 
electron density profile and, therefore, differs from one set of ionospheric 
conditions to another. For many practical purposes it is sufficiently ac¬ 
curate to amend the Secant law to 

/ob = V» sec 4>o. (4.16) 

The correction factor k depends upon the distance and has values ranging 
from 1.0 to about 1.2 for most practical purposes. The quantity k sec 0o 
is often referred to as "sec </>0 corrected.” 

The value of A: is a function of the distance and real height of re¬ 
flection and is very difficult to calculate. For a given virtual height, it 
is possible to calculate this factor for the limiting case of two different 
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Figure 4.8. Variation of correction factor k with distance. 

(After B. Wieder, 1955, Some results of a sweep-frequency propagation experiment over 
a 1100 km east-west path, J. Geophys. Res. 60, 395.) 

tvpes of electron density profile, one for which the ray path penetrates 
deep into the layer, the other for which the wave is reflected from the 
lower boundary [3], From a curve drawn between these two limiting 
values it is possible to obtain a reasonably good empirical correction factor. 
The variation of this correction factor with distance is shown in figure 4.8. 

The primary purpose of transmission curves is the determination of 
maximum frequencies for a given radio circuit. For this purpose it is 
possible to construct a type of transmission curve whereby a single curve 
suffices for each distance and a family of curves parametric in distance 
can be drawn on a single transparent overlay for use with standard 
ionograms. This is done by making the frequency scale logarithmic, and 
requires that the frequency scale of the vertical ionogram be logarithmic 
also. 
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Figure 4.9. Logarithmic transmission curves for curved ionosphere. 

A family of such standard curves is shown in figure 4.9, in which 
the factor k sec 0» is plotted on the same logarithmic scale as the ionogram 
but with the numbers increasing in the opposite direction to the fre¬ 
quency of the ionogram. The virtual height h' is the same as that on the 
ionogram. These curves are plotted on a transparent overlay and placed 
over the ionogram so that the height scales coincide and the curves will, 
in general, intersect in two places. Opposite the abscissa 1.0 will appear 
the values of product kfv sec 0O or /ob- As the overlay slides along the 
horizontal axis, different values of/Ob will be obtained. Note that because 
of the logarithmic frequency scale, the same number, except for the deci¬ 
mal point, will appear on the transparency opposite the 1.0 index on the 
logarithmic ionogram scale. The transmission curve for a given distance 
can be slid along the abscissa until it is just tangent to the hf curve. 
The product, as then read at the 1.0 index, is the value of the maximum 
frequency. 

For many purposes, the maximum-usable-frequency factor (Af factor) 
is desired, that is, the ratio of the maximum frequency to the critical 
frequency of the layer. This may be found directly from the logarithmic 
scale on the transparency opposite the critical frequency cusp when the 
transparency is set to read the maximum frequencv (i.e., tangent con¬ 
dition) . 

The transmission curves given in figure 4.9 are most accurate for 
F2 layer heights because the factor k is based on typical F2 layer profiles. 
Over short distances they will be accurate for any layer because, as the 
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distance approaches zero, k approaches the value 1.0. The effects of the 
earth’s magnetic field have been neglected in constructing the transmission 
curves. The errors introduced because of this procedure will be discussed 
below. 

4.3.3. The Parabolic-Layer Method 

Instead of calculating maximum frequencies by the use of a vertical 
h'f curve and a transmission slider, it is possible to fit a parabolic model 
to the nose of the layer and, from this, to calculate the maximum fre¬ 
quencies on the basis of analytical formulas [4]. The height h0 of the 
bottom of the parabola and its semi-thickness (see sec. 3.3.4.2) are de¬ 
termined from the ionogram. The ground range D cannot be determined 
analytically for the parabolic layer, but by neglecting small terms £4] it 
is given by 

D = —— sin xym In 
a-rho 

1—^^„/(a+Zio) j sin2 0o+x cos 0O 

1—x2[y„/(a+ho)] sin2 0O—x cos 0O

-f-2a cot 0o~2a-x/cot2 0o— (2/io/o), (4.17) 

where x=f/fc and 0O is the angle of incidence. 
The maximum frequency and the skip distance can be evaluated 

from the condition that dD/d<t>o — O. Hence families of curves can be con¬ 
structed showing the variation of x(M factor) with distance for a range 
of values of the height of maximum electron density hm(=h0+y„) and 
for different values of the ratio ym/h0 as depicted in figure 4.10. If these 

Figure 4.10 M factors for a parabolic layer. 

(After E. V. Appleton and W. J. G. Beynon, 1940, The application of iono¬ 
spheric data to radio communication problems, Proc. Phys. Soc. 52, Pt. 1, 

518; 1947, Proc. Phys. Soc. 59, Pt. II, 58.) 
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parameters are known, together with f„ it is possible to determine the 
maximum frequency by interpolation between curves. To get the most 
reliable estimate of the factor at any time, it is desirable that hr, and ym 
should be determined directly from ionograms at the midpoint of the 
path. Such a course is, however, rarely practicable, and it is necessary 
to predict the most probable values ofym and hu from past history. From 
the network of ionospheric sounding stations the diurnal, seasonal, and 
sunspot cycle variations of these parameters are known over most of the 
world. Comparisons have shown that the results obtained by the para¬ 
bolic method and by Smith’s transmission curves are essentially the same. 
For two-hop propagation it is necessary to calculate the factor for half 
the distance. 

The transmission theory presented above applies to the case of a 
spherically stratified ionosphere only. Now, over long transmission paths, 
the ionospheric parameters may vary appreciably and so the various hops 
will be of unequal length. The parabolic layer theory has been extended 
by Kift p] to include such variations and will be considered later. 

4.4. OBLIQUE IONOGRAMS 

4.4.1. Experimental Technique 

The most convenient way of determining the echo structure of signals 
transmitted obliquely is by the ionosonde technique but with transmitter 
and receiver at different ends of the path. From the technical point of 
view this introduces two problems: 

(a) The repetition frequencies at the sender and at the receiver must 
be very nearly the same; otherwise the received pulse will "drift” along 
the time base of the display oscilloscope. 

(b) The frequency of the receiver, as a function of time, must be 
kept in tune with the sender. 

Pulse synchronization (a) is achieved by employ ing signals from in¬ 
dependent stable crystal oscillators. The frequencies of such oscillators 
are normally in the range 100 kc/s to 5 Mc/s, and electronic frequencv 
dividers are used to obtain the desired repetition frequency. The oscilla¬ 
tors can be adjusted (in frequency) either independently with reference 
to an external standard (e.g., WWV), or else the oscillator at the receiver 
can be adjusted periodically until the drift of the pulses from the sender 
is reduced to a minimum. Other synchronization methods used have in-
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volved fixed-frequency pulses transmitted from the sender to receiver 
via a cable [6] and also by the transponder technique in which the re¬ 
ceived pulses are used to trigger the display time base. Neither of the 
latter methods has been particularly successful. 

The tuning of the transmitter and receiver can be accomplished in 
several ways. The two most commonly used are 

(1) the accurate shaping of the cams which determine the frequency 
sweep [7]; 

(2) the synthesis of the frequency from a set of crystal oscillators [8]. 

With this technique studies of oblique transmission via the ionosphere 
have been carried out in Canada [9, 10], Germany [11], Great Britain 
[5, 12], Japan [6], and the United States [13]. 

4.4.2. Conversion from Vertical to Oblique Incidence 

This process is illustrated in figures 4.11a and b. Consider points 
A, B, C, D, E, and F on the vertical ionogram. For a plane ionosphere 
and a given distance of transmission we can calculate sec corresponding 
to the various virtual heights. From this we can obtain fob=fv sec </>o and 
so plot the oblique ionogram shown in figure 4.11b. Note that the vertical 
scale in figure 4.11b can be related to the equivalent oblique path by the 

Figure 4.11. Corresponding vertical and oblique ionograms. 
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transformation P' = 2h' sec 0<i. As we increase the frequency from A to 
B to C, etc., the virtual height is increasing whereas sec </>0 is decreasing. 
Between A and C the increase in predominates so that /ob increases, 
but from C to F the sec </>0 factor predominates and so /„b decreases. The 
oblique trace A'B'C' represents the low ray, whereas that marked D'E'F' 
represents the high ray. Notice that the maximum frequency is not re¬ 
flected from the height of maximum electron density but at a lower height 
which decreases with increasing obliquity. 

4.4.3. Experimental Records 

4.4.3.1. Medium Distances 

Figure 4.12 shows a sample oblique ionogram taken during mag¬ 
netically quiet conditions in middle latitudes [14]. The traces are clear, 
and the maximum frequency of the one-hop F2 trace is well defined (about 
13.5 Mc/s). The high-angle trace (marked H ) can be seen for the one-hop 
trace. 

In the description of oblique ionograms it is desirable to eliminate 
the term maximum usable frequency because of the ambiguity in the 
meaning of "usable.” The following terms will be used:2

Figure 4.12. Ionogram Boulder-Sterling, Sept. 1, 1954,2112 (90° WMT). 

Recommendations of the Lindau Meeting held in May 1963. 
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(1) Maximum observed frequency, MOF, means the highest fre¬ 
quency on which the sounder transmitter signals are observed on the 
ionogram, regardless of the propagation path involved. 

(2) Lowest observed frequency, LOF, means the lowest frequency 
on which the sounder transmitter signals are observed on the ionogram, 
regardless of the propagation path involved. 

(3) These terms (MOF and LOF) may be used also to describe 
identifiable modes. For example, 2F2 LOF means the lowest frequency, 
observed on the ionograms, which is propagated by two reflections at the 
F2 layer with an intermediate ground reflection. Similarly, 2F2 MOF 
means the highest observed frequency of the two-hop F2 trace. 

(4) The lowest observed frequency of the high-angle ray may be 
distinguished from that of the low-angle ray by the letters H and L, 
respectively. Thus F2 HLOF is the lowest frequency of the high-angle 
signal which is propagated via the one-hop F2 path. Likewise, F2 LLOF 
is the lowest observed frequency of the corresponding low-angle signal. 

(5) When it is required to distinguish between the ordinary and 
extraordinary raypaths, an "o” or "x” may follow in parentheses. Thus 
the F2 MOF (x) is the maximum observed frequency of the extraordinary 
wave which is reflected once at the F2 layer. 

(6) The frequency at which the high- and low-angle rays join will 
be called the "junction frequency” and will be denoted by JF. Note that 
this frequency has been called the "classical MUF.” 

Note that capital letters are used in oblique work in contrast to the 

Figure 4.13. ionogram Boulder-Sterling, Nov. 29, 1954, 1321 (90° TMTi showing 
difference between JF and MOF. 
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The above terminology is illustrated in figure 4.12 in which the F^ JF 
and Ft MOF are identical. Notice also that LOFs of the multi-hop signals 
are lower than that of the one-hop. Figure 4.13 shows a case where the 
MOF is appreciably larger than the junction frequency. This difference 
is thought to be due to some scattering process in the ionosphere. It ap-

0000 0400 0800 1200 1600 2000 2400 

90° WMT 

Figure 4.14. Diurnal variation of percent difference between JF 
and MOF (Boulder-Sterling). 

TRIPOLI - ACCRA 
3300 km 

IDENTICAL MUF AND MOF 

Figure 4.15. Ionograms, Tripoli-Accra. 
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TRIPOLI-ACCRA 

Mc/s 

Figure 4.16. Ionogram, Tripoli-Accra, showing spread F echoes. 

pears to be essentially a winter daytime phenomenon in these latitudes. 
The diurnal variation of the difference (MOF—JF) for the Boulder-
Sterling path is shown in figure 4.14. The two ionograms of figure 4.15 
also illustrate that in low latitudes the MOF may be the same as or differ 
from the junction frequency. The greatest difference between the MOF 
and the junction frequency occurs during certain equinox evenings on 
circuits near the magnetic equator. This is illustrated in figure 4.16. The 
junction, which is obscured by the spread echo, is around 25 Mc/s, 
whereas the MOF is nearly twice this value. 

It should be realized that the maximum observed frequency and the 
minimum observed frequency will depend, to some extent, on equipment 
characteristics. 

4.4.3.2. Long Distances 

As the transmission distance increases, the complexity of the echo 
structure tends to increase. Furthermore, signals which may be relatively 
unimportant over short distances may become determining factors over 
long distances. An example of this, which has been demonstrated by 
Canadian workers [T5], is the importance of the Pedersen ray in deter¬ 
mining the maximum frequency. One of their records, reproduced in 
figure 4.17, shows the one-hop high ray which extends over the approx¬ 
imate frequency range from 42 Mc/s to 48 Mc/s. The occurrence of the 
Pedersen rav tends to peak near noon at the midpoint when horizontal 
gradients of electron density along the path are at a minimum. 

Some further samples of long-path ionograms are shown in figures 
4.18 and 4.19 for the respective paths Delhi-Slough (6730 km) and Ascen¬ 
sion Island-Slough (6750 km). The latter illustrates the complexity of 
the echo structure with long transequatorial paths. See section 4.7 for 
further discussion of these difficulties. 
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Figure 4.17. Ottawa-Slough ionogram, Nov. 14, 1957, 1556 UT. 

(By permission of the Chief Superintendent DRTE.) 

Frequency (Mc/s) 

Figure 4.18. Delhi-Slough ionogram, Nov. 7, 1961, 1015 UT. 

(Reproduction is by permission of the Controller of Her Britannic Majesty's Stationery 
Office and is by arrangement with the Director of Radio Research.) 

Figure 4.19. Ascension Island-Slough ionogram, Mar. 27, 1961, 2118 UT. 

(Reproduction is by permission of the Controller of Her Britannic Majesty’s Stationery 
Office and is by arrangement with the Director of Radio Research.) 

4.5. DEFINITIONS OF MUF 

In the early days of ionospheric communications, the term "maxi¬ 
mum usable frequency” (MUF) was used without regard to the meaning 
of "usable.” In practice, the maximum frequency usable for a given 
purpose over a given distance may or may not correspond to the maximum 
frequency deduced from a vertical ionogram taken at the midpoint of the 
path. In most cases the practical upper frequency limit is higher than that 
obtained by the methods described in section 4.3, even when allowance 
is made for the effect of the magnetic field. The reasons for this involve 
a number of additional propagation factors, among which are sporadic-E 
propagation, ionospheric irregularities (large and small), and ground 
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irregularities in the case of multi-hop propagation over long distances. 
Such factors also mean that signals may be usable within the nominal 
skip zone. 

In order to clarify and standardize the various meanings of MUF, 
the International Radio Consultive Committee (CCIR) of the Inter¬ 
national Telecommunications Union (ITU) adopted the following recom¬ 
mendation (Recommendation No. 318, "Meaning of MUF”): 
1. That the term "classical MUF” should be used to designate the highest frequency 
transmitted by ionospheric refraction alone. For the approximation of this value 
obtained by application of a standard transmission curve or a distance factor, the 
term "standard MUF” may be used. (For the results of theoretical calculations the 
term "theoretical MUF” seems to be adequate, and similarly the term "experimental 
MUF” might be used for the results of special experiments.) If used without reference 
to a particular mode of propagation, the term "classical MUF” should imply the 
highest of the classical MUFs of the individual modes. 
2. That the term "operational MUF” should denote the highest frequency permitting 
operation at a given time between points under specified working conditions. The 
operational MUF may be higher than the classical MUF as a result of effects such as 
ionospheric and/or ground scatter. If known, the modes of propagation involved, in¬ 
cluding those involving ionospheric and/or ground scatter, should be specified. 

4.6. ACCURACY OF MUF CALCULATIONS 

4.6.1. Effect of the Earth’s Magnetic Field 

The sample ionograms in figure 4.20 show clearly the decomposition 
of the signal into ordinary and extraordinary waves. The wave having 

Figure 4.20. Oblique ionogram (Sterling-St. Louis, 1150 km, 
March 6, 1952, 0901 75° IFMT) showing o-x separation of 

high-angle trace. 
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with the lower junction frequency is the ordinary wave. Now the trans¬ 
mission curve theory described in section 4.3 ignores the effect of the 
earth’s magnetic field, and the consequence of this is that there is a 
tendency to underestimate the maximum frequency of the ordinary 
wave £16]. Of course in the case of east-west propagation along the 
magnetic equator, where the propagation is transverse, there should be 
no error in the maximum frequency of the ordinary wave. For quasi-
transverse propagation, the frequency separation at the maximum de¬ 
creases with increase of distance of propagation £3], The variation of this 
frequency separation with distance for east-west propagation in the 
United States is shown in figure 4.21, from which we see that the o-x 
separation falls from 0.8 Mc/s for zero distance to less than 0.2 Mc/s 
at 3000 km. It must be remembered that this is a statistical result and 
that the o-x separation depends on the junction frequency itself, the 
electron density profile, etc. If the propagation is quasi-longitudinal, as 
in north-south propagation across the magnetic equator, the o-x separa¬ 
tion at the junction is independent of distance and is always equal to the 
gyrofrequency Jh- It is important to remember that the transmission 
curve should not be applied to the extraordinary trace on the vertical 
ionogram in order to obtain the maximum frequency of the x wave. 

Figure 4.21. JF(x)-JF(o) as a function of distance for east-west 
propagation in the United Stales. 
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4.6.2. MUF Extension 

It was mentioned in section 4.4.3.1 that for east-west propagation 
in the United States, and for approximately north-south propagation in 
Africa, the junction frequency is often ill-defined due to an extension 
of the trace to higher frequencies. This is sometimes called the MUF 
extension, and it makes scaling of junction frequencies very uncertain. 
One way of getting around this difficulty is to define the "junction fre¬ 
quency” as that at which the high- and low-angle traces merge (extrap¬ 
olated if necessary). Even when this is done it is found that, on the aver¬ 
age, measured maximum frequencies defined in this way are about 4 
percent higher than the values calculated from midpoint ionograms 
(standard MUF) for east-west propagation on winter days in the United 
States. It is of interest to note that the MUFs observed on the Boulder-
Sterling path are about 7 percent higher than the calculated values. In 
summer the difference is about 1 or 2 percent, and this smaller value may 
be attributed partly due to the absence of the MUF extension on the Ft 
trace in summer. The difference (between the junction frequency and 
the standard MUF) is partly due to errors in the correction factor k 
(4.16), which is only an average correction over a variety of ionospheric 
profiles. Still, even this error may not be important in comparison with 
other factors such as sporadic E, ionospheric and ground scatter, iono¬ 
spheric distortion (tilts), and so on. 

4.6.3. Sporadic E 

Figure 4.22 shows that E, reflections can play a dominant role in 

Figure 4.22. Ionogram showing E, reflections (Sterling-St. Louis, 1150 km, 
May 15, 1962, 0957 75° UMI). 
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flections from E, appear to be essentially specular, in the sense that little 
or no gradual bending takes place within the layer; this is in contrast to 
the gradual refraction process involved in reflection from the regular E 
and F layers. Reflections from E, are often observed to be only partial, 
and the reflection mechanism is still in some doubt £17]. From a practical 
point of view, however, it has been shown that the relationship /max 
(oblique) —JE, sec <t>o holds over distances of the order of 1000 km C18J. 
Over long distances, however, the role of E, in determining maximum 
frequencies is not known in detail. Indeed the propagation mechanisms 
possibly vary with the type of sporadic E. It is relatively rare for E, 
to extend over a sufficiently large area of the world to be the sole reflect¬ 
ing layer. It does appear to play a decisive role in modifying the propaga¬ 
tion paths involving the regular layers as is illustrated in figures 4.23a 
and b. For example, the M path involves a reflection at the topside of 
a sporadic E patch near the midpoint and may be particularly important 
in high latitudes during periods of high absorption since it avoids a double 
traverse of the intensely absorbing D region. The occurrence and strength 
of E, echoes cannot be predicted with certainty, except near the mag¬ 
netic equator, so that its value in the design of communications problems 
is still in an unsatisfactory state. 

Figure 4.23b. N-type reflections. 
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4.6.4. Ionospheric Scatter 

This can play an important part in radio wave transmission. In 
particular, the presence of spread F raises questions of where, among 
the confusion of a spread F trace on an ionogram (see sec. 3.3.8.), should 
a transmission curve be placed in order to give the observed maximum 
frequency. In middle latitudes the oblique traces are frequently much 
less spread than those on the corresponding vertical ionogram £13], This 
source of error may be much more important than inaccuracies in the 
transmission curves. 

Near the magnetic equator, spread F occurs frequently after sunset 
and its onset is associated with marked flutter fading on transequatorial 
circuits. On these occasions the oblique ionograms are characterized by 
broad traces extending to frequencies much higher than those predicted 
from vertical ionograms. These traces move in range from one ionogram 
to the next and are thought to be due to magnetic field-alined irregularities 
moving from west to east near the magnetic equator £19]. 

It may also be noted here that ionospheric scatter in the D region, 
by meteoric ionization and turbulent mixing, plays an important part in 
the ionospheric transmission of very high frequency waves (30 to 300 
Mc/s). (See ch. 8.) 

4.6.5. Ground Scatter 

Consider the situation illustrated in figure 4.24, in which part of 
an east-west path is in darkness so that the ionosphere is unable to re¬ 
flect waves along the path TAR. Because of the higher critical frequencies 
in the sunlit hemisphere, propagation along the path TCS is possible 
followed by ground scatter at S. Scattered energy may now be propagated 

Figure 4.24. Importance of ground scatter. 
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POSSIBLE PROPAGATION PATHS, GREENVILLE-MUNICH 

Figure 4.25. Transmission from Europe to the United States via side-scatter over Africa. 

(After H. Leighton, unpublished.) 

along the path SBR because, although B may be on the dark side of the 
sunrise line, the angle of incidence (and hence sec </>o) is larger than for 
the path TAR. Alternatively, the signal from T may arrive at R after 
two reflections in regions off the great circle path where foF2 is higher 
than along the direct path. This side scatter is illustrated in figure 4.25, 
which shows how communications can be established between Europe and 
North America via side scatter in Africa. Such a path gives not only 
higher maximum frequencies (than the direct path), but also may avoid 
auroral disturbance effects pOJ. 

Ground backscatter can give rise to ionogram records of the type 
shown in figure 3.32. The signals are reflected from the ionosphere 
(obliquely), are scattered at the ground, and retrace the same path back 
to the receiver £21]. The backscatter trace starts off at the vertical¬ 
incidence trace of the two-hop extraordinary wave, and it would be ex¬ 
pected that the lower edge of the trace gives the maximum frequency 
corresponding to the equivalent path shown on the ordinate scale, which 
is related to the skip distance. Such backscatter ionograms provide a con¬ 
venient means of determining the maximum frequency, over a wide geo-
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graphical area, from a single ionosonde. The fact that the echoes can be 
seen only over a narrow path range is probably due to focusing near the 
edge of the skip zone. 

4.6.6. Ionospheric Tilts 

From figure 3.18 we see that the assumption of spherical stratifica¬ 
tion of the Fi layer can, under certain circumstances, be invalid. Such 
distortion of the ionosphere occurs near sunrise and sunset and near the 
magnetic equator. Clearly, under such conditions, the use of the trans¬ 
mission curves presented above can lead to erroneous conclusions since 
the ray paths are, in general, asymmetric. In such cases the propagation 
paths have to be plotted point by point through the ionosphere [22]. 
When this is done for north-south transmission across the magnetic 
equator in the 75° west geographic meridian, a path such as that shown in 
figure 4.26 may be obtained. Some features of this path are: 

(1) There are two ionospheric reflections without an intermediate 
ground reflection. 

(2) The signal is propagated to long distances with only two transits 
of the absorbing region, thus giving high signal strength. 

(3) Because the angles of incidence are greater than in the case of 
a spherically stratified layer the maximum frequencies will be greater. 

(4) There is a marked asymmetry in the path so that the angle of 
departure (0°) differs from the angle of arrival (about 10 ). 

A complete plot of ground range (D) versus angle of takeoff (A) is shown 
in figure 4.27. This is much more irregular than the single layer plot in 
figure 4.7 and reveals additional phenomena. For example, owing to a 
decrease in maximum electron density or to a modification of the angle 
of incidence, a multi-hop signal may penetrate the ionosphere on one of 
its hops. Furthermore, when a downcoming ray is just tangent to the 
earth, a slight increase in takeoff angle may cause the ray to miss the earth 
and return, after another reflection, at a much greater range. This type of 
distorted ionosphere gives rise to marked focusing and defocusing of the 
signals. An instance of focusing can be seen in the two-hop signal between 
angles of about 13° and 24°. All the energy radiated between elevation 
angles of about 13° and about 23° is concentrated in a range of a few 
hundred kilometers. 



Figure 4.26. Transequatorial ray path. 
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Figure 4.27. Range versus elevation plots for transequatorial propagation. 

March 1958, 1900, 75° WMT, 15 Mc/s 

4.7. SOME PROBLEMS IN LONG-DISTANCE TRANSMISSION 

4.7.1. Path Identification 

When the distance of transmission is much greater than 4000 km, 
considerable difficulties arise in the identification of the propagation 
paths. We have already seen in figure 4.17 that, for a distance of 5300 
km, the high-angle one-hop path can be important. Also sporadic E 
may play a vital role in reflecting waves, sometimes to the advantage of 
the communicator and at other times to his disadvantage since it may cut 
off a usable signal. It is useful to identify paths by the number of hops 
and the layers from which the reflection takes place. 

The following terminology is suggested for the description of such 
paths.3

* Recommendations of the Lindau Meeting, May 1963. 
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(1) For propagation paths involving reflections by different layers, 
the reflections (or hops) should be specified in order of their position with 
respect to the transmitter. 

(2) A dash will be used to represent a ground reflection. The absence 
of a dash will then show up M type reflections (fig. 4.23a) and supermodes 
(fig. 4.26). Thus figure 4.23a and 4.23b, respectively, would be described 
as F2E,F2 and F2-E„ Figure 4.26 is described by F2F2 and figure 4.28 
by FE,F-E,-F. Note that 2F2 means a two-hop F2 path and 3E means 
a three-hop E path with intermediate ground reflections. 

Figure 4.28. Long-distance paths involving F and E. reflections. 

Assuming thick parabolic F2 layers, the parameters of which are 
allowed to vary from one hop to another, and a thin E, layer, Kift £5] 
has shown how the paths can be deduced from measurements of angle 
of arrival and of the time delay in excess of that which would be required 
for the signal to travel around the earth’s surface between sender and 
receiver. Kift plots angles of elevation and excess time against ground 
range and obtains mode plots, an example of which is shown in figure 
4.29 for the path Ascension Island to Slough, distance 6750 km. At this 
range one sees that the composite signal received at Slough may have 
traveled along the following paths: 2E,-F2, M-F2, G-F^ G-2F2, F2-E,-3F2, 
F2-2E,-3F2, Si); with a possible high angle 5F2, where a G (guided) path 
is one involving reflections between E and F. It is easy to see that, in 
general, the composite signal has a very complex structure, and simple 
inspection of an oblique ionogram is usually insufficient to reveal the 
actual paths. Even with ray tracing there may be ambiguity because of 
the close time spacing of the various echoes and takeoff angles. A similar 
identification can be made with figure 4.26 if equivalent path is plotted 
against elevation angle. 
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Figure 4.29. 19.87 Mc/s mode plots: Ascension Island-Slough, April 11, 1956, 
0930-1030 UT. 

(After F. Kift, 1960, The propagation of high frequency radio waves to long distance, Proc. IEE 107B, 
127.) (a) X plot, hmFi fairly constant at 340 to 360 km. (b) Mode-delay plot, (c) Mode-angle plot. 

4.7.2. E-Layer Cutoff Frequencies for F2 Propagation 

The ray path of a signal reflected from the F2 layer penetrates the 
E layer at one or more points; hence, in order for the signal to traverse 
the entire path, the frequency must be sufficiently high to penetrate the 
E layer at each of these points. The lowest such frequency is called the 
E cutoff frequency. 

Referring to figure 4.30, a wave traveling up to the F layer inter¬ 
sects the E layer at P. If the frequency is below the E layer penetration 
frequency, the wave is reflected and returns to earth at B. This con-
constitutes a one-hop E path for the range TB, the radiation angle of 
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Figure 4.31. Radiation angle versus path length, based on virtual reflection heights. 

E layer—105 km; Ft layer—320 km. 
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which is the same as that for the F^ path. The penetration frequency at 
the point P is, therefore, equal to the E maximum frequency for the 
range TB. 

To determine the range TB, we need to know the angle of elevation 
A as a function of distance. This is given in figure 4.31 for assumed heights 
of 105 km (E) and 320 km (Fj). From the location of the point P, we 
determine the appropriate E critical frequency and, hence, the corre¬ 
sponding E layer maximum frequency. When this is done at each E layer 
penetration point, the highest frequency is the E layer cutoff frequency 
for the particular path. 

4.7.3. Optimum Working Frequency 

In designing a communications circuit involving F¡ layer trans¬ 
mission, it is desirable to use as high a frequency as possible in order to 
reduce the ionospheric absorption (which decreases as the square of the 
operating frequency). The monthly median maximum frequency is un¬ 
suitable because it would be reflected 50 percent of the time only. Hence, 
to allow for day-to-day changes in critical frequency, it is customary to 
use 0.85 of the monthly median, and it is called the optimum working 
frequency—FOT from the French initials. It is not necessarily the fre¬ 
quency of maximum signal or minimum time dispersion. It is based on a 
statistical result that it lies below the maximum frequency 90 percent 
of the time. That this definition of "optimum” may be misleading in 
individual cases is illustrated by the oblique ionogram in figure 4.17. 
The maximum frequency is close to 48 Mc/s so that the 85 percent fre¬ 
quency is 40.8 Mc/s. Thus the "optimum” frequency would fall in the 
middle of the "dead” space between the maximum frequency of the two-
hop F signal and the minimum frequency of the one-hop Pedersen ray. 

4.8. MULTIPATH PROPAGATION TIMES 

The oblique ionograms above show that, as the maximum frequency 
is approached, the time dispersion of the signal decreases. This time dis¬ 
persion can be of considerable importance in the transmission of informa¬ 
tion at high speeds because the maximum rate (in binary units per second) 
is roughly equal to the reciprocal of the range of multipath propagation 
times ATm, where ATm is a function of frequency, path length and loca¬ 
tion. local time and season. 
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The multipath reduction factor (MRF) is defined as the lowest per¬ 
cent of the MUF for which the range of multipath propagation times is 
less than a specified value E23 J. The MRF thus defines a frequency above 
which a specified minimum protection against multipath is provided. 

From experimental data (oblique ionograms) for a number of paths 
in different geographic locations, MRF curves have been deduced, statis¬ 
tically, and are presented in figure 4.32. It can be seen, in the ionograms 
shown above, that the multipath spread approaches zero at the maximum 
frequency. It can be seen also that the spread may be significantly re¬ 
duced when operating on lower frequencies using such signals as the high-
angle ray in figure 4.17 or on the Es ray in figure 4.22. It is conceivable 
that the rate of transmission of information could be increased by a factor 
of 100 over normal values by a judicious choice of operating frequency. 

To illustrate the use of the MRF curves, consider a path length of 
2500 km. When operating on a frequency between 1.0 and 0.85 of the 
maximum, the multipath spread should be less than 500 gsec. On fre¬ 
quencies between 0.65 and 0.85 of the maximum, the spread will be less 
than 1 msec, and in the range 0.43 to 0.65 of the maximum, the spread will 
be between 1 and 2 msec. There is a frequency on which the spread is a 
maximum. This frequency is given by figure 4.32, and the value of the 
maximum multipath spread is shown in figure 4.33. For a 2500-km path, 
the maximum time dispersion is about 3 msec. For a 1000-km path, the 
maximum dispersion is about 5 msec, and occurs at a value of MRF~56 
percent. 

Figure 4.32. Multipath reduction factor. 
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Figure 4.33. Maximum expected time delay difference. 

4.9. RAY PATHS 

4.9.1. Without Magnetic Field 

It is sometimes necessary to know the path of energy flow between 
a transmitter and a receiver. This is particularly important in the analy¬ 
sis of complex pulse-echo patterns observed on oblique ionograms. Ray 
tracing is often necessary to establish the feasibility of transmission of 
energy from one point to another, and to predict the extent to which 
focusing (or defocusing) modifies the distribution (over the ground) of 
the reflected energy. A knowledge of the ray path is necessary for the 
calculation of time of flight, signal strength, phase, and polarization of 
the reflected wave. 

It is convenient to think of the ray path as the trajectory of a packet 
of waves limited in both frequency and in space. Consider the case of 
such a wave packet having a takeoff angle (at the earth's surface) A and 
incident on a spherically stratified ionosphere in which the refractive 
index is varying slowly with height as illustrated in figure 4.34. Let x 
be the range, along the ground, corresponding to a point on the ray path 
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Figure 4.34. Ray path geometry for a spherically stratified 
ionosphere. 

at a height h above ground, and let x subtend an angle 0 at the center of 
the earth. From figure 4.34 

(a+fi) d0= tan i-dh, (4.18) 

together with Snell’s law (see 4.9) 

this gives 

g(a+/i) sin i = a cos A, (4.19) 

(4.20) 

One solution to the problem of ray tracing is to approximate the electron 
density profile by a suitable model in order to evaluate, analytically, 
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the integral for 0. This is relatively simple to do in the case of a plane 
earth and plane ionosphere when the ground range x is given by 

cos A dh 
g2 —cos2 A 

(4.21) 

The solutions of (4.21) for some of the more commonly used models are 
given by Budden £24, ch. 11], 

When the curvature of the ionosphere is taken into account, the 
problem is more difficult. Appleton and Beynon £4] assumed a layer shape 
which is derived from a parabola by neglecting small terms, and they ob¬ 
tained (4.17) for the ground range. In general, however, it is not possible 
to find, suitable analytic functions which represent adequately the electron 
density profiles £25, 26]. Under such circumstances the ray path has to 
be computed by dividing the profile into a number of laminae and postu¬ 
lating an analytic N(h) function within each lamina. As the number 
of laminae used is increased, the result becomes less and less dependent 
upon the form of the assumed distribution within each segment. 

An interesting graphical method has been developed by Chvojkova 
£27] which is illustrated in figure 4.35 where, for clarity, the refracting 
shells are separated by infinitesimal non-refracting shells. From Snell’s 
law (nr sin i = a constant) we see that, outside the ionosphere, the ray 
direction must always be tangent to the surface of a sphere of radius 
r sin i0; and at any point inside the ionosphere at which the refractive 
index is nt the ray is tangential to a sphere of radius (r/g) sin ¿o-

Figure 4.35. Chvojkova’s construction. 
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4.9.2. With Magnetic Field (Waves and Rays) 

From the point of view of ray tracing, the main effects of the mag¬ 
netic field are 

(1) Ordinary and extraordinary waves are produced; 
(2) The direction of energy flow (ray direction) differs, in general, 

from the phase normal; 
(3) The refractive index depends upon the angle of refraction, so that 

it is not possible to solve Snell’s law directly. 

The angle a between the directions of phase propagation and energy 
propagation is given by (2.123), namely 

1 dv_ 1 du 
V d6 M dO 

(4.22) 

Substituting the expression for g(2.77) in (4.22) we obtain 

tana ±y} + 4 (1-X^Y*/ 
(4.23) 

The + and — signs refer to the ordinary and to the extraordinary rays 
respectively. Note that a is of opposite sign for the ordinary and extra¬ 
ordinary waves except when the refractive index of one of the rays is 
greater than unity. Furthermore, the sign of tan a changes as 0 goes 
through 90°. 

Bremmer £28] has summarized the ray behavior as follows: 

(a) The wave normal is parallel to the plane of incidence and satis¬ 
fies Snell’s law. 

(b) The ray is situated in the plane through the wave normal and 
the earth’s magnetic field. 

(c) The angle a measured from the wave normal to the ray, is given 
by (4.23). 

Before considering some actual ray paths, it is of interest to consider 
the implications of these rules. First they imply that, as a wave packet 
penetrates into the ionosphere, it "slips” sideways in a direction parallel 
to the magnetic meridian. For upgoing waves the extraordinary ray is 
(for m<1) deflected towards the magnetic equator, whereas the ordinary 
ray is deflected away from the magnetic equator. Second, let us consider 
(4.23) in the case of waves propagating vertically. We see that tan a is 
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zero under the following conditions: 

Y = 0, no magnetic field 
0 = 0°, 180° propagation at the magnetic poles 
0 = 90° propagation at the magnetic equator 
M’=l. 

At the levels of reflection, g = 0 and X=1 for the ordinary wave and 
X = l± Y for the extraordinary waves. This gives 

tan ao= —cot 6, (4.24) 

sin 0 cos 0 sin 0 cos 0 
tan az = —. . , = --— . (4.25) 

\/sin4 0+4 cos2 0 1 +cos2 0 

Hence, at reflection, the ordinary ray is perpendicular to the earth’s 
magnetic field. Note that ax depends on the direction, but not on the 
magnitude, of the earth’s magnetic field. 

4.9.3. Some Sample Ray Paths 

4.9.3.1. Vertical Propagation 

Applying Snell’s law in a plane stratified ionosphere, we find that 
the wave normal is always vertical. The lateral deviation D at a height 
h is given by 

(4.26) 

In the general case this expression is too complicated to solve analyti¬ 
cally, but D can be found by dividing the electron density profile into a 
number of slabs and determining the mean value of tan a (tan a say) for 
each slab, then summing, i.e., 

D= 22 tan (4.27) 

where A/i, is the thickness of the ith slab. 
Ray paths over Boulder, Colo., which have been calculated by this 

method, are shown in figures 4.36 and 4.37. Consider first the paths on 
frequencies greater than the gyrofrequency ( = 1.5 Mc/s approx.). The 
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Figure 4.36. Some ray paths with normal incidence over Boulder on frequencies above the 
gyrofrequency. 

fu-1.4 8 Mc/s 
1-68.1°. 
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-ORDINARY -EXTRAORDINARY 

Figure 4.37. Some ray paths with normal incidence over Boulder on frequencies less than 
the gyrofrequency. 

fu= 1.48 Mc/s 
I =68.1°. 
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following features are of interest: 

(1) The ray paths lie entirely in the magnetic meridian. 
(2) On a given frequency, less than the penetration frequency, the 

deviation (to the north) of the o ray at reflection is always greater than 
that (to the south) of the extraordinary ray at its level of reflection. 

(3) On a given frequency and for the same real height, the deviation 
of the extraordinary ray is greater than that of the ordinary ray. 

(4) Most of the deviation of the ordinary ray takes place relatively 
close to the reflection level. 

On a frequency less than the gyrofrequency, the situation is a little 
different. The ordinary wave behaves much the same as before, but 
the behavior of the extraordinary (z) wave is different. In figure 2.9 we 
see that, for 0<X<l, the refractive index of the extraordinary wave is 
greater than unity so that in this range g2—1 is positive and the ray is 
deflected to the north. For values of X between 1 and 1+ T (reflection), 
M is less than unity and the ray veers to the south. Whether the point of 
reflection lies to the north or the south of the point of entry will depend 
on the frequency and on the profile. The path of the downcoming wave is 
identical with that of the upgoing wave. Owing to electron collisions, these 
paths will be modified slightly, the modification becoming more pro¬ 
nounced as the wave frequency approaches the gyrofrequency. 

On a frequency close to the penetration frequency of the Ft layer, 
the ordinary ray may be deviated by 50 or 60 km; however, the deviation 
within the layer falls off rapidly as the frequency increases above foF?. 
For example, with foF2 = 10 Mc/s the deviation, with a complete passage 
through a Chapman layer on a frequency of 40 Mc/s. is of the order of 
0.1 km. 

Because of the lateral deviations, the ordinary and extraordinary 
rays, in practice, sample slightly different electron densitv profiles. 

4.9.3.2. Oblique Paths 

For fairly short distances of transmission, the plane containing the 
emergent ray is parallel to, but not necessarily coincident with, the great 
circle plane containing the incident ray. The incident and emergent 
planes are coincident for exactly east-west propagation in all latitudes 
and for north-south propagation in a magnetic meridian. Some ray paths 
have been calculated in the case of approximately east-west propagation 
in the United States with a parabolic distribution of electron density with 
height and the dipole approximation (earth centered) to the earth’s 
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DIPOLE FIELD. 
h0 ■ 20ukm. ym « 100 km 

ELEVATION = 26 717* 
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Figure 4.38. Horizontal projection of ray paths in a parabolic layer for geographically 
east-west propagation in the United States. 

magnetic field. The projections of the paths on to a horizontal plane are 
shown in figure 4.38. The paths are twisted, veering first in one direction 
and then in the other. The maximum deviations are about 0.3 km, and 
the net deviations, at the point of exit from the ionosphere, are only about 
100 m. Furthermore, the ordinary and extraordinary rays are, roughly, 
mirror images of each other. The deviation tends to increase with operating 
frequency because of the increase in depth of penetration of the ray into 
the layer; however, the deviations with oblique propagation are much less 
than with vertical propagation. 

With propagation in the magnetic meridian (north-south) there is no 
lateral displacement of the ray, but the point of energy reflection is, in 
general, displaced from the center of the path. The point of reflection 
of the ordinarv wave is displaced to a higher magnetic latitude than the 
midpoint and vice versa for the extraordinary wave. 

Ionospheric rav paths can be calculated in a variety of ways. 
Those more commonly used are the Booker quartic E29], the iterative 
method p0], Haselgrove’s equations pl], Titheridge’s approximate 
method p2], and Poeverlein’s graphical construction p3]. 

Poeverlein’s method is of interest because it illustrates the existence 
of the "spitze.” It is a graphical method and depends on the fact that, 
for a refractive index surface,4 the radius vector gives the wave normal 

4 The refractive index surface is the locus of end points of a vector whose magnitude is the refractive 
index and whose direction is the direction of phase propagation. 
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direction and the normal to the surface is the ray direction, as shown in 
figure 4.39. The wave normal direction is known from Snell’s law, so 
the ray direction can be obtained from the construction shown in figure 
4.39. From this direction the next point on the ray is determined and the 
procedure is repeated. Note that the condition for energy reflection is 
given by a point such as A where the normal to the m surface is horizontal, 
but where the wave normal is not, in general, horizontal. 

DIRECTION 0^ EARTH'S 

Figure 4.39. Illustrating Poeverlein's construction 

Direction in which the ray R is normal to the refractive index surface. N, the wave normal, is given 
by the direction of the radius vector. Curves not drawn to scale. 

Using this construction, with oblique propagation in the magnetic 
meridian, Poeverlein showed that, for angles of incidence less than a 
certain critical value <f>, (where sin cos/, / = dip), 
the path of the ordinary ray never becomes horizontal, but has a cusp at 
the level X= 1. This phenomenon, called the "spitze,” is illustrated by 
the ray paths in figure 4.40. An excellent description of the behavior of 
rays for many special cases is given by Budden [24, ch. 13] where he 
shows that on frequencies greater than the gyrofrequency the spitze is 
not exhibited by the extraordinary ray. 
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Figure 4.40. Sample ordinary ray paths for oblique propagation in 
magnetic meridian, showing the Spitze. 

Not drawn to scale. 

4.9.3.3. Topside Soundings 

With the advent of artificial earth satellites it is necessary to con¬ 
sider reflections from the topside of the ionosphere and transmission be¬ 
tween satellites and ground. 

Some ray paths for waves having the vertical direction of phase 
propagation are shown in figure 4.41 for various heights above the peak 
of a Chapman layer in the northern hemisphere. Note that the ordinary 
ray is deviated to the south and the extraordinary ray is deviated to the 
north. As the height of the satellite decreases, i.e., as the surrounding 
electron density increases, first the extraordinary wave and second the 
ordinary wave get "imprisoned” in the satellite because the plasma is 
overdense to waves of that frequency (e.g., 5 Mc/s). When the satellite 
is near its reflection level, the ordinary wave energy slides almost side¬ 
ways. An additional path (the z path) is possible, which may be under¬ 
stood by reference to figure 2.9. For Y<1 it will be seen that there is a 
branch of the extraordinary curve lying in the range 

1- Y-

1-
X<1+ Y. 

Normally this wave cannot originate except from a source embedded in 
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Figure 4.41. Some ordinary and extraordinary ray paths from a topside sounder located 
at heights of 1000 km, 700 km, and 400 km in a Chapman layer. 

Penetration frequency (o wave)=10 Mc/s 
/w=0.75 Mc/s 

Dip=72.9°. 
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Figure 4.42. Some z ray paths from a topside sounder located at a height of 
1000 km in a Chapman layer. 

Penetration frequency (o wave)=10 Mc/s 
/h=0.75 Mc/s 
Dip=72.9° 

0.5 1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5 

Mc/S 

Figure 4.43. Topside ionogram, Singapore, Nov. 19, 1962, 0810 UT. 

(Reproduction is by permission of the Controller of Her Britannic Majesty’s Stationery 
Office and is by arrangement with the Director of Radio Research.) 
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the plasma. To get some idea of what the ray paths may look like we notice 
that g2>l near X — (1— Y2)/(l — Y£) and m drops below 1 as it ap¬ 
proaches reflection. The quantity (m2_ 1) and, hence a, will change sign. 
The ray path veers first to one side and then to the other, as illustrated 
in figure 4.42. The existence of the z-wave has been confirmed in recent 
soundings oí the topside—see figure 4.43. 

4.9.3.4. Satellite-to-Ground Path* 

To a first approximation on very high frequencies, the effective 
ionosphere exists only within a definite range of heights, and we shall 
assume (for the sake of discussion only) that the refractive index is unity 
both above and below this range. Consider a wave of frequency consider¬ 
ably greater than the critical frequency; at very oblique incidence the rays 
are reflected (see fig. 4.44) but within a cone of semiangle 0o = sin-1 all 
rays will penetrate the ionosphere. The refractive index a/I - (/e//)2J 
is the value at the height of maximum electron density in the absence 
of the earth’s magnetic field and collisions. This blocking effect of the 
ionosphere for zenith angles greater than a critical value is sometimes 
called the "iris” effect. 

Figure 4.44. The iris effect (plane ionosphere). 
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Figure 4.45. Effect of ionosphere curvature on angular error. 

With angles less than 0O, the ray is bent in the layer and so the angle 
of elevation at the ground is increased by an amount 0 as seen in figure 
4.44. The angle 0 is called the "angular error at the observer” and, in 
this case, it is equal to — 0', the "angular error at the source.” 

The effects mentioned above for a plane-stratified ionosphere are 
modified slightly by the curvature of the ionosphere. The geometry is 
shown in figure 4.45 and shows that the total bending (i.e., the difference 
in direction of the ray at the source and at the observer), r = 0+0', is no 
longer zero. Thus the total bending which occurs in a ray passing through 
the ionosphere is a second-order effect, since the bending of the ray on 
entering the ionosphere (from above) is compensated for (actually, over¬ 
compensated for) by the bending on leaving the ionosphere. With the 
exception of the special case of radio astronomy, where the source-observer 
distance is essentially infinity, the angular error at the observer generally 
differs from, and may be greater or less than, the total bending. 

It can be seen that the overall effect of the refracting iris is to focus 
rays from a large section of the sky into a relatively narrow cone. From 
the point of view of signals received at the earth from a satellite, this 
means a smaller signal/noise ratio (see ref. £28], ch. X, sec. 8). 

The effect of the earth’s magnetic field is to produce two images of 
the satellite—ordinary and extraordinary. In the general case of propa¬ 
gation making an angle (non-zero) with a magnetic meridian, the two 
rays are deviated in opposite direction from the plane of incidence but 
the lateral deviation is much smaller than the refractive effects in the 
plane of incidence. Thus we get a good approximation to the actual ray 
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Figure 4.46. Ray paths (o and x) from satellite to ground near Boulder, Colo. 

(By permission of R. S. Lawrence and D. J. Posakony, 1962, A digital ray-tracing program for ionospheric 
research, Space Research II, Proc. 2d Intern. Space Sei. Symp., Florence, North Holland Publ. Co.) 

path if we project the ray on to the vertical plane of incidence. In figure 
4.46 is an example, projected on a vertical plane (not to scale), of ray 
paths from a 20 Mc/s satellite-borne transmitter near Boulder, Colo. 
The total bending along the extraordinary ray always exceeds the total 
bending along the ordinary ray. In figure 4.46, for example, the total bend¬ 
ing of the extraordinary wave is 2°.73 while that of the ordinary wave is 
only 2°.61. Notice that this relationship does not necessarily mean that 
the angular errors at the observer are similarly related. Several methods 
are available for estimating the angular error at the observer in the 
absence of the earth’s magnetic field [34, 35]. 

The above treatment assumes a spherically stratified ionosphere so 
that horizontal gradients in electron content are ignored. The treatment 
of refraction in the presence of ionospheric distortion is a complicated 
process, except in cases of simple models. One such model is that of a 
"wedge” of electrons. For angles of incidence near the zenith the relation¬ 
ship between the wedge refraction t and the horizontal gradient of total 
electron content is given by [36] 

e2 ? 
t = --/ Ndh. (4.28) 

ßir’eom/2 dX Jn
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Data on ionospheric irregularities can be obtained from measurements 
on radio-star signals £37, 38], and on satellite radio signals £38], 

4.9.4. Propagation Effects Associated With Ray Paths 

(a) Phase path P is given by 

P— y g cos a ds. (4.29) 

(b) Group path P' is given by 

P' — y p.' cos a ds. (4.30) 

(c) Total absorption L is given by 

L = y K cos a ds, (4.31) 

where n and g' are the phase and group refractive indices respectively and 
K (kappa) is the absorption per unit length of path. 

It is of interest to note that, when the magnetic field is absent, the 
relationship between g, g', and L is given by 

V 
L = 2c {P

provided that v (the collision frequency) is independent of height. 

4.9.5. Faraday Rotation 

4.9.5.1. Rotation of the Plane of Polarization 

A linearly polarized wave can be considered as the resultant of two 
vectors, of equal amplitude, rotating in opposite senses with the same 
angular speed. In the case of quasi-longitudinal propagation in the ab¬ 
sence of absorption, the two characteristic waves (ordinary and extra-
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Figure 4.47. Faraday rotation. 

(Propagation is perpendicular to the plane of the paper.) 

ordinary) are essentially circularly polarized. These waves, being char¬ 
acteristic waves, suffer no change of polarization as they propagate 
through the medium but, because they have different phase velocities, 
the plane of polarization of the resultant linearly polarized wave rotates 
gradually. This phenomenon is known as Faraday rotation and its mag¬ 
nitude can be computed as follows. 

Consider an element of path length ds in which the rotation of the 
electric vectors of the o and x waves are dK+, dK^ respectively (see 
sec. 2.5.3.). Figure 4.47 shows the relationship between dK+, dK_ and 
dil, the angle through which the plane of polarization rotates in the dis¬ 
tance ds. From this figure we have 

da = i(dK+-dKJ), 
(4.33) 

ß=J(K+ -Ä'_), 

where 

(4.34) 

and 

(4.35) 
2ir 2% 

K_ = — P_ =— ds. 
Xo X— 

K 2t P d A+ = — P+ = — ds, 
Xo X+

where the P’s are the phase paths, X’s are the wavelengths within the 
ionosphere, and Xo is the free space wavelength. Note that we have im-
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plicitly set cos a=l, which restricts the discussion to frequencies well 
above the plasma frequency. 

From (4.33), (4.34), and (4.35) we obtain 

ii=— / (m+— M-) ds. 
AO J 

(4.36) 

In the case of quasi-longitudinal propagation we have (sec. 2.3.3.2) 

(4.37) 

On very high frequencies = 1 and, on expanding this expression, neg¬ 
lecting the high order terms, and reducing, we get 

M+ —M-~NTl = Xy COS 6. (4.38) 

In terms of the mks units, (4.36) now becomes 

NBo cos 0 ds. Q (4.39) 

where Ç = 2.97X10~2. 
It is important to remember that several approximations have been 

made in deriving this expression and its validity becomes questionable 
as 0 increases and it breaks down completely when quasi-longitudinal 
propagation gives way to the quasi-transverse type. Nevertheless it has 
proven very valuable in the interpretation of Í2 measurements in terms of 
the total electron content jN ds. 

Measurements of Faraday rotation Í2 have been made on signals from 
artificial satellites £39] and from radar reflections from the moon £40]. 

In moon echo experiments the frequencies are usually high enough 
(several hundred megacycles per second) so that (4.39) is accurate. To 
find the total electron content in a unit vertical column of the ionosphere 
it is possible to replace the path element ds by dh sec i where i is the local 
zenith angle (between the ray and the vertical) and dh is an element of 
height. In this case (4.39) becomes 

Q = ? f NMdh, (a) 
J Jo 

(4.40) 
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where 

M=Bo cos 6 sec 0. (b) 

It must be remembered that (4.40) applies to one passage through the 
ionosphere. 

Although further restricting the generality of the expression, it is 
convenient to take M as the constant in that part of the ionosphere 
(0 to 1000 km, say) in which the bulk of the rotation occurs, and to 
write 

QM r1“1 
Í2^ / N dh, 

r Jo 
(4.41) 

for one-half the total rotation of a moon echo. M is a weighted average 
of M [41]. 

In the case of frequencies below about 40 Mc/s, such as those often 
used for satellite beacon measurements, (4.39) is only approximate and 
ray tracing methods are required to determine the electron content by 
a trial and error process. 

4.9.5.2. Some Results of Faraday-Rotation Experiments 

These measurements have given information about the electron 
density profile above the height of maximum density of the F2 layer hm,x 
(the so-called topside). 

When combined with electron density profile data for the bottom 
side, they provide a determination of the ratio of total electron content 
to the content below hmax. This ratio appears to vary between about 3 

Figure 4.48. Irregularities in electron content 0834, 105° W'MT, Sept. 4, 1958. 

(After C. G. Little and R. S. Lawrence, 1960, the use of polarization fading of satellite signals to study 
the electron content and irregularities in the ionosphere, J. Res. NBS 641) (Radio Prop.), 335.) 
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and about 5 from day to night. The daytime peak in electron content is 
six to eight times greater than the nighttime minimum. Furthermore, 
the noontime content seems to be somewhat higher in winter than in 
summer. During magnetically disturbed conditions the total electron 
content appears to decrease. 

Because of the high sensitivity inherent in this method, it is possible 
to observe the irregular structure in the electron content of the F2 layer 
as shown in figure 4.48. 
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CHAPTER 5 

Signal Strength 

5.1. MEANING OF SIGNAL STRENGTH 

The instantaneous value of a sine wave function at a point is defined 
by the peak amplitude and the instantaneous phase at the point. The 
amplitude of a composite wave signal is given by the vector sum of its 
components; thus, if the components are in phase, the resultant amplitude 
will be the algebraic sum of the individual waves. If the phases of the 
separate components are varying randomly with respect to each other, 
the resultant signal power, averaged over many fading cycles, is given 
by the sum of the powers in the component waves. In this chapter the 
term "signal strength” will be used in a broad sense to mean either the 
amplitude (field strength) or the power received by an antenna. 

The signal strength at any time depends upon absorption along the 
path, path focusing, polarization, and phase of the waves. In this chapter 
we shall discuss some aspects of these phenomena. 

We shall discuss first the factors affecting the average power received 
(system loss) and then the factors which produce variations about the 
average (i.e., fading). 

5.2. FACTORS AFFECTING SIGNAL STRENGTH 

Consider a radio communications system which consists of a trans¬ 
mitter, a transmission line, a transmitting antenna, the propagation 
medium, a receiving antenna, a receiver transmission line, and, finally a 
receiver. It is possible to consider the entire circuit between transmitter 
output terminals and the receiver input terminals as a "black box” as 
shown in figure 5.1. If pt is the power fed into the terminals of the feeder 
line from the transmitter and if pr is the signal power available from the 
terminals of the line from the receiving antenna, then the total system 
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Figure 5.1. Block diagram to illustrate the power loss between transmitter 
terminals and receiver terminals. 

power loss [I]1 L„ expressed in decibels, is given by 

L,= 10 log J = -10 log (^J. 
xpj XpJ 

(5.1) 

Thus, for a given transmitter output power, as the loss L increases, the 
received power pr decreases. 

Let us represent the powers by small letters and the logarithms by 
capital letters so that 

and 
P( = 101ogp( (a) 

(5.2) 
Pr=101ogpr. (b) 

Then (5.1) can be written in the form 

L,= Pt— Pr (in decibels). (5.3) 

Let us now consider the losses incurred by the signal as it travels 
between the transmitter terminals and the receiver terminals, as shown 
schematically in figure 5.2. First of all there are the ohmic losses in the 
feeder line and in the transmitting antenna due to the resistance of the 
wire and to the finite conductivity of the environment (induced earth 
currents, etc.). The rest of the power is radiated into space, mostly from 
the antenna, but a small amount from the transmission line. The radia¬ 
tion efficiency of the antenna is given by the ratio of the power radiated 
to the power absorbed from the source. For high frequencies the efficiency 
of most antennas is relatively high (e.g., the efficiency of a half wave dipole 
is generally greater than 90 percent). 

For an isotropic radiator the power is radiated equally in all direc¬ 
tions and the power radiated in any direction can be taken as a reference. 
All actual antennas have radiation patterns such that the power flux 

Figures in brackets indicate the literature references on p. 255. 
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TRANSMITTER . RECEIVER 
Figure 5.2. Block diagram showing the various sources of power loss as a signal travels 

from a transmitter to a receiver. 

is maximized in certain preferred directions. Of course, when the total 
power radiated is the same for both the hypothetical and actual antennas, 
then if there is a power gain in some directions, this must be exactly 
balanced by a loss in other directions. 

After the signal has left the antenna it loses energy density by 
several processes, such as: 

(1) The spatial spreading of the energy (inverse distance squared 
dependence). 

(2) Polarization matching (or mismatching). We have seen in 
chapter 2 that, within the ionosphere, two progressive waves can exist 
(ordinary and extraordinary). On entry into the ionosphere a wave with 
arbitrary polarization will excite ordinary and extraordinary waves by 
different amounts depending on the propagation angle at the bottom 
of the ionosphere. Thus, from the point of view of a single magneto-ionic 
wave, there is a loss of power, in general, on entry into the ionosphere. 

(3) Absorption of energy will occur in the D and lower E regions due 
to electronic collisions, as explained in section 2.3.3.3. The energy in 
the wave is in fact converted into heat. 

(4) Due to curvature of the ionosphere and/or due to the change of 
ground range with angle of elevation, the power flux at any point on the 
earth may be enhanced by focusing or diminished by defocusing. Energy 
may also be scattered in or out of the main path by ionospheric irregu¬ 
larities, but this problem is too difficult to be considered here. 
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(5) On leaving the ionosphere the polarization for a particular 
magneto-ionic wave will have a certain configuration depending on the 
angle between the wave normal and the earth’s magnetic field at the 
bottom of the ionosphere. Since the angle between the magnetic field 
and the emergent wave differs from the angle between the magnetic 
field and the incident wave, the polarization of the emergent wave will, 
in general, be different from the polarization of the incident wave. Further¬ 
more, the polarization of the wave will not in general match that of the 
receiving antenna and there will therefore be a loss of received signal due 
to polarization mismatch. For certain directions there may be a gain due 
to the antenna pattern; in other directions there will be a loss. 

Finally, there are ohmic losses in the receiving antenna and in its 
transmission line. 

The polarization mismatch losses can be included with the antenna 
gain to give an "effective antenna gain” for the particular angle of takeoff 
and wave polarization. Our main concern, in this book, is with propaga¬ 
tion in the medium between the antennas. The power losses along the 
propagation path, and which are not associated in any way with the 
antennas, will be called the "path loss.”2

In what follows it will be assumed that the polarizations of the hypo¬ 
thetical isotropic radiators are perfectly matched to the polarizations of the 
characteristic waves excited in the ionosphere. 

Consider a single propagation path, with a given characteristic wave, 
between a transmitter and a receiver. With an actual antenna, let 

Lio=the ohmic loss in the transmitting antenna and its transmission 
line, in decibels, 

Llp =the polarization mismatch loss of the transmitting antenna, 
G( = the gain of the transmitting antenna in the desired direction, 
Lp = the path loss in decibels, 
Lrp = the polarization mismatch loss of the receiving antenna, 
G, = the gain of the receiving antenna in the desired direction, 
Lra = the ohmic loss in the receiving antenna and its transmission line, 

and 
LM =the antenna aperture loss. 

Then the system loss is given by 

L,= Liaf-Lip—Gi-}-Lp-\-Lrp — Gr-\-Lra + ¿no- (5.4) 

Of course, it sould be remembered that the antenna gains G, and Gr may 
be positive or negative depending on the direction of radiation. 

* CCIR Recommendation No. 241 defines a quantity called “basic transmission loss” and states that 
it is sometimes called path loss. It is important to note that our definition of path loss is not the same as 
that of basic transmission loss. 
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In practice, the total signal arriving at a receiver, after reflection 
at the ionosphere, is composed of individual signals which have traversed 
different paths and which have differing characteristic polarizations. To 
draw an electrical analogy, we can think of the component paths as a 
set of resistances in parallel. The presence of additional paths, although 
they involve losses, actually increases the received power and, therefore, 
diminishes the effective loss of the system. The ohmic losses in the an¬ 
tennas and their transmission lines (see fig. 5.2) are the same for all paths. 
However, the effective antenna gain will depend on the particular propa¬ 
gation path. Hence, the additional paths must be considered as parallel 
channels across the terminals A and B in figure 5.2. 

Let Li represent, for channel 1, the sum of the losses (in decibels) 
given by (5.4), with the exclusion of the ohmic losses; that is, 

Li= Lipi — Gu+Lpi + Lrpi — Ga, (5.5) 

and, similarly, for L2, Lj, etc. To determine the manner in which the net 
loss between A and B, which we may call Lab, is related to Li, Lt, L3, 
etc., it is necessary to deal with the fraction I of the power which is lost 
along each path. That is, 

Li = 10 log li, etc. (5.6) 

Invoking the analogy of parallel resistances, it will be seen that the net 
loss Iab is given by 

and Lab by 

2 
Iab 

1 1 1 

Zi It It 

Lab = 10 log Iab = — 10 log 
1 1 1 

llW 
(5.7) 

To take a simple example, consider three possible paths for which the 
losses between A and B are Li = 50 dB, L2 = 50 dB, and L3=100 dB. 
The corresponding values of the Z’s are: Zi=105, Z2 = 10\ and Z3= 10 10, so 
that the net loss Zxa = 5X104 and Lab = ^1 dB. This shows that the con¬ 
tribution to the total signal from path 3 is negligible, and that the con¬ 
tributions from paths 1 and 2 give a net loss which is 3 dB less than that for 
either path 1 or path 2. Consider the case where Li = 50 dB, L2 = 60 dB, 
and L3=70 dB, which gives Zj= 10\ Z2= 10®, and Z3 = 107. The net loss 1Ab = 
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9X104, which gives Lab = 49.5 dB. As would be expected, the contribu¬ 
tions to the total signal from paths 2 and 3 amount to only 0.5 dB. 

5.3. PATH LOSS 

5.3.1. Components of Path Loss 

In high-frequency propagation via the ionosphere, the received signal 
usually consists of a number of component waves which have traveled 
over different paths. The relative phases of individual waves vary rapidly 
and randomly so that the total received power, averaged over a period 
(e.g., several minutes) long compared to the fading cycles, is essentially 
the sum of the powers in the individual waves. It is important to realize 
that when we talk of path loss we imply an average power loss. 

The components of path loss (for a single path) have been enumer¬ 
ated above (in sec. 5.2) and are 

(1) The simple inverse distance or dispersion of the energy in space; 
we shall denote this loss, in decibels, by La. 

(2) Absorption in the ionosphere, La-

Figure 5.3. Illustrating the focusing and defocusing of iono-
spherically reflected radio beams. 

(a) Convergence of rays (focusing), (b) Divergence of rays (defocusing). 
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(3) Focusing or defocusing of power, Lj. Note that Lf will be posi¬ 
tive for defocusing and negative for focusing. 

The path loss, Lp, in decibels, is given by the sum of its components, 
namely, 

L p— L¿+La+Lf. (5.8) 

Let us now discuss these losses in more detail. 

5.3.2. Spatial Loss 

As a wave travels out from a small source, the power flux falls off 
inversely as the square of the distance s from the source, therefore, 

Ld = 20 log s. (5.9) 

5.3.3. Focusing 

5.3.3.1. Effective Path Length 

Focusing is the result of the convergence or divergence (defocusing) 
of originally neighboring rays (in addition to the divergence responsible 
for Ld) as illustrated in figure 5.3, for example. In practice it is very 
difficult to take into account the focusing of ionospherically reflected 
radio signals. In fact, it is necessary to have a detailed knowledge of the 
ionosphere along the ray path together with an elaborate ray-tracing 
program, as already discussed in section 4.6.6. Nevertheless, it is possible 
to consider the effect of focusing in terms of an effective path length se. 
The physical meaning of this effective path length can be seen from the 
following argument. In the absence of all other forms of energy loss the 
power flux at a distance se from an isotropic radiator, which radiates a 
total power pla, is given by 

, _ P‘“ 
V A 2 ’ 

4irs, 
(5.10) 

Now let the energy radiated into the same cone by the antenna be de¬ 
focused as shown in figure 5.4. Let s be the distance from the antenna 
at which the area covered by the defocused rays is the same as that for 
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Figure 5.4. Illustration of the concept of effective path length which takes into 
account the focusing and defocusing of radio beams. 

Figure 5.5. The divergence of a radio beam for a curved earth. 

the original case, so that the power flux is the same for both. Thus the 
defocusing can be taken into account by replacing the true distance s 
of the receiver by an effective distance se. In this wav the spatial loss and 
the focusing losses can be combined in the expression 

Ld-\-Lf=20 log s,. (5.11) 
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Note that se is greater than s for defocusing and less than s for focusing. 
By using this effective distance we see that s’ is equal to the ratio of 
the cross section of the effective cone (fig. 5.4), which is equal to that 
of the actual defocused cone, to the cross section at unit distance from 
the source.3 This is illustrated in figure 5.5 in which a rectangular beam of 
vertical angular width </A, of horizontal angular width di), and elevation 
A is reflected from the ionosphere. In this figure the ionosphere is assumed 
to be spherically stratified so that angles of arrival and departure are 
equal, though this is not always the case in practice. Let 6 be the angle 
subtended at the center of the earth by the path. From the enlargement 
shown in figure 5.6 we see that the cross section of the beam at unit dis¬ 
tance from the transmitter is db(di) cos A). Referring to figure 5.5, we 
see that the cross section of the beam at the receiver is given by RQ- RS 
sin A. Now RQ = a d6, where a is the radius of the earth. The distance 
RS can be obtained by the construction shown in figure 5.7 in which 
SP and RP are perpendicular to TO. SP= RP=a sin 6 and, hence, 
SR = a sin 6 di). The cross section of the beam at R is given by (a d8) 

Figure 5.6. Enlarged view of the beam (of fig. 5.5) near the trans-
milter. 

* Provided there is no focusing within a unit distance. 
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Figure 5.7. Spreading of the beam in the horizontal direction. 

(a sin 0 dr¡) sin A = a2 sin 6 sin A dd dr) and, hence, se is given by 

s2 = a2 sin 0 tan A(d0/<fA) (a) 

= a sin 0 tan A(dD/dA) (b) 
(5.12) 

where D is the ground range. 
For a given value of A, 0 and dD/d& can be calculated either ana¬ 

lytically, in the case of certain model layers, or by means of ray-tracing 
programs such as those discussed in section 4.9. 

5.3.3.2. Skip Distance Focusing 

In figure 4.7 we see the variation of ground range D with tpo in the 
case of a parabolic layer. It can be seen that, near the edge of the skip 
zone (minimum D), dD/d<po( = —dD/dA) tends to zero as also does se, 
implying a large signal strength. In fact the above theory breaks down, 
in detail, near the skip distance, and a more elaborate treatment is neces¬ 
sary to establish the degree of focusing. Bremmer p, ch. 10J and Budden 
[3, ch. 11J have shown that, in the vicinity of the skip distance, the rays 
form a caustic surface in much the same way as when parallel light rays 
are reflected from a spherical mirror. The resulting variation of signa! 
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(After H. Bremmer, 1949, fig. 72, Terrestrial Radio Waves, Elsevier Publ. Co.). 

strength with distance is shown in figure 5.8. This shows that within the 
shadow the signal falls off rapidly but not sharply. In the illuminated zone 
oscillations are produced by the interference between high and low rays. 
A somewhat similar variation of signal strength with frequency is ob¬ 
tained near the MUF for a fixed distance and it is then called MUF 
focusing. Because of the bandwidths involved, the focusing of short 
pulses at the skip distance would be less than that of Jong pulses or con¬ 
tinuous waves because the higher sidebands will penetrate the ionosphere. 
In any case the effect is appreciable only within a„jut 5 km of the skip 
distance, or within a few kilocycles of the MUF. 

Most experimental evidence indicates that the focusing factor is 
on the order of 6 to 9 dB. An example of such focusing is shown in figure 
5.9 in which the transmitted frequency is fixed but the maximum fre¬ 
quency changes with time. 



Figure 5.9. 
Focusing as the maximum frequency varies about the signal frequency. 
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5.3.3.3. Antipodal Focusing 

If the earth and ionosphere were perfectly smooth and concentric, 
energy could reach the antipode by all possible great circle paths [2]. 
However, because of the great geographic variations in ionospheric con¬ 
ditions, such focusing does not appear to be of great practical importance. 

5.3.3.4. Horizon Focusing 

Putting A = 0 in (5.12) we see that s’ goes to zero. This type of fo¬ 
cusing is called "horizon” focusing. 

It is interesting to note that in multi-hop propagation, if the suc¬ 
cessive hops are all alike, the degree of focusing in the vertical plane is 
the same as for the first hop. This can be proved as follows: Let Sa be the 
effective distance taking account of spreading in the vertical plane only 
(see fig. 5.5). Then 

S& = a sin A(d0/dA). (5.13) 

The degree of focusing in the vertical plane may be denoted by the ratio 
of Sa to the actual length of the ray path. If S' denotes the actual length 
of the ray path for the first hop, the actual ray path length for n hops is 
nS'. The value of Sa« for the n hops is 

« • A ' 0A = a sin A —;— = n , 
dA (5.14) 

where Sa' is the value of Sa for the first hop. The degree of focusing for 
the n hops is thus n S& /n S' = S^'/ S', which is the degree of focusing for 
the first hop. 

5.3.3.5. Ionospheric Distortion 

Focusing (or defocusing) due to ionospheric distortion can be very 
important, as was seen in section 4.6.6, where ionospheric curvature 
simulates convex or concave mirrors. This phenomenon is particularly 
important in transequatorial propagation during the afternoon and early 
evening because of the existence of a relatively stable deformation. Part 
of the long-period fading (half to one hour) of high-frequency skywaves 
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is the result of focusing by transient deformations of the ionospheric 
layers. In particular, such distortions in the F layer can produce focusing 
and defocusing of the reflected radio signal amounting to between 5 and 
10 dB variation in the path loss. 

5.3.3.6. Defocusing Due to Underlying Ionization 

Consider an electron density profile, such as shown in figure 5.10a, 
in which a block of electrons (simulating an E layer) is located below a 
sharply bounded reflecting F layer. Because of refraction in the lower 
layer the ray path (for /^1.5 fE)~  will be as shown in figure 5.10b. The 
effective path se to the same range will, therefore, be greater than it would 
be in the absence of the underlying ionization and, as a result, the path 
loss is increased. 

km 

400 

300 

200 

100 

0 

(a) 

(b) 
Figure 5.10. Defocusing due to underlying model E layer in which 
the electron density is constant over the height range 100 to 300 km. 

(a) Profile and ionogram, (b) Ray path for /=1.5 fE 
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5.3.4. Absorption 

5.3.4.1. The Absorption Coefficient 

The absorption term La which appears in (5.5) is given by 

Lo=10 log — = 20 log p, (5.15) 
P« 

where p, is the actual power received and pu is the power which would 
have been received in the absence of absorption and where p is the effective 
amplitude reflection coefficient as defined in section 3.2.2.1 (see 3.4 ). 
From (3.3) and (3.4) we find that the relationship between La and the 
absorption coefficient k (see 2.96 ) is given by 

La=-8.7 I k ds, (5.16) 

where the integration is carried out over the ray path. In (5.15) we have 
neglected any differences between the direction of phase propagation and 
the ray path. 

In most problems of radio transmission involving high frequencies 
or very high frequencies it is sufficiently accurate to use (2.103) for the 
determination of k for non-deviative conditions. The higher the wave 
frequency the better is the QL approximation for a given 9, or the 
larger is the range of 9 for a given degree of accuracy. For deviative ab¬ 
sorption (m small) it is preferable to use (2.100) to obtain k but in oblique 
propagation p never gets very small and in the case of /-layer propaga¬ 
tion absorption near the top of the trajectory can be ignored. 

During some polar cap absorption events and certain solar flares, the 
variation with frequency of the absorption does not follow (2.103) be¬ 
cause electrons are produced at very low heights (50 to 60 km) in the 
atmosphere. At these levels it is necessary to use (2.101) to determine 
k. However, under such conditions, absorption may be taking place 
over a range of heights and the exact determination of k may be a com¬ 
plicated process. 

The geographical and temporal variations in f k ds may be found in 
section 3.3.6. 
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5.3.4.2. Martyn’s Absorption Theorem 

By analogy with (4.7) the absorption L, for a wave incident at an 
angle 0 on a plane ionosphere, is related to the absorption L, of the equiv¬ 
alent vertical wave, as defined in section 4.2.1, by the formula 

L—Lvcos<i>. (5.17) 

This relation is not exact for the actual ionosphere with the earth’s mag¬ 
netic field, but it is a useful guide. An easy way to remember this theorem 
is to notice that the oblique path length is sec 0 times the vertical but 
that the equivalent vertical wave (of frequency / cos 0) suffers sec2 0 
more absorption because the absorption varies inversely as the square 
of the frequency, (2.99). 

5.3.4.3. Variation of Absorption with Distance 

Daytime absorption on high frequencies takes place mainly in the 
D region, between 80 and 100 km. The amount of absorption suffered by 
a high-frequency wave passing through this region is proportional to the 
length of the path in the region. Since the thickness of the region is very 
small compared to its radius of curvature (distance to the center of the 
earth), the length of the path in the region is very nearly equal to the 
secant of the angle of incidence 0c at the mean height of the region multi¬ 
plied by the thickness of the region. 

On frequencies sufficiently far above the E-layer critical frequency, 
the ray path may be reasonably well represented by an equivalent tri¬ 
angle like that depicted in figure 5.11. The variation of sec 0d with dis¬ 
tance for such a path is shown in figure 5.12 for four combinations of ho 
the mean height of the D region, and h' the height of the apex of the 
equivalent triangle. The two values of ho are 80 and 100 km, and the two 
values of h' are 250 and 500 km. 

Beyond about 1000 km, these curves can be approximated by the 
straight dashed lines drawn through the origin, at least to the degree of 
accuracy normally attained in transmission loss determinations. All four 
curves bend over at the top, but the departure from the straight lines is 
not serious until the distance is greater than about 2600 km for the 
A'= 250 km curves (departure angle ^5°) and about 3800 km for the 
ft'= 400 km curves (departure angle ~3°). 
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Figure 5.11. Angle of incidence in the D region. 

Figure 5.12. 1 ariation of sec <t>D with ground range for the model shown in figure 5.10. 

(After T. N. Gautier, unpublished.) 
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During daytime when there is an appreciable E layer present the 
ray paths will be modified as sketched in figure 5.10b. In general, the de¬ 
viation in the E layer will decrease with increase of frequency for a given 
angle of elevation. It will decrease with increase in elevation on a given 
frequency. 

5.3.4.4. Deviative Absorption 

The calculation of deviative absorption is a difficult process depend¬ 
ing on the details of ray path, electron density profile, and collision fre¬ 
quency profile. In fact it is impossible, in practice, to determine just what 
is deviative and what is non-deviative since these terms are defined in 
terms of limiting conditions. Because the collision frequency v decreases 
rapidly with height, absorption tends to be concentrated in the lower 
regions of the ionosphere. Thus for waves reflected from the F region, 
deviative absorption tends to be greatest not near reflection but in the 

Figure 5.13. Variation of deviative absorption with frequency for various 
ground ranges (in km) and the electron density profile shown in figure 5.10. 

Xg=(JE/f)2. (After T. N. Gautier, unpublished.) 
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lower part of the E region except, possibly, at night. To determine the 
deviative absorption it is necessary either to choose suitable ionospheric 
models of N(h) and v(h) so that the integral /2k ds can be evaluated 
analytically, or to compute the absorption step by step in an actual N(h) 
profile with a computer (ray-tracing) program. 

With an N(h) profile of the type shown in figure 5.10a and a 
profile given by 

t' = 6X104 exp 
h- 1001 
6.7 r 

(5.18) 

the variation of absorption with wave frequency for different distances 
is sketched in figure 5.13. At the right-hand side of the figure (large f/fE) 
where the curves are flat, the absorption is non-deviative. Deviative 
absorption is manifested by the upward bending of the curves to the left. 
The distance 3128 km corresponds to pg = 0, that is, when a ray incident 
vertically on the 100 km level is refracted so as to be tangential. Under 
such conditions the absorption would be large. The 3836 km distance is 
the maximum one-hop distance achieved with no E layer refraction 
(i.e., mb=1). 

5.3.4.5. Geographic Considerations 

Middle latitudes. The variations of non-deviative absorption in 
middle latitudes are fairly well-behaved and may be approximated by 
a formula given by Rawer £4]: 

La = 430(l+0.0035R) cos»-75 x sec 0D(/±/L)-J, (5.19) 

in decibels per hop. Here R is the sunspot number, x is the solar zenith 
angle, and f and /l are in megacycles per second. The numerical values in 
this formula are based on analyses of vertical incidence measurements at 
Slough, England. 

The formula does not take account of the winter anomaly—section 
3.3.6.5. To get an estimate of the absorption for the winter months, the 
values given by (5.19) should be multiplied by the factors in table 5.1. 
These numbers may be used in dipole latitudes of 40° to 70° north and 
south. It should be kept in mind that these are average values. On in¬ 
dividual days the factor may vary from less than 1 to around 2.0. 
The value of the factor depends somewhat on the degree of geomagnetic 
activity £5]. 
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Table 5.1. Absorption factors for winter months in northern and southern hemispheres 

Month 

Factor 
Northern 

hemisphere 
Southern 
hemisphere 

November 
December 
January 
February 

May 
June 
July 
August 

1.2 
1.5 
1.5 
1.2 

High latitudes. In high latitudes the most important consideration 
in radio communications is the onset of radio blackouts rather than the 
average absorption. This subject will be dealt with in chapter 6. 

Low latitudes. These latitudes have been discussed by Piggott [(6], 
who has listed the following characteristic features of low-latitude propa¬ 
gation: 

1. The relatively great importance of F-layer trajectories. 
2. The variability of the F-layer profile. This seriously limits the 

practical value of F-layer propagation at short ranges and makes the 
angle of elevation and path loss for F reflections at a given range excep¬ 
tionally variable. 

3. The absorption of the ordinary wave on a given frequency and 
trajectory is usually greater than at higher latitudes because /L is smaller, 
other factors being the same. 

4. Interference fading between modes having equal amplitudes is 
relatively more common since the differential absorption between the 
ordinary and extraordinary waves is smaller than in higher latitudes. 

5.3.5. Polarization Mismatch Factors 

When a wave propagates in the ionosphere it is polarized in a manner 
which depends primarily on the electron density, wave frequency, and di¬ 
rection of propagation relative to the magnetic field. The polarization 
at the bottom of the ionosphere (where the electron density 7V=0) is 
called the limiting polarization. 

To illustrate the effect of polarization mismatch on a wave, consider 
a ray incident at an angle of 45° on a plane ionosphere in the magnetic 
meridian as shown in figure 5.14a. Let the magnetic dip angle be 45° 
and the polarization of the transmitting antenna be such that the in-
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Figure 5.14. Path losses due to polarization mismatch. 

(a) Transmitted wave linearly polarized, (b) Transmitted wave circularly 
polarized. 

cident wave is linearly polarized with the electric vector parallel to the 
magnetic field. On entry into the ionosphere at the point A, all the in¬ 
cident power is used in exciting the ordinary wave. Thus, for the ordinary 
wave, the loss 0LtP is zero, whereas for the extraordinary wave xLtp is 
infinite. Now as the ordinary wave travels through the ionosphere, the 
propagation angle 6 varies continuously so that the wave polarization 
changes from linear to elliptical until it reaches B, at which point the 
polarization is circular, because 5 = 0°. If the receiving antenna is linearly 
polarized it will pick up half the incident power, so that oLrp is 6 dB. 

Next, consider the case in which the transmitting antenna radiates 
a circularly polarized wave (see fig. 5.14b) such that, on entry into the 
ionosphere at A, all the power is used in exciting the ordinary wave. Once 
again oLtp is zero for the ordinary wave and xLtp is infinite for the extra¬ 
ordinary wave. Within the ionosphere the wave polarization becomes 
elliptical until at B it is linearly polarized with the electric vector parallel 
to the magnetic field Bo. Now if the receiving antenna is linearly polarized 
to pick up the ordinary wave oLrp is zero, whereas if it is polarized per¬ 
pendicular to this direction the loss is infinite. If ç> is the angle between 
the direction of the magnetic field and the direction of linear polarization 
of the receiving antenna the loss for the ordinary wave is given by 10 
log cos2 ^> = 20 log cos <p. Of course if the transmitting antenna emits 
circularly polarized waves with the opposite sense of rotation, then the 
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Figure 5.15. Limiting polarization ellipses produced by a horizontally polarized wave 
incident on the ionosphere in the magnetic meridian. 

losses for the ordinary and extraordinary waves are reversed. If the in¬ 
cident radiation, in the case of figure 5.14b, is linearly polarized, then the 
incident power is divided equally between the ordinary and extraordinary 
waves so that oLlp = xLtp = 6 dB. Of course the total power in the com¬ 
posite wave may still be the same. We now have an extra wave to take 
into account. 

To illustrate further what happens when a radio wave enters the 
ionosphere, consider radiation from a horizontally polarized antenna in¬ 
cident on the ionosphere in the magnetic meridian. On entering the ion¬ 
osphere the wave is split up into two characteristic waves (see sec. 2.3.3.2) 
which are, in general, elliptically polarized with opposite senses of rota¬ 
tion. Since the incident wave is horizontally polarized the vertical axes 
of the two polarization ellipses must just cancel, and so the ellipses must 
be as shown in figure 5.15. The shapes of the ellipses are given (approxi-
imately) by the formula X=0 in (2.74) : 

R=^^r 1 y^Vy^yi]. 1^2 ¿ I L 
(5.20) 

Now 
(£3)0= R+(Eî) 0, 
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and 
(E^R^EJs, 

(£2)0= (Et)z, 
hence 

(E3)„ = ^ (Et)z. 
Ä-

Substituting from (2.90) we obtain 

(&)„=«*(£,)„ (a) 
or (5.21) 

(E3)x=R!(E3)o. (b) 

Equation (5.21) enables us to determine the way in which energy in the 
incident wave is distributed between the ordinary and extraordinary 
components. From then on the two components travel essentially in¬ 
dependently until they emerge from the ionosphere. However, since the 
absorptions suffered by the two waves are unequal the emergent waves 
will not cancel out in the vertical plane and the resultant wave will, there¬ 
fore, be elliptically polarized. 

Substitution of numerical values of ¥(0.1, sav) and 0(45°, say) in 
(5.20) shows that Rr^l so that, except for nearly transverse propaga¬ 
tion, the energy is divided almost equally between the two magneto-ionic 
components. On lower frequencies, however, this is not the case as can 
be seen by substituting ¥=1 and 0 = 45° in (5.20). This gives (E3)o = 
2(E3)x. 

When the propagation is nearly transverse, 0~9O°, so that R-^ 
(Yl/Yt) —>0 and R+̂ (Y^/Yl) —»“o. Hence the ellipses are very narrow. 
In the absence of collisions the major axis of the ordinary wave ellipse is 
parallel to the magnetic field, whereas that for the extraordinary wave 
ellipse is perpendicular to the magnetic field. In intermediate and high 
latitudes the ordinary wave ellipse has its major axis nearly vertical 
and the extraordinary wave ellipse has its major axis nearly horizontal. 
Except when 0 is within about 15° of the normal to the magnetic field 
the ellipses are so nearly circular that the differences between ordinary 
and extraordinary wave ellipses are unimportant on frequencies well 
above the gyrofrequency. 

For east-west propagation along the magnetic equator, antennas 
should be horizontally polarized so as to excite the ordinary wave, whereas 
in high latitudes the ordinary wave is excited by a vertically polarized 
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Figure 5.16. Directions for which 6 (the propagation angle) = 90° for different angles of 
magnetic dip t. 

The azimuth </> is measured from the magnetic meridian. (After W. R. Piggott, 1959, Radio Research 
Special Report No. 27, Her Majesty’s Stationery Office, London.) 

wave. The necessary conditions for polarization to be important are (a) 
that the propagation be quasi-transverse at the point of entry into or 
exit from the ionosphere (or both), and (b) that the differential absorp¬ 
tion between the magneto-ionic waves be large. Polarization effects are, 
therefore, most important on frequencies in the vicinity of the gyro¬ 
frequency that is in the frequency band from 0.3 Mc/s to 3 Mc/s. 

For the calculation of path loss it is necessary to know Llp (5.4) 
and this can be determined by the use of equations such as (5.21) and 
a knowledge of the polarization of the transmitted wave. Similarly Lrp 

can be determined from a knowledge of the emergent polarization and the 
antenna polarization, the angles of elevation and azimuth at which the 
polarization may become important can be seen in figure 5.16, which gives 
the angles of elevation and azimuth as a function of the dip angle near the 
transmitter or receiver as appropriate. The critical range of angles falls 
in the middle of the most important range of angles for practical com¬ 
munications in temperate latitudes. Vertical polarization is preferable to 
horizontal whenever polarization is important in these latitudes. 
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For short-range transmissions on the lower frequencies it is often 
convenient to use polarization as a method of discriminating against noise. 
Very considerable gains in signal/noise ratio are possible in the daytime 
by using antennas which are insensitive to vertical polarization on the 
frequencies where most of the interference is propagated via the iono¬ 
sphere. 

In multi-hop transmission, depolarization of a characteristic wave 
may occur after a ground reflection, especially if the magnetic dip is 
different for the two hops so that a downcoming ordinary wave may, 
after a ground reflection, give rise to ordinary and extraordinary waves. 

5.3.6. Antenna Gain 

A detailed discussion of antennas is beyond the scope of this book, 
and so a few simple ideas will suffice for our present purposes. 

It has become customary to specify the gain of an antenna in a given 
direction as the ratio of the power radiated in that direction to the power 
which would be radiated in the same direction by a standard reference 
antenna. Standard antennas used for this purpose are (1) an isotropic 
radiator, (2) a half-wave dipole (this has a power gain of 1.64 Q2.15 dBJ 
relative to an isotropic radiator), and (3) a short electric dipole which 
has a maximum power gain of 1.5 (1.76 dB) over an isotropic radiator. 

If po is the power radiated in kilowatts, the power p& radiated per 
unit solid angle at an elevation A is given by 

Pù=p»gA (5.22) 

where g^ is the free space gain of the antenna at an elevation A over an 
isotropic radiator. The value of g¿ can be calculated from the geometry of 
the antenna. Note that pa is the actual power radiated (current squared 
times radiation resistance) and not the power output of the transmitter 
or the power input to the antenna. 

For a short dipole (less than 0.1 wavelength), ga = 1.5 sin2 A, where 
A is measured from the axis of the dipole. For a short vertical wire, one 
end of which is on a perfectly conducting ground, the gain is given by 
ga = 3cos2 A. Part of the field intensity near the ground (A~0°) is due 
to the surface wave, which is negligible when the wave reaches the iono¬ 
sphere. Consequently, the vertical directional pattern of an antenna, 
for skywave calculations, may be considerably different from the pattern 
measured near the antenna. 
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5.4. FADING 

5.4.1. General Characteristics 

In the above discussions of path loss we concerned ourselves with the 
average power received. Now the instantaneous field strength may 
fluctuate widely about the mean value and amplitude variations of the 
order of 10 to 1 can occur in the course of a few seconds. Fading may be 
caused by several different ionospheric phenomena, e.g., movements of 
the ionosphere causing interference fading, rotation of the axes of the 
polarization ellipses, time variations in ionospheric absorption, focusing, 
and skipping of the signal due to MUF failure. In the case of signals trans¬ 
mitted from a moving source—e.g., a satellite—fading will result from the 
motion of the source relative to ionospheric irregularities. Fading of cos¬ 
mic radio noise is often referred to as "scintillation.” 

The period of a fading cycle depends largely on the cause of the 
fading. Thus the fading period of interference and polarization fading may 
vary from a fraction of a second to a few seconds, absorption fading may 
have a period of the order of an hour or longer, whereas focusing may 
be of the order of 15 to 30 min. Signals can fade in or fade out if the fre¬ 
quency of the signal is near the maximum frequency and the critical 
frequency is changing with time (see fig. 5.9). It is, therefore, highly 
irregular as far as period is concerned and may occur only in the early 
morning and late afternoon (fade in and fade out). 

In general, fading is faster on high frequencies than on low frequencies 
because a given movement in the ionosphere produces a greater phase 
shift on the shorter wavelengths. The fact that fading is frequency¬ 
dependent means that different sidebands in a modulated wave fade 
■differently. This gives rise to a distortion of the modulation envelope 
which is called selective fading. 

5.4.2. Interference Fading 

A beam of radio waves incident on the ionosphere is not reflected 
from a point but from an extended region. Small irregularities in electron 
density near the level of reflection give rise to individual reflected wavelets 
and the received signal is the vector sum of the individual signals at the 
receiving antenna. Movements of ionospheric irregularities give rise to 
variations in the relative phases of the individual wavelets and thus 
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produce interference fading. It is not uncommon for a received high-
frequency signal to consist of a mixture of high- and low-angle rays, each 
having extraordinary and ordinary components; each such set may be 
combined with other sets corresponding to rays having different numbers 
of hops. 

The resultant amplitude can vary over wide limits, the maximum 
value being when all the individual components are in phase. The root 
mean square value of the fluctuating signal is equal to the steady value of 
the field that would have existed had the ionosphere not broken it up into 
many components. Because it is impossible to determine the resultant 
amplitude at any given moment, the subject has to be treated on a statis¬ 
tical basis. Such phenomena are said to be "stochastic.” 

The distribution of amplitude approximates the Rayleigh law when 
the various components are of approximately the same amplitude and the 
relative phases are varying randomly. For the Rayleigh distribution, the 
percentage of time />(A) that the amplitude exceeds the value A is 

p(J)=exp (~A2/A 2), (5.23) 

where A2K is the mean square value of A (i.e., proportional to the mean 
power). Ionospheric signals are, often, better described by a Rice dis¬ 
tribution [7] in which a wave of steady amplitude (specular component) 
is added to the randomly varying signals. If A, is the steady amplitude 
the distribution function is given by 

2 r* 
p(A) = —y / A exp 

JA 

2 

H 42
dA, (5.24) 

where Io is the Bessel function of zero order and imaginary argument. 
For A,/Ar<K1, the Rice distribution approaches the Rayleigh law. 

For A,/Ak^1 it approaches a normal distribution with mean A, and 
standard deviation 0.707 Ar. 

The amplitude distribution of a continuous wave, and of trains of 
long pulses, involving several paths, is usually close to Rayleigh. In¬ 
dividual modes resolved by short pulses often have shallower (and slower) 
fading corresponding to a substantial specular component, As/Ar = 2 
or more. 

With a Rayleigh distribution, the median amplitude is equal to 
0.832 times the rms value. For such a distribution the lower decile value, 
or the amplitude exceeded 90 percent of the time, is 0.39 of the median 
value. The upper decile value, that is the value exceeded 10 percent of 
the time, is 1.8 times the mean value. 
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Figure 5.17. Examples of the amplitude fading of If 11'1-20 
received at Boulder, Colo. (2370 km). 

(a) random: (b) periodic; (c) double periodic. (After J. Auterman, unpublished.) 
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Some examples of (a) random, (b) periodic, and (c) double periodic 
fading of WWV-20 as received in Boulder, Colo., are shown in figure 
5.17. The periodic fading in figure 5.16b, that is sharp minima and blunt 
maxima, is the resultant of two sine waves of almost equal amplitude 
whose phase difference is chang-ng at a constant rate. In figure 5.17c 
the short-period fading could be due to high and low rays and the long-
period fading could be due to beating between ordinary and extraordinary 
waves. 

Very bad interference fading is experienced in cases where the sky¬ 
groundwave and skywave amplitudes are comparable. This combination 
produces much more severe fading than is usually experienced with sky¬ 
waves alone. A somewhat related type of interference fading is experi¬ 
enced primarily on low frequencies, where radio transmission is relatively 
stable. Near sunrise and sunset the heights of the reflecting D laver 
change rather rapidly, and the skywaves arrive alternatively in and out 
of phase with the groundwaves. This produces fading with a relatively 
long period. 

Flutter fading is experienced near the auroral zone during disturbed 
periods and often, during normal conditions, in transequatorial propaga¬ 
tion. It is also experienced in certain types of scatter transmission. The 
fading rate is usually in the range of 10 to 100 c/s; indeed it is so fast that 
normal pen recorders cannot always follow the fluctuations. With such 
equipment, the fading depth appears to decrease. 

5.4.3. The Fading Power Spectrum 

The speed of fading can be described in terms of the time auto¬ 
correlation function of the amplitude or, equivalently, in terms of the 
fading frequency power spectrum which is the Fourier transform of the 
autocorrelation function. If A (t) represents the amplitude as a function 
of time, such that the average value is constant over the interval t to 
t+T, the autocorrelation function p(r) is defined by 

f+T a â̂ +^ dl- (5.25) 

If e represents the fading frequency and if F(v) is the Fourier transform 
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of A (t), that is 

1 /■+“ 
F(v)=-— / A(f) exp ( — ivt) dt, 

2k J 
(5.26) 

the power spectrum P(v) of the fading is P(v) = | F(v) |2 which is pro¬ 
portional to fp(r) exp ( — irr) dr: the Fourier transform of p(r). 

No matter how irregular the ionosphere the amplitude of the signal 
at a fixed receiver would be steady if there were no time variations in the 
ionosphere. The width of the power spectrum (the speed of fading) is in 
fact related to changes in the ionosphere and/or to changes in the posi¬ 
tion of the receiver (for a fixed transmitter). 

A convenient method of depicting the fading spectrum is that de¬ 
scribed in section 3.2.3.2, in which the fading frequency is multiplied 
so as to produce an audio tone which is then analyzed by conventional 
audio techniques. Some examples of the variations in the spectra, on 
quiet and disturbed days, are shown in figures 5.18a and b respectively. 
The frequency spectrum of flutter fading signals transmitted near the 
magnetic equator is shown in figure 5.19. When the fading speed is high, 
the spectrum is broad, and vice versa. 

m HIGH z-2 • HOP z20 Mc/s xWH 
o’ J1» -— *-7»- / 

sL0W NO Mc/s 
06 08' 10 12 14 ' 16 18 20 

0812 JANUARY 31, ’«3 
FLARE IQS1 FL*«E 

AND SWF l96 ' 

(a) 

-

NO Mc/s 1 V f 

06 08 10 12 14 16 18 20 
°.6“5 NOVEMBER 15, 1960 

(b) 
Figure 5.18. F requency spectra of WWV (10 Mc/s and 20 Mc/s) as observed at Boulder, 

Colo. (2370 km). 

(a) Magnetically quiet conditions, (b) Magnetically disturbed conditions. 
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5.4.4. Scintillations4

This refers to the amplitude and phase variations of high-frequency 
signals transmitted through the ionosphere from outside the earth. The 
two common sources are cosmic noise from outer space and signals from 
artificial satellites. When a radio wave travels through an irregular iono¬ 
sphere the latter behaves as a diffraction grating so that there is a re¬ 
distribution in the amplitude of the wave with position which results in 
fading due to ionospheric movement. There are also irregular fluctuations 
in the apparent position of a radio source viewed through the ionosphere. 
These two processes are usually described as amplitude and angular scin¬ 
tillations, respectively pj. 

The phenomenon can best be treated by reference to a thin phase¬ 
changing screen [9, 10], Let us consider a plane wave incident upon the 
ionosphere such that no absorption of the wave takes place. Immediately 
below the region containing such irregularities the surface of constant 
phase in the emergent wave will be corrugated in an irregular way. The 
amplitude distribution will, however, still be uniform since no energy is 
extracted from the wave. 

In order to investigate the process by which amplitude variations are 
built up from the pure phase-modulated wave, it is convenient to con¬ 
sider the angular spectrum of the wave. The angular spectrum of a phase¬ 
changing screen is analogous to the frequency spectrum of a phase-
modulated carrier wave, the deviation in angle of a particular component 
being equivalent to the shift in frequency of a particular side band with 
respect to the carrier wave. For the case of a phase-modulated carrier 
wave it is well knowm that the side bands occur not only at all the fre¬ 
quencies in the Fourier analyis of the phase-modulation but also at sums 
and differences and multiples of these frequencies, and the relative mag¬ 
nitude of these side bands depends on the phase deviation. By analogy 
it can be shown for the case of diffraction, without specifying the screen 
in any detail, that the total spread of the angular spectrum depends on 
the phase deviation as well as on the lateral scale of the phase variations. 

Now the phase relationship between the components of the angular 
spectrum is such as to produce a pure phase modulation at the screen 
itself. As the wavefront leaves the screen, however, the relative phases 
will be changed owing to the different directions of propagation within 
the angular spectrum; and, in this way, amplitude variations will be 

Taken from a lecture by Dr. H. J. A. Chivers. 
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introduced into the diffraction pattern. The amplitude variations will 
grow in magnitude as the distance from the screen is increased until the 
initial phase relationship is entirely destroyed. The more deeply modu¬ 
lated the screen, the wider will be the angular spectrum, and the finer the 
structure in the diffraction pattern. 

As long as the average phase changes introduced by the diffracting 
screen are less than about 1 rad (radian), then the scale size of the ir¬ 
regularities observed on the ground is the same as the scale of the irreg¬ 
ularities in the ionosphere. If the average phase changes are greater than 
1 rad, then the scale of the pattern observed at a distant plane is smaller 
than the scale size in the ionosphere by a factor equal in magnitude to 
the average phase change in radians. 

Hence, in cases where the average phase changes are less than 1 
rad, the scale of the irregular structure of the emergent radio wave is 
the same in all planes below the screen. In this case it has been shown 

1J that the amplitude variations become fully developed at a distance 
where an average irregularity in the ionosphere occupies about the size 
of the first Fresnel zone radius. For a screen viewed from a distance R, 
observing at a wavelength X, the Fresnel zone radius is given by y/RX. 

In the case of a transmitting earth satellite, the radio wave incident 
on the ionosphere will have a spherical wavefront if the satellite is at a low 
altitude. Therefore, in the satellite case, we must consider the distance 
from the satellite to the irregular layer as well as the layer-to-earth dis¬ 
tance. When the satellite is located at the bottom of the layer of irregu¬ 
larities, then the Fresnel zone radius is only half the radio wavelength; 
and, to observe strong scintillations at the ground, there must be sub¬ 
stantial phase changes over this order of distance in the ionosphere. Such 
a situation is unlikely, so scintillations will not be observed. As the dis¬ 
tance from transmitter to the screen increases, the Fresnel zone radius 
increases so that, when the satellite-to-ionosphere and ionosphere-to-
ground distances are equal (say R), then the Fresnel zone radius is 
-y/ RX/2. Hence for a given receiving station, the Fresnel zone distance 
is smaller for satellite observations than for radio star observations. Since 
the proportion of fluctuation in the observed signal depends on the average 
phase changes over distances comparable to the Fresnel zone distance, 
there will be proportionally smaller fluctuation in a satellite signal than 
in a radio star signal viewed through the same part of the ionosphere. 
The average voltage amplitude of the scintillations depends on the square 
of the average phase changes over the Fresnel zone distance £12]; there¬ 
fore, the above calculation indicates that, when transmitter and receiver 
are equidistant from the ionosphere, the amount of scintillation is about 
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one-half of that to be expected from a radio star observed at the same 
time and in the same direction. 

In order to estimate the magnitude of the irregular component in 
electron density which is necessary to produce scintillations, we must 
first compute the total change in phase path length which is imposed on 
a radio wave in traversing the ionosphere, then consider the fractional 
variation in this path which will result in phase differences of about one 
radian in waves emerging at places separated by approximately the 
Fresnel zone radius. 

The total phase path length P from source to receiver is given by 

/ M ds, 
Jo 

where m is the refractive index and s the source distance. Hence, the dif¬ 
ference in phase path length introduced by the ionization is 

y ds — y ßds = AP. 

Now, when the wave frequency is high compared with the plasma 
frequency (/#) we have, from (2.78), 

and hence 

ds^Nds. 
J J0 

(5.27) 

(5.28) 

Taking the typical value 10 17 electrons/m2 column for fN ds and 
assuming a radio wave frequency of 40 Mc/s (4X107 c/s), we get APfV 
2500 m. This corresponds to about 2000 rad at 40 Mc/s. Now, if we take 
as a typical value for the distance to the irregularities 400 km, then the 
Fresnel zone radius \/RX, for 40 Mc/s observations, is approximately 
2000 m. 

Since for strong scintillations we require changes in phase of about 
1 rad over the Fresnel zone distance, the calculations show that on 40 
Mc/s there must be differences in electron density of about 1 part in 
2000 over distances of about 2000 m. Such variations can be expected 
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to be quite common, indicating that scintillations on 40 Mc/s would be 
observed very frequently. This is, in fact, the case. 

A similar calculation for a radio frequency of 400 Mc/s shows that 
electron density variations of 1 part in 200 are required over distances 
of about 500 m. Since this distance is of the same order as the mean free 
path for electrons in the ionosphere, it is unlikely that there would be 
sufficiently rapid density variations to cause scintillations at 400 Mc/s. 
Experimental observations support this conclusion; strong scintillations 
at 400 Mc/s are normally observed only during auroral disturbances or at 
the magnetic equator, where the horizontal field inhibits vertical diffusion. 

Using the above approach, some idea can be obtained of the expected 
variation of scintillation activity with the elevation angle at which ob¬ 
servations are made. With decreasing elevation angles, the effective thick¬ 
ness of the ionosphere increases. In addition, the radius of the first Fresnel 
zone increases as the square root of the slant range. The two facts com¬ 
bined mean that smaller fractional deviations in electron content oc¬ 
curring over greater distances can cause scintillations at low elevations 
compared with variations necessary at high elevations. Thus it can be ex¬ 
pected that, at low elevations, scintillations will be more common and 
more intense than at high elevations. Again this is supported by experi¬ 
mental evidence. 

Scintillations are apparent in both the amplitude and phase variations 
of the received signal. Amplitude variations are the more simple to ob¬ 
serve and have consequently received the greater attention. In radio 
star work a moderately directional antenna system is required for straight¬ 
forward observations of the brightest radio sources. The output of the 
second detector of a sensitive superheterodyne receiver is amplified and 
displayed on a pen recorder, and scintillations are revealed as a marked 
fluctuation of the recorded trace in excess of the smoothed noise fluctu¬ 
ations normally seen at the output. Samples of the output of such a re¬ 
ceiving system are shown in figure 5.20. The top trace (a) shows the re¬ 
corded noise level in the absence of scintillations, the middle trace (b) 
shows moderate scintillations, while the lower trace (c) indicates very 
intense scintillations. The records were made using a radio frequency of 
80 Mc/s by observing the intense radio source in Cassiopeia (23N5A). 

In the case of satellite observations, the signal-to-noise ratio is usually 
higher than that from a radio star; hence a very simple antenna will 
suffice to give good records. A simple antenna has the advantage of ex¬ 
tensive sky coverage, thus avoiding the necessity of steering the antenna 
to follow the satellite. 

Simple amplitude experiments are usually confined to routine ob¬ 
servations to investigate the diurnal, seasonal, and other time changes in 
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Figure 5.20. Amplitude recordings on 80 Mc/s of Cassiopeia-A 
showing (a) no scintillations, (b) moderate scintillations, and (c) 

strong scintillations. 

(After H. J. A. Chivers, 1960, J. Atmospheric Terrest. Phys. 19, 54.) 

the phenomena. Similar observations at two or more independent sites 
can be used to assess the size and shape of the electron density irregulari¬ 
ties which cause the scintillations, and to indicate their apparent move¬ 
ment. 

Phase scintillations can most easily be observed by measuring the 
irregular variations in the times of lobe crossing in the output from a 
system using two antennas as an interferometer. Such a system is the 
analog of the Michelson interferometer in optics. When used in its simplest 
form, it suffers from the disadvantage that the relative motion of a radio 
star through the lobes gives a very slow rate of information. For both the 
radio star and satellite cases, it is common practice to sweep the lobe 
structure across the sky in order to increase the rate at which phase¬ 
scintillation measurements can be made. 

The depth of fading falls off with increasing frequency. This is 
measured by a fluctuation index which is the mean variation in received 
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power relative to the average power. For normal scintillations, this index 
varies from about unity at 30 Mc/s to a small value at 300 Mc/s. Scintil¬ 
lations have been reported on frequencies as high as 900 Me/s, but tropo¬ 
spheric effects cannot be ruled out on this frequency. 

The rate of scintillation, in the case of radio stars, varies from about 
0.1 per minute to around 10 per minute. The scintillation rate appears to 
be independent of wave frequency down to about 30 Mc/s. When satel¬ 
lites are used as sources, the scintillation rate depends mainly on the 
height and speed of the satellite and on the height of the irregularities. 
Sample values are around 10 fades per second. 

The variation in angular position of a radio star is usually a few 
minutes of arc on 36 Mc/s with an observed upper limit of about 0.5°. 

The diurnal variation of scintillations in temperate latitudes at low 
sunspot numbers shows a peak of occurrence at night but little by day. 
In high latitudes and during high solar activity the distinction between 
day and night disappears. The seasonal variation is characterized by 
peaks during the equinoctial months. It is fairly closely correlated with 
the occurrence of spread F. 

5.4.5. Fading Correlation Bandwidth 

Because phase path differences in multipath propagation are a func¬ 
tion of the wavelength, the fading on adjacent frequencies tends to be 
different. As the frequency difference ¿w increases the correlation be¬ 
tween fading on frequencies of œo and œo-f-ôw will decrease and, at a suf¬ 
ficiently large difference, the fading on the two channels will be unrelated. 
This selective fading can produce distortion in an amplitude modulated 
wave (double sideband) if the carrier fades to a level below that of the 
sidebands. This gives an effect similar to overniodulation. On high fre¬ 
quencies, for a CW signal, the bandwidth of correlation is found to be 
around 3 kc/s and even less under severely disturbed conditions on arctic 
paths. Single pulse signals without overlapping time may have a correla¬ 
tion bandwidth of 40 kc/s or so. 

5.4.6. Reciprocity 

A radio signal of given frequency traveling from A to B may be 
expected to exhibit the same fading as a similar signal received at A 
from B. Although this is true as far as paths and amplitudes are concerned, 
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Figure 5.21. Nonreciprocal (polarization') fading over the 960-km path Ottawa-Halifax, 
Canada. 

11.45 Mc/s F layer low-angle ray (o+x), 18:15:20-18:21:20 UT, March 28, 1962. (After G. W. Juli and 
G. W. E. Pettersen, unpublished.) 

Budden £13] has shown that the phases at the opposite terminals can be 
reversed. This implies a degree of nonreciprocal fading the existence of 
which has been confirmed by a number of workers £14, 15]. The most 
important source of nonreciprocal fading appears to be polarization fading. 
Now reciprocity in polarization fading can be expected only for special 
orientations of linear antennas at each end of a (magnetically) north¬ 
south path. For transmissions along an ionospheric path entirely within 
either hemisphere, one condition for reciprocal polarization fading is 
that the antennas at the terminals must take equal and opposite angles 
with the direction of the earth’s magnetic field. Thus for any arbitrary 
path orientation nonreciprocal polarization fading can be expected £16]. 
Observations by G. W. Juli (private communication) on signals trans-
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mitted over the east-west path Ottawa, Ontario, to Halifax, Nova Scotia 
(960 km) have shown that time displacements in polarization fading 
maxima can occur. Time displacements of up to one-half a fading cycle 
were observed (see fig. 5.21). 

5.4.7. Diversity [17] 

To minimize the effect of fading on quality of reception, use can be 
made of the fact that fading is correlated only over relatively small dis¬ 
tances, and frequency bandwidths. Also signals from antennas having 
different polarizations may fade differently. 

Space diversity is obtained by mixing signals from antennas separated 
by distances greater than the correlation distance. This is the distance 
beyond which the correlation coefficient of the fading falls to some speci¬ 
fied value (e-1 say). 

Frequency diversity is obtained by transmitting and receiving on 
frequencies separated by more than the correlation bandwidth. This 
method is not recommended as it is wasteful of the usable frequency 
spectrum. 

Polarization diversity is useful when there are two magneto-ionic 
waves present with essentially equal amplitudes. As discussed in section 
4.9.5.1, the resultant of such waves is, approximately, a linearly polarized 
wave which rotates steadily so that sinusoidal (Faraday) fading would be 
observed with a linearly polarized antenna. Deep fading can be avoided 
by the use of two orthogonal antennas. There is little point in using po¬ 
larization diversity when only one magneto-ionic component is likely to 
be present. 
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CHAPTER 6 

Ionospheric Disturbances 

6.1. TYPES OF DISTURBANCE 

The term "ionospheric disturbance” is used to cover a wide variety 
of ionospheric conditions that show some departure from the usual state. 
Thus slight perturbations in the electron configuration that move with 
time are called traveling disturbances. These are usually localized in 
space. From the point of view of radio transmission, these traveling dis¬ 
turbances are not nearly so important as the more (geographically) 
extensive disturbances which are all associated, in some way or another, 
with a flare on the sun (see section 1.7.2). 

These solar flare associated effects may be classified as follows: 

(1) Sudden ionospheric disturbances, 
(2) ionospheric storms, 
(3) polar cap absorption events (PCAs). 

The reason these disturbances are important from the point of view 
of radio communications is that they often result in interruption of com¬ 
munications. The absorption in the D region is enhanced so much that 
intelligible radio communications may be impossible for periods lasting 
from a few minutes to several days. Furthermore, the critical frequencies 
of the Fi layer are sometimes depressed (ionospheric storms), resulting 
in loss of signal due to MUF failure. It is a very difficult matter to pre¬ 
dict the onset of an ionospheric disturbance and since the ionospheric 
conditions can change rapidly from very quiet to highly disturbed, the 
idea of "average” conditions (e.g., path loss, maximum frequency, etc.) 
tends to have only limited value. The purpose of this chapter is to out¬ 
line the effects of these disturbances on radio signals and to discuss some 
ways of dealing with the problems. 

Before discussing these various phenomena in detail, however, it is 
useful to consider the general pattern a little further. Although all the 
regular layers (D, E, and F) are affected, the E layer is not strongly 
affected except for the occurrence of sporadic E in certain ionospheric 
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storms. The D and F layers are subject to much stronger effects. The 
D region effects often occur simultaneously with the appearance of an 
optical solar flare, whereas the F region effects are often delayed by a 
day or more. These simultaneous and delayed effects are illustrated in 
figure 6.1. 

We have seen (sec. 1.7.2) that the occurrence of a solar flare may be 
accompanied by the emission of radio waves, ultraviolet, and x rays, 
all of which arrive simultaneously at the earth because they travel with 
the free space velocity of light (essentially). Solar cosmic rays are also 
emitted with relativistic velocities and these may take 15 min to several 
hours to reach the earth, where they produce polar cap absorption. Slower 
particles, which have transit times of from 20 to 40 hr, result in iono¬ 
spheric storms, magnetic storms, and visible displays of the aurora borealis. 
It should be remembered, of course, that not all the effects shown in 
figure 6.1 are associated with every flare. 

6.2. SUDDEN IONOSPHERIC DISTURBANCES 

6.2.1. D-Region Absorption 

At times, communications on high frequencies by skywave propaga¬ 
tion over the daylight hemisphere of the earth are "blacked out” bv ab¬ 
normally high absorption in the D region. The association between these 
shortwave fadeouts (SWF) and solar flares was discovered by Dellinger 
[I].1 The condition of high absorption may last from a few minutes to 
several hours. Onset of this absorption is usually, but not alwavs, very 
sudden (hence the name "sudden ionospheric disturbance,” SID); it 
is followed by a relatively slow recovery, as shown in figure 6.2. Short¬ 
wave fadeouts (SWFs) are sometimes accompanied by transient vari¬ 
ations in the earth’s magnetic field (fig. 6.2) indicating the existence of 
electric currents in the D region. Not all shortwave fadeouts are sudden 
and, at the National Bureau of Standards, SWFs are described as sudden, 
slow, or gradual, depending on the time variation of the recorded signal. 
Information on the occurrence of ionospheric effects of solar flares is 
given in CRPL F Series, B, Solar Geophysical Data, issued monthly by 
the National Bureau of Standards. The production of ionization in the 
D region gives rise to associated phenomena such as the sudden absorp¬ 
tion of cosmic noise (SCNA) received on frequencies above the F2 layer 

1 Figures in brackets indicate the literature references on p. 287. 
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Figure 6.2. Example of a shortwave fadeout and magnetic disturbance on November 
26, 1936. 

(After J. H. Dellinger, 1937, Sudden disturbances of the ionosphere, J. Res. NBS 19; Proc. IRE 25, 1253: 
and Terr. Mag. and Atmos. Elec. 42, 49-53). 
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critical frequency, the sudden phase anomaly on very low frequencies 
(SPA), and the sudden enhancement of atmospherics on very low fre¬ 
quencies (SEA). From the point of view of interruption of radio com¬ 
munications, shortwave fadeouts are not too serious, but they do con¬ 
stitute a nuisance. The following data on SWFs observed at Washington, 
D.C., give an idea of this nuisance value. During the sunspot maximum 
year of 1937, SWFs were observed on 84 days. On 66 of these the fade-
out was classified as intense. On 39 days there was more than one SWF 
and on 33 days the fadeout lasted for more than 1 hr. On the other hand, 
in the sunspot minimum year of 1944, the corresponding numbers were 
only 5, 3, 0. and 2. In the sunspot maximum year of 1947 they were again 
high: 121, 104, 54, and 33. 

The height in the atmosphere at which the additional electrons are 
produced during a solar flare is of importance because it determines the 
dependence of the absorption on wave frequency. Figure 6.3 shows the 
time variation of absorption of 10 Mc/s cosmic noise at College, Alaska 
during a large solar flare on July 11, 1961. From the ratio of the absorp¬ 
tion of the ordinary and extraordinary waves it is found that the fre¬ 
quency dependence is given by (/±/l)~2. from which we infer (using 
2.103) that the absorption is taking place at a level where (u±ul)2»A 

Figure 6.3. Solar flare absorption on 10 Mc/s, College, Alaska, 
June II, 1961. 

(After R. S. Lawrence, C. G. Little, and H. J. A. Chivers, 1964, A survey of ionospheric 
effects upon earth-space radio propagation, Proc. IEE 62, No. 1, p. 4.) 
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On the other hand, there is evidence which indicates that absorption can 
occur at low levels such that (w±wl) is comparable with r. It is of interest 
to note that during the flare of July 11, 1961, the absorption in the D 
region increased by a factor of the order of 10. 

The vast majority of radio fadeouts is associated with solar flares. 
Therefore, they exhibit the same 11-yr occurrence cycle as do flares 
and sunspots. In general, the magnitude of the SID depends on the solar 
zenith angle. 

Shortwave fadeouts have been studied using measurements of the 
minimum frequencies observed on ionograms £3] (see sec. 3.2.2.4.) to 
give a synoptic picture of the worldwide distribution. It has been found 
that /min varies as cos0-75 x. where x is the solar zenith angle. 

6.2.2. Sudden Phase Anomalies 

The increase of ionization in the D region produces an effect on the 
phase and amplitude of long and very long waves—usually a phase ad¬ 
vance due to a lowering of the effective level of reflection. Changes in the 
effective height of reflection of from 0.9 to 15 km have been reported [4J. 
There appeared to be a threshold value of this height change of about 6 
km, above which SPAs were accompanied by SWFs. 

6.2.3. Sudden Frequency Deviations 

During a solar flare, it is found that the frequency of a very stable 
radio signal, observed after reflection from the ionosphere, undergoes 
certain characteristic changes of a few cycles per second. The technique 
has already been described in section 3.2.3.2 and the theory is given in 
section 2.5.3. 

An increase in the electron content of the ionosphere usually brings 
about a decrease in the phase path of ionospherically reflected signals 
because of one or both of the following reasons: 

(1) A lowering of the height of reflection, or 
(2) A lowering of the refractive index along the path below the level 

of reflection. 

It is possible to separate these two types of changes under the follow¬ 
ing extreme conditions: 

(a) When the height of the reflecting layer changes without change 
of layer shape, and/or the refractive index 

M 
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is approximately equal to 

(b) When the electron content increases in a layer, below the re¬ 
flection level, in which the refractive index is approximately unity, i.e., 
non-deviative. 

Under condition (a) the phase path P is independent of wave frequency 
f. Under condition (b) the refractive index 

M = - }k(N/f), 

where N is the electron density and k is a constant (see 2.78). Substitu¬ 
tion of these conditions into (2.128) shows that the change A/ in frequency 
is related to the carrier frequency by the formulas: 

(a) 
(6.1) 

A/“!//- (b) 

If the effect of the earth’s magnetic field is included and the propagation 
conditions are quasi-longitudinal, (6.1a) remains unchanged but (6.1b) 
is modified as follows: 

(6-2) 

where the + and — signs refer to the ordinary and extraordinary waves, 
respectively. 

An example of the effect of a solar flare on the reception of WWV-10 
is shown in figure 6.4. The frequency increases to a peak, then drops 
rapidly, overshoots, and recovers slowly. The total change in phase path 

Figure 6.4. Effect of solar flare on received frequency of 1FJFK, September 4, 1961 
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AP can be determined from the area under the curve, i.e., 

AP=-X0 / Sfdt, (6.3) 

where Xo is the free space wavelength. With the use of suitable models 
to represent the electron density profile, it is possible to convert the phase 
path changes into changes in total electron content or changes in height 
of reflection. 

It is of interest to note that the following equivalence exists between 
frequency shifts on oblique and vertical paths [19]. 

A/^ = A/,, (6.4) 

where A/* is the frequency shift on a wave transmitted over an oblique 
path and A/v is the frequency shift on the equivalent vertical wave 
(see 4.2). 

In the case of changes below the level of reflection, it is possible to 
estimate the height at which the extra electrons are produced from simul¬ 
taneous measurements of the changes in absorption &A of the signal and 
in phase path AP. It can be shown (using (2.100) and the definition of 
phase path, P= fg ds) that for a thin layer, in which the ray path length 
is s, that 

and 

11 ence 

and 

This gives 

AA = -~ 
2c 

T \ V 
—+ 1 )Ams«— Ams 
jr / c

AP=Aus. 

AA_ v 
~c' 

(6.5) 

Knowing the variation with height of the collision frequency v, it is pos¬ 
sible to estimate an average height of electron production. Application 
of this theory to experimental data shows that, while no two flares pro¬ 
duce identical results, most of the observed frequency changes are due 
to enhanced ionization in the E region p]. 

Flares that produce shortwave fadeouts are not necessarily those 
that produce the large frequency changes. Indeed some flares, which have 
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produced large absorption by the creation of a relatively small number of 
electrons at levels where the collision frequency is high, produce little 
frequency change. 

6.2.4. Effects on Very High Frequencies 

Very high frequency waves (50 Mc/s) are propagated via the D 
region by scattering from ionospheric irregularities. During shortwave 
fadeouts it has been found that these signals are enhanced by as much as 
9 dB and there is little evidence of any weakening of the signal (on 50 
Mc/s) during an HF blackout E6J- However, on 27.7 Mc/s it was found 
that the signal enhancement lasted for a few minutes only and was fol¬ 
lowed by marked attenuation [7]. From these observations it would be 
concluded that the scattering occurred in the absorbing region and that 
the increased absorption was compensated for by increased scattering 
on the higher frequency but not on the lower frequency. 

6.3. IONOSPHERIC STORMS 

6.3.1. Association with Magnetic Storms 

The term "ionospheric storm’’ is used to describe the conditions which 
may prevail for several days and which are accompanied by magnetic 
disturbances of the type referred to in section 1.5.3. It is, therefore, of 
interest to consider briefly the characteristics of magnetic storms. 

Magnetic storms are disturbances of the earth’s magnetic field 
lasting from a few hours to several days during which time the various 
components of the earth’s field fluctuates over much wider limits (several 
percent of the total field in middle latitudes) than they do under normal 
conditions (a few tenths of one percent). In spite of the irregularity of 
the field the overall pattern can generally be classified into certain types. 

One such type is that which begins with a sudden commencement 
(SC) which is essentially simultaneous all over the world. During the 
first few hours (the initial phase) the horizontal component remains 
above normal; then it drops rapidly to well below normal (the main or 
negative phase). After this a slow recovery takes place over several days 
and this is called the post-perturbation phase. Magnetic disturbance is 
usually most intense in the vicinity of the auroral zones. 

Large magnetic storms with either sudden or gradual commence¬ 
ment are accompanied by one or more of certain ionospheric phenomena 
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such as: a depression of the daytime critical frequencies of the F2 layer, 
radio blackout, enhanced spread F, and sporadic E. These ionospheric 
effects may last from 2 to 5 or more days. During sunspot maximum years 
there is a tendency for the effects to be shorter (2 to 3 days) and more 
severe while during sunspot minimum they tend to last longer (4 to 5 
days) and are rather less intense. 

6.3.2. Depression of F2 Critical Frequencies 

The most prominent features of ionospheric storms are the reduction 
in the Fi critical frequencies and the increase in D region absorption. 
The practical consequence of this lowering of the maximum usable fre¬ 
quency and increase in the lowest usable frequency is a narrowing of the 
usable frequency spectrum. The effects of a magnetic storm on foF2 at 
a given location depend, in an involved way, upon the local time, season, 
magnetic latitude, and the storm time (that is, time measured from the 
onset of the storm). 

Figure 6.5 shows the effect, on critical frequencies, of a storm in 
middle latitudes. The associated magnetic storm had the following time 
sequence: 

Start—about 0400 LT, March 26; 
Maximum—morning, March 27 (^ = 8+; see section 1.5.4.); 
End— late, March 29. 

On the / plots for the second and third days, f0F2 is well below normal 
and the maximum electron density at noon is down by a factor of seven. 
Note also the appearance of the F¡ layer. On the fourth day, the daytime 
f0F2s return towards normal, but depressed values and spread F (solid 
vertical lines in f plot) continue during the night hours for several ad¬ 
ditional days (not shown). In certain latitudes, when the storm starts 
in the afternoon, the first effect on f0F2 is an increase rather than a de¬ 
crease. Later the usual decrease sets in. 

Some results of a statistical study of the morphology (space and 
time variations) of ionospheric storms, by Matsushita [8], are shown in 
figure 6.6. The world is divided into eight zones of geomagnetic latitude 
as follows: zone 1, 60° — 55°; zone 2, 55° —50°; zone 3, 50° —45°; zone 4, 
45° —40°; zone 5, 40°-29°; zone 6, 29°-20°; zone 7, 20°-9°; and 
zone 8, +9° to —9°. The results shown represent the average effects of 
51 strong storms and 58 weak storms that occurred in the period 1946 
through 1955. It will be seen that the most severe depressions in electron 
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density (and hence fuFi) occur between about 20 and 40 hr storm time 
in geomagnetic latitudes of 45° and higher. In intermediate latitudes 
only a mild depression occurs, and in equatorial regions an actual increase 
is observed. Note also, that an initial increase tends to occur during the 
first 9 hr or so of the storm in all zones except those with the lowest lati¬ 
tudes. Of course, it must be realized that this is the statistical picture 
and so an individual storm will not necessarily follow this pattern. 

In addition to the storm time variations there are marked variations 
which depend on the local time. Thus the time of maximum depression 
of A mas depends on local time. Some useful factual data are presented 
in table 6.1 (after Matsushita), showing how the times (local and storm) 
of maximum depression depend on magnetic latitude. 

Table 6.1. Variation with geomagnetic latitude of times of peak depression of F2
during a storm 

(A) 

Zone 

(B) 

Decrease 
(%) 

(C) 

Local Time 
(Hours) 

(D) 

Storm Time 
(H ours) 

60°-55° 
55°-50° 
50°-45° 
45°-40° 
40°-29° 

30-50 
30-45 
30-45 
15-25 
15-20 

14-22 
22-04 
01-07 
03-13 
03-13 

17-42 
10-41 
10-42 
19-55 
20-48 

The table should be interpreted as follows: In the zone given in column (A) a maximum decrease 
of about the percentage shown in (B) will occur at about the local time shown in (C) during the period 
after the onset of a strong magnetic storm with a sudden commencement indicated in (D). 

The fact that the statistical picture in figure 6.6 can be a little mis¬ 
leading is shown by the seasonal variation of storm pattern in zone 6. 
The data shown would suggest that there is relatively little storm time 
variation in the F^ layer in these latitudes. The results of a seasonal 
analysis, however, show that the electron density is depressed during the 
summer but enhanced in the winter. The overall average is, therefore, 
not representative of a single storm in either of those seasons. 

6.3.3. Absorption 

6.3.3.1. Blackout Statistics 

During some magnetic storms, the absorption of radio waves in the 
D region is so intense that no detectable signals are reflected. This is 



268 IONOSPHERIC DISTURBANCES 

Figure 6.5. Ionospheric storm effects in middle latitudes. 



S
T
O
R
M
 
M
A
X
 

ABSORPTION 269 

Figure 6.5.—Continued. Ionospheric storm effects in middle latitudes. 
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particularly true near the auroral zones and the absorption is often re¬ 
ferred to as auroral absorption or auroral blackout. These blackouts have 
been studied statistically by several workers [9, 10, 11] to determine 
the geographic and time distributions in their occurrence. The procedure 
has been to count the occurrences of the no-echo condition on conven¬ 
tional ionograms. This condition is denoted by the letter B on the hourly 
data sheets of ionospheric characteristics. Alternatively, a measure of 
absorption can be obtained from the minimum frequency /m¡n observed 
on ionograms (see sec. 3.2.2.4). The occurrence of high absorption can 
be determined from the occasions when /m¡„ exceeds a certain frequency. 

6.3.3.2. Time of Maximum Occurrence 

The most probable time of occurrence of blackout is in the morning 
and the least probable in the evening. Furthermore, the most probable 
time is later as the latitude increases; for instance, it varies from about 
0700 at Winnipeg to about 1300 at Resolute Bay. The geographical vari¬ 
ation of the local time of maximum occurrence of blackout during the 
International Geophysical Year is shown in figure 6.7 for the northern 

Figure 6.7. Local mean time of maximum frequency of 
occurrence of blackout, northern hemisphere—IGY. 

(After V. Agy, unpublished.) 
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Figure 6.8. Universal time of maximum frequency of occurrence 
of blackout, northern hemisphere-1 GY. 

(After V. Agy, unpublished.) 

hemisphere. Note that the lines of given time are not concentric with 
geographic latitude but are, roughly, circles centered on the geomagnetic 
pole. When plotted in universal time, the above circles are transformed 
into a series of arcs as shown in figure 6.8. These arcs have been called 
spirals by analogy with the Störmer-Birkeland spirals for the precipita¬ 
tion of ions in a dipole magnetic field, but this analogy may be quite 
misleading [T2, 18J. 

6.3.3.3. Total Time of Occurrence 

The amount of blackout as a fraction of the total time is shown in 
figure 6.9 for the various seasons during the International Geophysical 
Year 1957-58. It can be seen that the summer and winter patterns are 
very similar with two regions of high occurrence (8 percent), one over 
northern Scandinavia and the other over Alaska. During the equinox 
there appears to be a westward shift of the Alaska high and an increase 
of occurrence to around 10 percent. Because of the uncertain nature of the 
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Figure 6.9. Blackout as a fraction of total time during ICY. 

(After V. Agy, unpublished.) 
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data on which these maps are based, too much attention should not be 
paid to small variations. The average diurnal path of the blackout pattern 
for the equinox months is shown in figure 6.10. Notice that the blackout 
pattern moves around with the sun (shaded region represents darkness) 
and that the peak percentages vary with longitude. In all three seasons 
the maximum contour leads the sun by some 6 hr or so and the motion 
of the contours is relatively uniform except over Canada (~90° west). 

6.3.3.4. Latitude Variation 

Maps such as those shown in figures 6.9 and 6.10 show that the maxi¬ 
mum occurrence of blackout takes place in a ring similar to, but not 
necessarily identical with, the visual auroral zone. North of this zone 
there is a polar region in which the incidence of blackout is relatively low. 
The width of the absorption zone has not yet been established with 
certainty but appears to lie between about 6o £13] and about 15° £14]. 
This difference may be brought about by an increase in both the radius 
of the ring (southward motion) and a broadening with increasing sunspot 
numbers. 

Within the auroral ring the average incidence of blackout is of the 
order of 5 percent £15], although at a small number of abnormally sensi¬ 
tive stations in the ring the average may rise to 15 percent. 

6.3.3.5. Magnetic Correlation 

In relatively low latitudes, outside the absorption ring, there is a 
high correlation with the Kp index. In higher latitudes, however, the mag¬ 
netic correlation is obscured by the presence of polar cap absorption £14]. 
There is also a marked 27-day recurrence tendency in the occurrence of 
auroral absorption similar to that in magnetic activity £14], 

6.3.3.6. Sunspot Variation 

There appears to be a strong association between the 11-yr sunspot 
cycle and the long-term cycle of auroral blackout occurrence £14]. The 
peak phases of the two cycles are displaced by 2 to 3 yr. The peak in 
blackout occurrence over Canada took place around 1950-51, whereas 
the sunspot numbers peaked in 1947 and reached a minimum in 1954 
£14], This behavior is similar to that of moderate geomagnetic dis¬ 
turbances, which also fail to show a clear decrease at sunspot minimum. 



ABSORPTION 275 

Figure 6.10. Diurnal changes in blackout patterns (equinox}. 

(After V. Agy, unpublished.) 
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6.3.4. Sporadic E 

Certain types of E„ those associated with magnetic activity, may 
be called storm E, £16J. This type of E, occurs frequently near the auroral 
ring during storms £17J and particularly during the nighttime. As in the 
case of blackout, statistical analyses show that the universal times of 
maximum occurrence of EB lie on arcs £18J but the curvature of the arcs 
is in the opposite direction as shown in figure 6.11. This implies that 
the peak time occurs earlier in higher latitudes. 

Figure 6.11. Time of maximum occurrence of storm E„ 

Mean percent time of IGY “auroral zone” blackout occurrence, northern hemisphere. (After L. Thomas, 
I960, The temporal distribution of storm-type sporadic E in the northern hemisphere, Some Ionospheric 

Results—International Geophysical Year (ed. W. J. G. Beynon), Elsevier Publ. Co., 172.) 
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6.4. POLAR CAP ABSORPTION 

6.4.1. Duration 

The majority of auroral blackouts is relatively short lived, lasting 
up to a maximum of 5 or 6 hr. The duration of long-lasting blackouts 
usually increases with latitude, as illustrated in figure 6.12. This type of 
disturbance is evidently associated with the polar regions and not with 
the auroral ring. Furthermore, it is not closely correlated with magnetic 
disturbance except, possibly, in its later stages. Polar cap absorption is 
believed to be due primarily to the ionizing effects of high-energy solar 
protons down to altitudes of the order of 50 km. 

Figure 6.12. Average duration of eight long-lasting blackouts, 1949-52. 

(After V. Agy, 1954, Geographic and temporal distribution of polar blackouts, J. Geophys. Res. 59, 499.) 

Useful techniques for studying polar cap absorption are the riometer 
(sec. 3.2.2.3), VHF forward scatter p0], and partial reflections pl, 22]. 
Together with ionogram blackout data, these techniques have resulted 
in the determination of the geographic, temporal, and sunspot cycle 
variations of PCAs. 

Some major characteristics of PCA events are as follows p3]: 

(1) They are almost always preceded by a major solar flare on the 
visible hemisphere of the sun. The time interval between the appearance 
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of the flare and start of the PCA is from a fraction of an hour to several 
hours. 

(2) The duration is usually about 3 days but may be as short as 
1 day; the longest may be about 10 days. 

(3) They are not usually accompanied by noticeable increases in 
either geomagnetic or auroral activity, except in the later stages when an 
auroral zone storm may set in. 

Although there is a paucity of data for the south polar cap it is be¬ 
lieved that PCA events occur simultaneously in both hemispheres. 

6.4.2. Temporal Variations 

Within a few hours after the solar flare, strong absorption occurs 
over the polar cap in geomagnetic latitudes greater than about 64°. The 
absorption attains its maximum within a few more hours and, thereafter, 
begins to decay. During the decay period, the radio wave absorption 

Figure 6.13. Cosmic noise absorption at Churchill and blackout pattern for northern 
stations, 22-25 August 1959. 

(After C. Colline, D. H. Jelly, and A. G. Matthews, 1961, High-frequency radio-wave blackouts at medium 
and high latitudes during a solar cycle, Can. J. Phys. 39, 35.) 
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exhibits a pronounced diurnal variation. The daytime value is about four 
times greater (in decibels) than at night. An example of a PCA event 
is shown in figure 6.13. The absorption (c) was that measured at Churchill 
[24], Ionogram blackout data show clearly the long duration in high 
latitudes. Notice that the absorption has occurred for about 32 hr 
before the onset of the magnetic storm. 

The long-term variation in the occurrence of PCA events is shown 
in figure 6.14 together with the annual mean sunspot numbers. Clearly 
the events are closely associated with the general level of solar activity, 
as would be expected from their association with major flares. 

Figure 6.14. Distribution of polar cap absorption events 
1949-1961. 

(After D. H. Jelly, unpublished). 
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6.4.3. Geographical Extent 

A sequence of events in the development of a PCA is shown in 
figure 6.15. This is based on /mjn data p5J. The time of a sudden com¬ 
mencement is indicated by the appearance of the geomagnetic coordinates. 
Notice that the PCA starts in a small area in relatively low latitudes and 
spreads until it engulfs the polar cap. The PCA finally breaks up into 
smaller regions which may be over the polar cap or in the auroral ring. 
This particular event should not be construed to be typical of all PCA 
events. 

0600, 10-21 
PCA BEGINS 

1700, 10-21 
PCA 

"COMPLETE" 

2140, 10-21 
MAGNETIC 

SUDDEN IMPULSE 

1900, 10-22 2200, 10-22 

1000, 10-21 
PCA BEGINS 

1400, 10-21 
PCA DEVELOPING 

0400, 10-22 
"BREAKUP" 
UNDERWAY 

0100, 10-23 

1000, 10-22 
"BREAKUP" 
CONTINUES 

EVENT OVER 
BY 

0400, 10-23 

(UT) 

Figure 6.15. Geographical development of a PCA, Oct. 20-23, 1957. 

(After V. Agy, unpublished.) 
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6.4.4. Frequency Dependence of the Absorption 

If the absorption takes place high in the D region, where p<<w, we 
should expect the absorption to obey (2.99), whereas if it occurs very low 
down, where r»w, we should expect (2.101) to hold. The frequency de¬ 
pendence can, therefore, be used to determine (at least roughly) the al¬ 
titude at which the absorption takes place. This approach has been used 
by Little and Silberstein £26J in an analysis of continuous wave trans¬ 
missions between Barrow and Kenai, Alaska, on 5, 10, and 15 Mc/s 
along with riometer measurements on 50 Mc/s made by aiming the 
riometer antennas along the probable oblique HF paths at both ends. It 
was concluded that the inverse square law was inoperative on the lower 
frequencies and, therefore, that the absorption takes place at levels from 
50 to 70 km. 

6.5. EFFECTS ON RADIO COMMUNICATIONS IN HIGH 
LATITUDES 

6.5.1. Some General Considerations 

The effect of shortwave fadeouts on radio communications is so 
insignificant, especially in high latitudes where the solar zenith angle 
is large, that it will not be considered further. On the other hand, the 
effects brought about by storms and polar cap events are often catas¬ 
trophic. 

A lowering of the maximum frequency (due to depression of the 
critical frequency) and an increase in the lowest frequency (due to ab¬ 
sorption) can occur separately or simultaneously. In all cases the effect 
is a narrowing of the usable frequency spectrum. The former often happens 
in middle latitudes and the latter has been observed near the auroral ring. 

Ionospheric storms are frequently accompanied by spread F con¬ 
stituting a breaking up of the reflecting layer. This in turn brings about 
rapid fading called "auroral flutter.” This flutter is disastrous to voice 
communication . 

The combination of these effects makes HF communications via the 
auroral regions rather unreliable. Also, the southward extension of the 
auroral ring during storms disrupts communications between North 
America and Europe and relaying of the traffic through low-latitude 
stations is necessary. Thus, although ionospheric disturbance may last 
only 5 percent of the time, high-frequency communications cannot be 
used when 100 percent reliability is essential. 
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6.5.2. WWV Monitoring 

Some information on the reliability of HF communications for paths 
into the Arctic from outside can be obtained from a monitoring of WWV 
carried out for many years in Canada. These data are published by the 
Defence Research Telecommunications Establishment, Ottawa, and 
consist of aural estimates of the strength of WWV, on frequencies of 2.5, 
5.0, 10.0, 15.0, and 20.0 Mc/s using a range of 0 to 9. 0 denotes no signal 
and 9 denotes the strongest signals. This rather subjective approach has 
shown that one or others of the above frequencies is received over 90 per 
cent of the time at Resolute Bay, Baker Lake, and Churchill. During 
1953-54 the percentage reception times were Churchill, about 90 percent; 
Baker Lake, 98 percent; Resolute Bay, 95 percent. The corresponding 
figures for 1957-58 were Churchill, 98 percent; Baker Lake, 98 percent; 
Resolute Bay, 95 percent. The relatively low value at Churchill for 
1953—54 is due to MUF limitation (Es) at low sunspot numbers. 

These results might be interpreted as indicating that, with a free 
choice of frequencies (2.5 to 20 Mc/s), it would be possible to communi¬ 
cate between arctic and non-arctic stations over 95 percent of the time. 
However, this figure depends on the type of modulation used and the 
information rate required. 

6.5.3. Some Path-Loss Data 

From what has been said above, it will be realized that the most 
important factor in high-latitude radio propagation is the variability of 
ionospheric conditions rather than the average state. Thus propagation 
near the auroral ring is, for long periods, as good as elsewhere and at other 
times communications are entirely disrupted. To describe the conditions 
we need, in addition to an average value of some characteristic, a measure 
of the variability from hour to hour and from day to day. 

Very little information of this sort is available; however, an experi¬ 
ment was carried out by the CRPL during the International Geophysical 
Year, using transmissions on 8 Mc/s over paths from Bismarck, North 
Dakota, to College, Alaska, and Anchorage, Alaska, and from Maui, 
Hawaii, to the same receiving locations (fig. 6.16). For the 9-month period 
April to December 1958, it was found that path loss (relative to that over 
the Maui-Anchorage path) over the four paths could be compared for 
the nighttime hours. The results are shown in table 6.2, from which we 
see the marked increase in path loss for those circuits nearest the auroral 
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Figure 6.16. Transmission circuits near the auroral ring. 

CO—College, AN—Anchorage, BI—Bismark, MA—Maui. 

(After V. Agy, unpublished.) 

Table 6.2. Path loss relative to Maui-Anchorage (dB) 

(2200-2400 150° WMT; April-December, 1958) 

Transmitter 

Receiver 

Anchorage College 

Maui 
Bismarck 

0 
12 

7 
22 

(These values have been corrected for the difference in path and transmitter power). 

ring. It must be borne in mind that these data are for (a) specific paths, 
(2) nighttime, (3) monthly mean conditions averaged over 9 months, 
and (4) the peak of the sunspot cycle. 

The dispersion of the night-to-night data is shown in table 6.3 for 
the same 9-month period. The values given are interdecile ranges; that 
is, the range between the lower decile (exceeded 90 percent of the time) 
and the upper decile (exceeded 10 percent of the time). These values in¬ 
dicate that the paths with higher path losses are those with greater vari¬ 
ability. It has been found that, for non-auroral paths, the decile separa¬ 
tion is about 13 dB. 
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Table 6.3. Dispersion of daily values 

(2200-2400 150° WMT; April-December, 1958) 
Inter-decile ranges (dB) 

Transmitter 

Receiver 

Anchorage College 

Maui 
Bismarck 

13 19 
26 30 

6.5.4. Remedial Measures 

The WWV monitoring results suggest that one remedy is a relatively 
large selection of operating frequencies. Owing to the overcrowding of 
the spectrum and the methods of allocating frequencies, this method is 
not particularly practical except in special cases (e.g., WWV). 

The use of oblique ionosondes to determine the optimum frequency 
is another possibility. This may be particularly valuable in certain phases 
of ionospheric storms because of the enhancement of E„ which may ex¬ 
tend to sufficiently high frequencies at which ionospheric absorption is 
low enough to yield a usable signal. This method also requires a free 
choice of frequencies. 

Given a free choice of frequencies, it is possible to put a signal of 
usable strength into the polar regions over 90 percent of the time—if the 
period of trial is long enough. The quality of the signal, however, is un¬ 
known on a percentage-of-time basis. For voice circuits the rapid "flutter” 
fading is probably the worst of the difficulties to be overcome. Although 
suggestions have been made for combating its effects £27J, no serious 
attempt has yet been made to carry them out. 

One remedy which has been used, to some extent, is the relaying of 
messages around the disturbed area. This is feasible where the blackouts 
are most frequent along the auroral ring and are usually (though not 
always) limited in time to a few hours, and in extent to a few hundreds 
of kilometers. Furthermore, owing to their local time dependence, it is 
possible to forecast their occurrence to some extent, and hence take re¬ 
medial action. Such action is, however, of only limited value in polar cap 
absorption events which cover very large areas and the occurrence of 
which cannot be predicted. Even in PCAs there have been reports of radio 
contact in high latitudes. These signals may have been propagated by 
paths which avoid the absorbing region either because of tilts (sec. 4.6.6) 
or side scatter (sec. 4.6.5). An alternative possibility is that the ionization 
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is created very low down in the D region; under these conditions the ab¬ 
sorption would not increase on the lower frequencies (see 2.101 ) as 
much as it would if the absorption occurred at higher altitudes. 

Other alternatives are the use of very low frequencies, very high 
frequencies (forward scatter, meteor scatter, etc.), and tropospheric 
scatter. 

6.6. RADIO PROPAGATION FORECASTING 

Forecasting of the probable occurrence of an ionospheric storm can 
be very useful from several points of view. For example, a communica¬ 
tions operator is warned to transmit his essential messages before his 
circuit is blacked out; alternatively he may start up various relay links, 
or change his operating frequency. 

The two radio forecasting centers of the Central Radio Propagation 
Laboratory regularly issue three types of forecasts of radio propagation 
conditions. These forecasts apply to skywave propagation (usually 
within the frequency range 2 to 30 Mc/s) over certain particularly im¬ 
portant radio paths. The North Atlantic Radio Warning Service is con¬ 
cerned primarily with transmission over paths such as New York-London 
or Washington-Paris; their forecasts will apply to a lesser extent on nearby 
paths like Boston-North Africa, Maine-Greenland, etc. The North Pacific 
Radio Warning Service forecasts are designed for paths like Anchorage-
Seattle, San Francisco-Fairbanks, or Tokyo-Anchorage; they can be 
given special interpretation, however, for others, such as short intra¬ 
Alaska circuits, but again with less reliability. 

Average quality is forecast for a specified 6-, 12-, or 24-hr period. All 
times are Universal Time (UT or GCT). The CRPL radio quality scale 
is used in all instances: 

1—Useless 
2—-Very poor 
3—Poor 
4—Poor-to-fair 
5—Fair 

6—F air-to-good 
7—Good 
8—Very good 
9—Excellent. 

The average quality in the 2 hr preceding the issue time is expressed 
in the following letter code: 

W—disturbed (1 to 4) 
U—unsettled (5) 
N—normal (6 to 9). 
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The forecasts must be interpreted in the light of the user’s own ex¬ 
perience. A forecast of "3” means that the conditions experienced should 
be relatively poor, but the operator must interpret this in terms of the 
expected performance of his circuit. If the forecast is correct, no more than 
5 or 10 percent of all days should be so poor. There may be, however, a 
systematic difference between the word-descriptions used by the operator 
and by the forecaster, and the operator must take this into account in 
interpreting the forecast. For instance, he may be used to calling condi¬ 
tions "very poor” when the forecaster calls them "poor,” or the operator 
of another, perhaps easier, circuit may never see conditions as worse than 
"fair.” The forecasts are expressed on a scale which corresponds to the 
average experience reported on a typical circuit. 

The estimate of present conditions (the letter) is made available to 
aid the user in interpreting the forecast (the number). For example, if an 
"N-5” is issued, and the operator is already at the time of the forecast 
experiencing what he would call unsettled (quality 5) conditions, then 
he would expect conditions to become even worse. The statement N-5 
indicates that the forecaster looks for a deterioration of at least one grade 
during the forecast period. The value of this scheme rests on the fact that 
the operator is concerned with expected changes in conditions and so is 
given information to tie in with his current experience. If the "5” had 
been issued without the "N,” the user would not have been prepared for 
a drop in quality since he was already experiencing what he called quality 
"5” conditions, although the concensus available to the forecaster rated 
conditions "normal.” 

A third forecast, the 24-hr forecast, is also available daily by telephone 
and teletype from the two forecasting centers. Separate quality estimates 
are issued for nighttime and daytime of the ensuing 24-hr period. The 
range of frequencies on which the predicted quality should be realized 
is also included. 

Additional information concerning the radio forecasting services may 
be obtained from: 

For the North Atlantic area: 
North Atlantic Radio Warning Service (or NARWS) 
National Bureau of Standards, Box 178, Fort Belvoir, Va. 
(Telephone—Washington, D.C., 780-1436 or 780-1444) 

For the North Pacific and Alaskan area: 
North Pacific Radio Warning Service (or NPRWS) 
National Bureau of Standards, Box 1119, Anchorage, Alaska 

(Telephone—753-2211 or 753-7210) 
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Past CRPL forecasts together with the actual conditions which developed 
are included in the CRPL F series, B, Solar Geophysical Data. 
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CHAPTER 7 

Ionospheric Propagation Predictions 

7.1. AIM OF THE CHAPTER 

The aim of this chapter is to give the reader a brief idea of the way 
in which ionospheric data are applied to the problems of high-frequency 
communications via the ionosphere. The problems concerned with the 
prediction of optimum working frequencies (see sec. 4.7.3) and system 
loss are more adequately dealt with in another publication QI]1 of the 
Central Radio Propagation Laboratory, and the reader of this chapter is 
urged to consult that work. Data on the world wide distribution of 
noise levels, which are required for the determination of required trans¬ 
mitter power, are given in CCIR Report 322 Q2], These two documents 
will be extensively referenced in this chapter. 

An outline will be given of the procedures used at CRPL in prepar¬ 
ing predictions, and the application of the data to practical problems will 
be illustrated by some simple numerical examples. 

7.2. PURPOSES OF PREDICTIONS 

Because the ionosphere varies from hour to hour and from day to 
day, etc., it is necessary to have a knowledge of this variability in order 
to select the optimum frequency, required transmitter power, antenna 
configuration, and so on. Broadly speaking there are two types of pre¬ 
dictions required. 

(1) Relatively short-term frequency predictions are required by the 
circuit operator in order that he may be able to anticipate MUF failure 
and thus increase the circuit reliability. 

(2) The long-term predictions are required for the planning of 
terminal installations. This involves both the circuit planner and the 

1 Figures in brackets indicate the literature references on p. 341. 
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frequency allocator. The sort of questions they are faced with are: What 
will be the range of usable frequencies over the next sunspot cycle? What 
is the minimum power necessary to fulfill the requirements of the circuit? 
What elevation angles must be used in antenna design? 

It might be noted here that yet another type of prediction, if it may 
be called a prediction, is the short-term information obtainable from 
oblique ionosondes (sec. 4.4.) or backscatter observations. This type 
is of importance primarily to traffic control centers and those concerned 
with circuit operation. 

For the first type of prediction, the most accurate method is to pre¬ 
dict median values of the required parameters month by month. Such 
monthly predictions are issued usually about 3 months in advance and 
include observed ionospheric data up to 1 year before the prediction is 
made. The solar cycle information required is usually based on even more 
recent data. Predictions of type (2) are needed over a complete sunspot 
cycle and normally include data over the solar cycle prior to that in which 
the prediction is made. The behavior of the E and Fi layers of the iono¬ 
sphere is so regular that permanent nomograms can be used for deter¬ 
mining the required characteristics. On the other hand, the Ft layer is 
very irregular, and since it is the most important from the point of view 
of high-frequency communications, maps have been prepared giving 
the variation of faFï and the M factor (sec. 4.3.2), etc., as a function of 
time of day, season, and sunspot number. 

The purpose of the present chapter is to show how a prediction system 
can be used to give information about a specific circuit. The essential 
phenomena concerning the ionosphere and the underlying theory have 
already been discussed and will be considered only briefly below. 

7.3. PREDICTABLE CHARACTERISTICS2

7.3.1. Sunspot Number 

The long-term variation of ionospheric parameters is tied closely to 
the sunspot cycle, and although no completely satisfactory measure of 
solar activity is available, the 12-month running average sunspot number 
is most widely used (see sec. 3.3.5.4). Normally, the most practical way 
for circuit operations and planners to determine the sunspot number is 
to use the predictions of others pj. When predictions of future cycles are 
required, an average minimum of 10 and an average maximum of 130 

2 Most of the figures in this section are from a lecture by G. W. Haydon. 
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are recommended as a rule of thumb. New indices, based upon other pa¬ 
rameters (e.g., ionospheric and solar noise), are being investigated [)4, 5]. 

7.3.2. Maximum Frequencies 

The predictions of /oF2 are based on the diurnal, seasonal, and geo¬ 
graphical variations and/or sunspot number dependence established from 
previous data (see sec. 3.3.5.4). No attempt is made, in these long-term 
predictions, to estimate the day-to-day fluctuations in critical frequency 
since these are rather localized in both space and time. Furthermore, no 
account is taken of ionospheric disturbances, such as those discussed in 
chapter 6, as these constitute a relatively small percentage of the total 
time. 

The basic ionospheric data used in predictions are the E, Fi, and F2 

layer ordinary-wave critical frequencies and the Af(3000) F2 (sec. 4.3.2) — 
that is, the M factor for a distance of 3000 km. 

The behavior of the E and Fi layers is such that the critical fre¬ 
quencies can be predicted, fairly accurately, in terms of solar zenith 
angle x and sunspot number R by means of (3.31) and (3.32) respec¬ 
tively. Furthermore, the higher critical frequency and the lower M factor 
for the Fi layer are such that the product gives roughly the same maxi¬ 
mum frequency as do the corresponding values for the E layer. The 
E layer is usually the controlling layer for distances up to about 2000 
km and the Fi layer for distances between 2000 km and 3000 km. Thus, 
from a knowledge of x and R, nomograms can be constructed to give f0E. 
The use of these nomograms will be discussed below. 

The behavior of the F2 layer is more complicated than that of the 
E and Fi layers and cannot be represented analytically. In the prepara¬ 
tion of F2 predictions, the first step is to obtain the line of best fit of the 
monthly median values of/oF2 to the 12-month running average sunspot 
number. This is done for each hour (or each alternate hour) of the day 
and for all stations. The slopes and intercepts of these lines are then used 
to construct worldwide maps from which, with a knowledge of R, it is 
possible to calculate fcF2. Sometimes, the value of /0F2 at some specific 
Ä( = 50, for example) is given instead of the int cept or together with 
it to give the slope. The predictions of the 44(3000) F2 are prepared in a 
similar manner. In those prediction methods (which are published 
monthly) the sunspot, seasonal, and diurnal variations are automatically 
taken into account Q3]. Given the F2 zero distance maximum frequency, 
MUF, (ZERO) F2(—JZF2) and the 4000 km maximum frequency, it is 
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Figure 7.1. Nomogram for transforming F^ZERO^MUF and Fi(4000)MUF to equiva¬ 
lent maximum usable frequencies for intermediate transmission distances. 

Also conversion scale for obtaining optimum working frequency (FOT). The nomogram can be used to 
find the skip distance for a given frequency from the MUF(ZERO)Fj and MUF(4000)Fj. 
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possible to interpolate for intermediate distances by means of figure 7.1. 
Note that the Af(4000)F2 is obtained by multiplying M(3000)F2 by 1.1. 

7.3.3. Radiation Angle 

This depends on the height of reflection (assumed specular) of the 
waves. In the case of the E layer, it is sufficiently accurate to take the 
angles of elevation given in figure 4.31. This figure can also be used to 
give rough values in the case of F2 layer propagation but, in general, 
it is more accurate, if the height of reflection is known, to determine the 
elevation angle from figure 7.2. The monthly median heights of the Ft 
layer are given on a worldwide basis in reference [1]. 

Figure 7.2. Radiation angle as a function of great circle distance and ionospheric layer 
height. 
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7.3.4. System Loss 

7.3.4.1. The Elements of System Loss 

The concepts of system loss and path loss have already been dis¬ 
cussed in sections 5.2 and 5.3, respectively. In this section we shall con¬ 
sider the various losses that occur between the transmitting and the re¬ 
ceiving terminals. 

We shall need to consider the following path losses: 

(1) Ground loss which occurs on reflection in multi-hop propaga¬ 
tion, L„; 

(2) Distance loss due to spatial spreading of the wave, L,p; 
(3) Ionospheric absorption, La; 
(4) Fading and polarization factors; 
(5) Antenna gain, G. 

7.3.4.2. Ground Loss 

This depends on the conductivity of the ground and on the angle of 
elevation of the incident radiation. The losses for a good conducting 
surface (e.g., sea water) are less than for a poorly conducting surface 
such as bare rock or desert. For two types of surface the value of L„ 
(in decibels) can be obtained, with a knowledge of the wave frequency 
and the radiation angle A, from figures 7.3a and 7.3b. 

7.3.4.3. Distance Loss 

In general, it is too complicated to take into account the detailed 
effects of focusing, etc., so that the effective distance s, (see (5.8)) is 
essentially the geometrical distance of the path which depends upon the 
ground range and height of reflection. For long distance transmission, 
involving single or multiple hops, the effective distance is, essentially, 
linearly related to the ground range. This is incorporated into the nomo¬ 
gram of figure 7.4 in which the distance attenuation has been combined 
with the frequency characteristics of an isotropic radiator for which the 
plane wave capture area in free space is given by c2/4ir/2, where c is the 
free space velocity of height. 
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Figure 7.3. Power loss at reflection. 

(a) Poor earth, €=4, a=10_* mho/m. (b) Sea water, € = 80, a=5 mho/m. 
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Ficure 7.4. Nomogram for the determination of transmission loss due to distance 
attenuation with an isotropic radiator. 

Example. (1) For a great circle distance oí 1200 km and A=8°, draw a straight line which gives reference 
point (2). With reference point (2) and the wave frequency (in Mc/s) draw line (3). The intersection of 

line (3) with the dB axis gives the spatial loss (4). 
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Z.3.4.4. Ionospheric Absorption 

The ionospheric absorption, La, depends on several parameters, 
namely: sunspot number, solar zenith angle, season, operating frequency, 

Figure 7.5. Nomogram for the determination of absorption index I from the solar zenith 
angle (x) and the mean sunspot number R. 

Example: With X"40° and Ä — 100, draw a straight line. The intersection of this line with the absorption 
index lines gives 7 = 1.06. 
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gyrofrequency, and radiation angle. The dependence on solar zenith 
angle x and sunspot number R can be expressed, to a sufficient degree 
of accuracy, in terms of an absorption index I by the formula (see sec. 
3.3.6.2 and sec. 3.3.6.3) 

1= (1+0.0037Ä) (cos 0.881x) 13. (7.1) 
This equation is incorporated into the nomogram shown in figure 7.5, 
whence I can be obtained for given values of x and R. 

The seasonal dependence on cos x has to be corrected for the winter 
anomaly (sec. 5.2.5.5). The corrected I (Ic, say) is obtained by multi¬ 
plying the value obtained from figure 7.5 by the factors in table 5.1. 

The next step is to incorporate the frequency dependence (sec. 
3.3.6.2) and the path length in the medium. These are incorporated in 
figure 7.6 in which the corrected absorption index, Ic, should be used where 

Figure 7.6. Nomogram for obtaining the ionospheric absorption per hop from the 
absorption index I, the effective wave frequency f+fa, and the angle of elevation A. 

Example: (1) Enter with the absorption index I (1 = 1.09) and the elevation angle â ( = 8°). 
(2) Mark the reference point of intersection with the center line. (3) With reference point and 
effective frequency (=22.4) draw a straight line as far as the curve marked absorption 
per hop ( = 6 dB) . 

This nomogram is based on the equation 
615.5 n sec 0 [ 1 -|-.00377?] [cos .881 x]i-3 

n=number of reflections. Note that it is inaccurate for frequencies less than about 5 Mc/s. 
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appropriate. The gyrofrequency, /«, can be obtained for any geographical 
location from figure 7.7. Note that the use of fn instead of introduces 
some error into the calculated absorption of the ordinary wave, but this 
is relatively small except for strictly east-west propagation when it is 
probably better to drop the magnetic term altogether. The nomogram 

Figure 7.7. JForld map of gyrofrequency for a height of 100 km. 
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should be used as follows: With the corrected absorption index and radi¬ 
ation angle draw a line interesecting the center line. The intersection gives 
a reference point. With the reference point and the effective frequency 
(f+fn) extrapolation gives the absorption per hop (in decibels). 

Z.3.4.5. Allowance for Fading, Polarization, Etc. 

The above considerations of transmission loss are all based on median 
values; that is, they refer to nonfluctuating signals. Owing to short-term 
variations in electron content along the ray path, the signal will, in 
general, fade so that for a certain fraction of the time the signal level 
will drop well below the median value. In order to ensure that the signal 
exceeds a minimum level for a certain percentage of the total time, an 
allowance must be added to the path loss. By this means, the matching 
polarization terms Lip and Lrp (see (5.5)) are automatically taken into 
account. Tables giving the necessary allowances for various types of 
service are given by the CCIR Q6]. 

Figure 7.8. Space-wave radiation of a half-wave horizontal antenna 
20 m above poor earth, e — 4, a — 10-3 mho/m. 

Numbers on curves are decibels above an isotropic radiator in free space. 
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Z.3.4.6. Antenna Gain 

In order to determine the system loss, it is essential to know the gains 
of the transmitting and receiving antennas at the appropriate radiation 
angles. Of course, this information can only be obtained from the ge¬ 
ometry of the antennas. An example of the type of information required, 
for the case of a half-wave horizontal antenna, is shown in figure 7.8. 

7.4. FREQUENCY PREDICTION SYSTEMS 

7.4.1. Monthly Predictions3

A variety of ionospheric predictions is issued monthly by labora¬ 
tories in a number of different countries, usually three months or so in 
advance. Many of them are for localized areas, but several attempt world¬ 
wide predictions p, 7]. While all prediction services use essentially the 
same ionospheric data and established physical relationships, there is 
considerable variation in the form of presentation and in the approxima¬ 
tions used in applying the various predictions to propagation problems. 
The CRPL prediction system, based on a method of numerical mapping 
of ionospheric characteristics developed by Gallet and Jones [8, 9, 10], 
using electronic computers, will be described briefly. 

The term "numerical map” is used to denote a function, r(X, 6, t), 
of the three variables: latitude (X), longitude (0), and time (t). The func¬ 
tion r(X, 0, t) is obtained by fitting certain polynomial series of functions 
of the three variables to the basic ionospheric data. The general form of 
HX, 6, t) is the Fourier time series 

H 

T(X, 6, t) ±a0(X, 0) + J] Ca>(X, 0) cosyt+i>;(X, 0) sinyt], (7.2) 
>i 

where H denotes the number of harmonics retained to represent the 
diurnal variation. The Fourier coefficients, a,(X, 0) and bj(X, O'), which 
vary with the geographic coordinates, are represented by series of the form 

* 

22 A*G*(X, 0) (7.3) 
k-0 

where the Gi(X, 0) are given in table 7.1. The index s denotes which Fourier 

* This section was written by Mr. S. M. Ostrow. 
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Table 7.1. Geographic functions G*(X, 0) 

Main latitudinal 
Mixed latitudinal and longitudinal variation 

variation 
First order in longitude Second order in longitude 

k Gk(K. 0) k Gk(X. 0) k GMX, 9) 

0 
1 
2 

1 
sin X 
sin2X 

&o + l 
&o+2 

fco+4 

COsX COS0 
cosX sin0 

sinX cosX COS0 
sinX cosX sin0 

sin9,X cosX COS0 
sin9|X cosX sin0 

J
!
 

-
I
 
C
O
 
1
 
,
 
"
 

+
+
+
+
1
 
1
 

¿
í
ü
 
i
 

i 
1 1 

cos2X cos 20 
cos2X sin 20 

sinX cos2X cos 20 
sinX cos2X sin 20 

sin92X cos2X cos 20 
sin^X cos2X sin 20 

ko sin 9oX 

coefficient is represented, in the order given by 

s = 2j, for a^X, O)', ; = 0, 1, -,H, (a) 
(7.4) 

s = 2j-\, iwbi{X,0),j=\,2,---,H. (b) 

A numerical map, T(X, 0, t), is completely defined by a relatively small 
table of coefficients, D,k. 

An important advantage of the numerical mapping method is that, 
as new data become available, the coefficients can be easily revised by 
the use of an electronic computer. Also, as additional physical relation¬ 
ships are established, they can be incorporated readily into the mapping 
program. The value of the parameter mapped can be derived for any 
location, and graphical maps may be prepared by computations using the 
table of coefficients. 

The numerical map is particularly useful when large numbers of 
propagation path computations are required. The use of a computer 
permits rapid and economical inclusion of all required propagation vari¬ 
ables in routine computation. Tables of predicted coefficients may be ob¬ 
tained in the form of tested sets of punched cards from the Prediction 
Services Section. CRPL. Users who do not have access to a computer, or 
whose requirements are not large enough to justify their own computer 
facility, may arrange to have ionospheric propagation calculations per¬ 
formed at a reasonable cost by the Frequency Utilization Section, CRPL. 

For those who do not have access to a computer, or require a manual 
solution to an ionospheric propagation problem for some other reason, 
the CRPL also issues a monthly publication, Ionospheric Predictions p]. 
This bulletin contains the basic tables of predicted coefficients of foFi 
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and M(3000)F2 three months in advance, in addition to world maps of 
predicted MUF(ZERO)F2 and MUF(4000)F2 for every even hour of 
Universal Time. The predicted maps are calculated from the tables of 
predicted coefficients using the approximations: 

MUF(ZERO) F2=/oF2+/w/2 = fxF2, (7.5) 

MUF(4OOO)F2=/oF2XAf(3OOO)F2Xl.l. (7.6) 

Instructions for the use of these maps may be found in the National 
Bureau of Standards Handbook 90 [T1J. Tables 7.2 and 7.3 give examples 
of tables of predicted coefficients 1)^ defining the function T(X, 6, t) for 
monthly median /0F2 and M(3000)F2 for June 1963. Figures 7.9a and 
7.9b show examples of world maps of MUF(ZERO) F2 and MUF(4000) F2 

for the hour 1800 Universal Time, predicted for June 1963. These maps 
were derived from the predicted coefficients of tables 7.2 and 7.3. 

7.4.2. Permanent Predictions 

In contrast to the monthly prediction systems, permanent predic¬ 
tions systems describe the variation of the ionosphere over a complete 
solar cycle. They are particularly useful for long-term frequency planning 
and communications equipment specification. Such systems have been 
issued by the CRPL, the United States £12]; the Radio Research Station, 
England £13]; The Defence Research Telecommunications Laboratory, 
Canada £14]; and the Radio Research Laboratories of Japan £15]. These 
are usually issued in the form of a set of maps for solar cycle minimum and 
maximum conditions, but may also be in the form of a set of maps for 
a specific level of solar activity accompanied by a set of maps showing the 
world variation of the dependence on solar activity. Permanent predictions 
in the form of numerical maps for solar cycle minimum and maximum are 
available from CRPL and are part of the current CRPL prediction system. 

By applying a suitable index of solar activity to a permanent pre¬ 
diction system, ionospheric characteristics may be obtained for any level 
of solar activity. They may be used as monthly predictions by using a pre¬ 
dicted monthly index. The Zürich sunspot number has been the most 
commonly used index of solar activity. An index based on past ionospheric 
data, such as /(F2) of the Radio Research Station, is also sometimes used. 
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lamiivi 

Figure 7.9a. Predicted median F2 layer parameters for 1800 UT for June 1963, 
MUF(ZERO)F2. 

(From CRPL Ionospheric Predictions.) 
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Figure 7.9b. Predicted median F2 layer parameters for 1800 UT for June 1963, 
MUF(4000)F2. 

(From CRPL Ionospheric Predictions.) 
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TABLE 7.2 

TIME VARIATION 

Harmonic 0 1 2 3 4 

Xs 0 1 2 3 4 5 6 7 8 

I 

0 1 2 3 
5 
7 8 9 10 1 1 12 

6.0618632E 00 6.8888481E-01 -7.3134664Ê 00 1.7G12G39E 01 4.0C8O876E 01 -1.O742907E 02--1.5304632E 02 2.4404692E 02 2.6909425E 02 -2.357O311E 02 -2.1793283E 02 8.2213799E 01 6.6363263E 01 

1.4603118E 00 1.8458435c 00 3.3C25788E-01 -2.1949423E 00 4.6615986E 00 1.0030482c 01 1.64vl898t 01 2.7897459c Cl -6.8658689E 01 -1.234Q363E 02 -1.2116415t 02 — 1.4572548E 02 2.6651694E 02 4.7953692t 02 2.9909167E 02 3.0686440c 02 -4.8520759c 02 -6.6197169c 02 -3.0989546E 02 -2.8149716E 02 4.2202014c 02 7.2903955E 02 1.1539116E 02 9.4514658c 01 -1.4097802c 02 -2. 3502161t 02 

-3.7579392E-01 1 .23458056-01 j.17o29ioc-ul -1.40429386 OC 1.6207653E 00 -3.7061559E 00 1.643643ot 00 5.6933572t 00 1.1577900E 01 3.9956554t 01 -2.6625290t Cl -1.338636OC 01 -9.5691049t 01 -1.6131053t 02 6.3575849c 01 1.3361009t 01 2.2063866C 02 3.0753999c 02 -5.4820073t 01 -2.4697162t 00 -2.0724807t 02 .15960Ö»c 04 1.5967091E 01 -1.82/940öc 00 6.9601694c 01 9.3408277E 01 

-4.1155655E-01 -4.8877851E-01 5.45039Û9C-04 1.0038923t-01 1.3767994c 00 3.0604Á65E-01 1.6216300t 00 1.3206631C 00 -4.7172180c 00 3.0709140t 00 -1.3026006c 01 -7.3173242c 00 2.0429307c 01 -1.6996606t 01 3.8666931c 01 1.3700754c 01 -3.9479749E 01 2.5014909t 01 -4.6O656U4C 01 -1.6194225c 01 3.233580it 01 -1.8904032t Oi *.9370899c 01 6.3916995c 00 -9.5216227E 00 5.8498391t 00 

2.8943523E-01 -4.0952426E-02 6.0138051E-02 5.2227966E-01 -1.6072730E 00 1.4316292E 00 2.0223716E 00 2.1359649c-01 9.1958916E-01 -1.4478403E 01 -6.4631110E 00 —8.0547266t 00 2.1158463E 01 4.3396792t 01 5.8185233E 00 2.21O1759E 01 -7.2021204t 01 -5.9807073E 01 -5.7258630t-01 -2.4049563E 01 8.5318733E 01 4.0699290t 01 -8.7065423t-01 9.2674674E 00 -3.4G88746E 01 -1.1174006E 01 

n 

13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 

-3.1111364E-03 1 .6325917E-01 6.4895009E-02 -2.2138880E 00 -3.4436243E 00 -6.3044809E 00 9.4741756E 00 5.3695678E 01 2.8898525E 01 4.1568152E 01 -6.6759263E 01 -3.0254492c 02 -8.0693480E 01 -9.0028732E 01 1.8322586E 02 7.1606172E 02 9.5449331E 01 7.9885371E 01 -2.2477637c 02 -7.4817072E 02 -4.1567623E 01 -2.4788O13E 01 1.0185472E 02 2.8383G96E 02 3.23756756-02 4.4887345E-02 

3.7130003E-02 1.9675085E-01 1.8778888E-02 9.3292036E-01 1.67G3957t-Ol 5.6371826t-01 -1.7505902E 00 -4.3399359t 00 -4.2805589c-01 -3.5520107c 00 —4.1527466E 00 -1.4433322E 01 -7.0112568E-01 -6.4495611E 00 4.1721454E 01 7.3073733E 01 8.5815C79E 00 2. 0460920t 01 2.7724554c 01 5.2268417E 01 -1.3742736E 01 7.1872261E 00 -2.2050830E 02 -3.2427012E 02 -3.0917920E 01 -2.3922960c 01 -7.4822660t 01 -4.6570795E 01 7.4178706E 01 2.0350389E 01 4.6303975E 02 5.5923265E 02 4.4873680E 01 -1.8618713E 01 8.7358310E 01 -3.9377524E 01 -1.2156183c 02 -3.3388794c 01 -4.2834302E 02 -J.89a82C5t Oí -2.4400650E 01 2.8800223E 01 -3.5656183c 01 5. 1635677t 01 6.4728755E 01 1.0147490E 01 1.4539466E 02 8.1654372E 01 -6.6594579E-02 - 7.3930562E-02 2.7694557E-02 -1.4093956E-01 

-5.05C5439E-03 -1.227358ot-02 -1.6070859E-01 8.7038947c-O3 - 7.8181190C-01 -2.1178115C-01 -2.9331796t 00 -1.0625661t 00 1.4317647E 00 -5.8054690t-01 6.3551247c-0i -4.7390064c-01 6.6331400t 00 2.4633393E 00 4.4706221E 01 1.5405267t 01 -1.0972059E 01 8.5515375t 00 1.0525432E 01 -1 . 7446531E-O1 -2.4165373E 01 -1.3928006t 01 -2.2153105t 02 -7.2031055t 01 2.7144341E 01 -2.9820130t 01 -3.5693906E 01 1.2564252t 01 4.1434115t 01 3.5150222t 01 4.7851028E 02 1.4965211t 02 -2.8297037E 01 3.6382409E 01 4.0634620t 01 -2.5185323t 01 -3.0166474E 01 -3.7465211E 01 -4.7067961E 02 -1.3660741t 02 1.1489837t 01 -1.3792001t 01 -1.5627101t 01 1.3460666t 01 3.9756312t 00 1.3439421t 01 1.7282273E 02 4.6453620E 01 7.7859956E-03 3.8187296t-02 -2•6811135E-02 1.6053300E-02 

1.317846it-02 1.690282 ¿t-Oí -5.1076926t-02 —3.6166594t—02 -7.5652730t-02 -5.8177151E-01 -2.2103361c-o1 1 .1224 701c-0 i 5.093628BE-02 -8.5566167t-01 1.9277136t 00 1.3674149C-02 2.2312573t 00 9.4732679t 00 1.9594241E OC -2.0121971c 00 — 6•0664259c-02 5.1572 713C 00 -9.6658301t 00 1.7004548t 00 -1.2468171c 01 -4.0000953c 01 -9.1201950t 00 6.6665311t 00 
-9.941693íc-01 -1.1837536t 01 1.6576686t 01 -8.094154oc 00 2.6350756c 01 7.0453454c 01 2.0644946C 01 -9.7447694c 00 2.1944123E 00 1.2057610t 01 ->.iH4063c 00 1.1454615c 01 -2.8922655t 01 -5.5515637t 01 -2.0461181C 01 7.1520000t 00 -1.0569404c 00 -4.6937778E 00 9.453372OC-O2 -5.0045370c 00 1.04584QVC 01 1.6053203t 01 7.3304597t 00 -1.9470017c 00 -4.8192326C-03 -1.8654908t-02 -6.1489808E-03 2.5583601t-02 

5.8020303E-02 1.7616392E-32 7.7700136E-02 1.2626209E-02 -2.0731304E-01 1•58731 19E-01 3.3872981E-01 -6.4089479t-01 -2.5461736E 00 -2.7249219t-01 -6.8774269E-01 -1.5946320t-01 2.6297924c 00 -4.3545650E 00 -3.5924106E 00 1.0616151E 01 1.8780771E 01 2.8020379E 00 2.0401853E 00 3.1174119E-01 -9.5834179t 00 2.8713200t Oi 1.4343742c 01 -5.6403156c 01 -5.0388902E 01 -9.0142479E 00 -2.9120058E 00 8.2261455E-01 1.4433924E 01 -7.3225793E 01 -2.4255030t 01 1.262C351Í 02 5.7705684t 01 Í.1656471E 01 1.4857567E 00 -2.6965360t 00 -9.1215318E 00 6.0893284t 01 1.6O27557t 01 -1.2496630E Oí -2.3846122E 01 -5.2965726E 00 1.1467383E-01 1.7653640t 00 1.7803050E 00 -3.2548268t 01 -2.7020821E 00 4.5212071E 01 7.6901857E-O3 2.1804165E-02 7.1855074E-03 -1 .'4412534E-02 

3
0
6
 
I
O
N
O
S
P
H
E
R
I
C
 
P
R
O
P
A
G
A
T
I
O
N
 
P
R
E
D
I
C
T
I
O
N
S
 



39 40 41 42 43 44 
m 4546 

48 49 50 51 52 

G
E
O
G
R
A
P
H
I
C
A
L
 

V
A
R
I
A
T
I
O
N
 

TABLE 7.2» CONTINUED 

-2.2243550E-01 -4.1157782E-01 -6.0 129504E-01 -5.4718356E-01 2.4431573E 00 3.7672U88E 00 2.0633151E 00 1.0412184c 00 -5.4059122E 00 -9.2573766E 00 -1.7357938E 00 -3.8134213E-01 3.3317464E 00 6.2966958c 00 

7.9965690c-Ul -4.0945373E-01 3.0933786E-01 2.0250975E-01 -8.4940921E-01 2.2253875E OU -6.1580197E-01 -9.8925537E-01 -1.4805479E 00 -4.9787298t Ou 5.7236017E-01 8.5847125E-01 9.8485116E-01 3.0332794E 00 

1•1528773E-O1 -1 •4733867E-01 2.0313565t 00 8.6734731E-01 -4.2 16 1978E-01 1.3474982E 00 -8.8650360t 00 -6.7690841E-01 -2.6571760E-01 -1.2792030E 00 8.0317355E 00 

7.8264183E-02 3.1498853E-01 2.5105565E-01 -9.2413288E-01 - 7.3792610E-01 —1.371842VE 00 -8.6683769E-01 1.926Q939E 00 1.0363975t 00 2.2254380E 00 5.0302925E-01 -4.0478348E-01 -8.3808469E-01 -1.4950064c 00 

1•2777511c-01 5•32686006-01 -2.0632316E 00 - 1.14362 32Ê-0I -1.5175129c 00 —1.9275214c 00 7.3258049E 00 6.64 26O65E—01 2.1299899t 00 1.7774499E 00 -6.5445791t 00 -9.S221753E-01 

-1.6233762t-02 -1.859302 8E-02 3.0602094t-0* 3.50132506-02 9.04448036-03 1.13530*16-02 1.683125>t-02 7.28314826-02 1.4394707E-01 2.20942686-01 -1.86B9688E-02 1 • 7885350E-01 -7.69700o 7t-O3 1 • 3367oJ3c-01 2.9966173E-03 -1.4545954c-01 -2.01205316-01 -8.5617251t-01 -1•5392106E-01 -2 • 1109224E-01 6.292620bt-02 7.97605296-01 

-2.2310859E-02 -1.13884436-01 -7.31525816-04 -1.8216440E-01 -6.7762142E-02 4.889454ot-01 -1.91414446-03 -5.4257892C-01 1•53822436-01 2.1043183E CO -2.1096271E-02 5.436C603E-01 8.01058536-02 -1.7723341E 00 1.1798088E-02 2. 2463466t 00 -1.6829177E-01 -6.0461426t 00 -2.59872 78t -01 1.3832242E 00 -2.0336876t 00 4.5043299t 00 

Harmonic 5 6 7 8 

X 9 10 II 12 13 14 15 16 

I 
0 1 2 3 4 

9 • 966223 IE-02 1.405934OE-01 -1.49694936—01 -2.10008136-02 -3.0921571E-01 - » .o49481st-01 1.5 709866t -01 3.0373425c-0t 2.22383676-01 2.4358O02E-01 

-1.16397626-01 2.18368456-02 -1.04501726-01 -1.03659096-01 5.1600007c-01 4.85713696-02 1.1369507t-01 1.06643066-01 -4.17765176-0* - 7.90068056-02 

-2.3775916E-02 -7.9171670E-02 7.9041 764E-02 -4.2983212E-02 7.1871463E-02 3.6601759E-01 -9.2053959E-02 *.1775138E-02 -5.1274070E-02 -3.025791OÊ-01 

7.9136678E-02 -5.94421006-03 2.9347622E-02 6.6448063E-02 -3.9476996E-01 -2.1168590E-03 -3.0367931E-02 -6.9653336E-02 3.4033103t-01 

I - Main latitudinal variation Mixed latitudinal and longitudinal variation: H - First order in longitude. Hl - Second order jn longitude, 

Notation: For each entry the number given by the first eight digitsand sign is multiplied by the power of ten defined by the last two digits and sign. 

PREDICTED COEFFICIENTS DSK DEFINING THE FUNCTION T(X,0,t ) FOR MONTHLY MEDIAN fo F2 (Mc/s) 
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TABLE 7.3 

TIME VARIATION 

Harmonic 0 1 2 3 
0 1 2 3 4 5 6 

I 

0 
1 
2 3 
ï 5 6 7 
8 

2.9846O47E 00 
-5.0063784E-01 1.85O2771E 00 8.4137349E-01 -5.1402204E 00 
-7.0252100E-01 5.6363U33E 00 3.8292232E-01 -2.3883651E 00 

-8.8046694E-02 -2.6862277E-01 
-7.6290212E-02 -3.7488598E-01 3.175231IE-01 2. 4262191t 00 
2.6663426E-01 1.2945747E 00 -2.0459337E-01 -5.8935226t 00 -2.9371185E-01 -2.6497596E 00 -2.1791823E-02 6.2367183t 00 1.0088166E-01 1.6852026E 00 3.4345697E-02 -2.5892039E 00 

-2.1199636E-02 -1.4457365t-01 
1. 1232397E-01 -¿•5740258E-01 9. 9083309t—02 1.4307732t-02 -6.1639423E-01 1. 2366405t 00 -1.0148953E 00 1.0050479t 00 9•22809i i E-01 -1.9509943t 00 
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TABLE 7.3. CONTINUED 

m 

27 
28 29 30 31 
32 33 34 35 
36 

1.44497666-02 -6.02686236-03 -1.4362969E-C3 2.0993976E-C3 -1 .31Ü4181E-01 

-7.3 129424E-03 2.828 5532E-02 -1.8 7 59120E-0 3 4. 741 73osE-0 3 -1 . 1350380E-01 6.6375435E-04 
2.4667502E-02 -6.8907294E-02 -3.7223690E-04 2.9154513c-03 
9•558329IE-02 -1.0230071E-02 2.6012231E-01 

-b. 5126359E-03 1.623 /Oböc-O J -6.5084171E-03 1•5027262E-02 -9.6650246E-03 -1 .5928333c-0¿ 2.0909739E-02 2.6412399E-02 -5.7752228E-02 
-5.0660560E-03 -1.50783Q2E-02 

-5.5937636E-03 -7.924736Vc-03 -2.4613063E-03 1.8606725E-Q4 J.947026¿c-0¿ -4.¿794055c-03 1•5431829E-02 4.3180137E-04 X.69 10¿41E-02 1.6117J1ÖC-05 1•8073043E-03 2.4693773c-03 —X .0169957t—01 7.2261267E-O3 -O.7063709E-04 
-1.3745593Ê-02 

Harmonic 4 5 6 

\S K 7 8 9 10 Il 12 

I 

0 
i 2 3 

1.9780783E-02 7.0531886E-03 
1.8452392E-02 2.2202710E-02 -3.209859CE-02 - 1.8260167E-02 -1.72562Ü1Û-02 -1.5475290E-02 

6.4443347E-03 1. 1299466t-0¿ 
-3.5465446E-02 -1 ,2499606c-0¿ -3.6797341E-03 -1.79C0707E-02 3.5480584E-02 1 .4955502t-0¿ 

-2.6147691c—03 6.5125544E-03 -2.8678656t~03 -1.7767042 c-Q¿ 
6.386925 IE-0 3 -5.9672219E-Q3 1.236962OE-03 1 .6y6202¿c-0¿ 

I - Main latitudinal variation Mixed latitudinal and longitudinal variation.*!! First order in longitude, IH - Second order in longitude. 
Notation: For each entry the number given by the first eight digits and sign is multiplied by the power of ten defined by the last two digits and sign. 

PREDICTED COEFFICIENTS DSK DEFINING THE FUNCTION r(X,0,t) FOR MONTHLY MEDIAN M(3000)F2 
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7.5. RADIO NOISE PREDICTIONS 

7.5.1. Importance of Noise 

In every communications system (radio or otherwise) noise is the 
limiting factor which determines whether or not the signal is usable for 
the transmission of information. In principle, if all noise could be elimi¬ 
nated from a system then only an infinitesimal transmitted power would 
be required and the amplification in the receiver could be unlimited. 
In the presence of noise, there is a limit to the amount of useful amplifi¬ 
cation because both signal and noise are amplified to the same extent. 
Thus, in choosing a receiving site, it is very important to have a knowledge 
of the ambient noise with which the desired signal must compete so that 
sufficient power may be transmitted in order to override the noise. 

Radio noise arises from a number of noise sources such as resistors, 
radio tubes, etc. (thermal noise), galactic noise (thermal) from outer 
space, atmospheric noise from lightning discharges (thermal and/or 
impulsive in nature), and from electrical machinery (impulsive or 
spikey) [16]. 

Noise internal to the receiving system is usually the dominant noise 
in systems operating on frequencies above about 300 Mc/s. In the high-
frequency band (3 to 30 Mc/s), atmospheric and galactic noise usually 
determines the noise level at sites well removed from civilization. It is 
with these types of noise that we shall be concerned in this chapter. 

Measurements of atmospheric noise levels have been made for many 
years by the Radio Noise Section of the Central Radio Propagation Labo¬ 
ratory and the reader is referred to their publications [17, 18, 19] for 
details on the method of noise measurement and the applications to the 
design of communications systems. These details need not concern us 
here; it will suffice to know that experience has shown that the noise 
power is generally the most significant single parameter in relating the 
interference effect of the noise to system performance. 

The noise power is measured in terms of quantity, Fa, which is de¬ 
fined as the external noise power available from a lossless antenna, ex¬ 
pressed in decibels above kT0, where k is Boltzmann’s constant and To = 
288.39 °K is a reference temperature, which is the noise generated in a 
unit bandwidth by a thermal source at a temperature To. On the as¬ 
sumption that noise power is proportional to the bandwidth b (in cycles 
per second) we have that the the total power (P„ in decibels above one 
watt) available at the terminals of a lossless antenna is given by 
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Pn = Fa+B—204 dB/W (7.7) 

where B — 10 log b and 10 log kT0= — 204. Notice that this is based on 
the assumption that the noise is incident on the antenna uniformly in all 
directions. 

7.5.2. Presentation of Noise Data 

7.5.2.1. Long-Term Characteristics 

The noise power at any point on the earth’s surface depends on the 
following: 

(1) Geographic location; 
(2) Time of day; 
(3) Season of year; 
(4) Operating radio frequency; 
(5) Bandwidth of the receiving system. 

Hourly noise data have been collected at a number of locations on a 
routine basis over several years. Any long-term variation appears, at 
present, to be small. The diurnal and seasonal variations of the noise 
parameters are represented by dividing the year into the following four 
seasons: 

Seasons 

Months 
Northern hemisphere Southern hemisphere 

December, January, February 
March, April, May 
June, July, August 
September, October, November 

Winter 
Spring 
Summer 
Autumn 

Summer 
Autumn 
Winter 
Spring 

The noise levels are presented as median values Fam of Fa for each of the 
following 4-hr periods of local time at the receiver: 00-04, 01—08, 08-12, 
12-16, 16-20, and 20-24. The statistical distribution of the individual 
values F„ about the median Fam is given by the upper decile ratio Du 

( = Fau — Fam) where Fau is the value of Fa exceeded 10 percent of the time. 
When plotted on a normal probability graph (level in decibels), the am¬ 
plitude distribution of the deviations, D, above the median can be repre-
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Figure 7.10. Worldwide radio noise data, winter season, 0800-1200 local time. 

(a) Expected values of Fam, in decibels above kToB, on 1 Mc/s. 



Mc/s. Mc/s. 
Figure 7.10.—Continued. Worldwide radio noise data., winter season, 0800-1200 

local time. 

(b) Variation of radio noise with frequency, (c) Data on noise variability; a standard deviation of 
Fam'. o’D=standard deviation of values of Du=ratio of upper decile to median of Fam-
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sented with reasonable accuracy by a straight line through the median 
and upper decile value. A corresponding line through the median and 
lower decile value Di can be used to represent the deviations below the 
median. The lower decile is of little practical importance and will not be 
considered here. 

The values of Fam presented in the maps are deduced from values 
taken at several geographical locations and on a number of frequencies. 
From the frequency dependence of Fam a reference value on an effective 
frequency of 1 Mc/s is obtained and this is plotted on the sample noise 
map in figure 7.10a. Of course, the data presented are smoothed values 
and the measurements on a specific frequency at a particular location 
will, in general, differ from the value deduced from the curves. A measure 
of the error introduced by the smoothing procedure is, therefore, given 
by the standard deviation of these differences aFa„- In a similar way, the 
standard deviations of Du, aDu, are measures of the difference to be ex¬ 
pected between the values of Du obtained from the curves and the actual 
measured values. The variations with frequency of the above noise pa¬ 
rameters are given in figures 7.10b and 7.10c. A complete set of these 
maps can be found in the CCIR Report 322. 

Z.5.2.2. Short-Term Characteristics 

The parameters discussed above represent the fluctuations in the 
long-term character of the noise, that is, from one time block to the next 
and from season to season. To evaluate the effect of the noise on a com¬ 
munications system, we need also some knowledge of the short-term char¬ 
acter of the noise. This subject is dealt with fully in the publications of 
W. Q. Crichlow and his coworkers £17, 18, 19 J and the interested reader 
should consult those references. For many purposes, and particularly 
those involving subjective factors, the simplest procedure is to take the 
short-term effects into account by using the CCIR tables of signal/noise 
ratio £6]. 

7.5.2.3. Application of Noise Data 

To understand how the information presented in figure 7.10 is applied 
to an actual problem, let us consider the following example. 

Determine the noise level at Washington, D.C., on a frequency of 
13 Mc/s in a 6 kc/s channel at 1400 UT in December 1963. 
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From an atlas or some other source we determine the geographic 
coordinates of Washington, D.C.—39°North, 77°West and, hence, the 
local time is approximately 1400 — 0500 = 0900 hours. From the noise 
grade map of figure 7.10a we find that Fam on 1 Mc/s is about 32 dB. In 
order to determine the value of Fam on 13 Mc/s we locate the 32 dB 
point on the 1 Mc/s line in figure 7.10b and move up in frequency (keep¬ 
ing just above the 30 dB line). On 13 Mc/s, we have Fam~32 dB. To 
take into account the uncertainty in the value of Fam due to the spread 
of the data we add a correction aFam obtained from figure 7.10c. On 13 
Mc/s we find that o’fam~6 dB. Hence the noise power on 13 Mc/s in an 
effective bandwidth of 1 c/s is 32+6 = 38 dB above the reference value 
of kTo. 

On the assumption that noise power is proportional to bandwidth we 
find that the noise power in a 6 kc/s channel is 38 + 10 log 6000 = 38 + 
37.8 = 75.8 dB above kT0. Substitution in (7.7) gives Pn=—128.2 dB 
above 1 W. 

7.6. CALCULATION PROCEDURES FOR DISTANCES 
LESS THAN 4000 km 

7.6.1. Introduction 

The average height of the F2 layer (320 km) corresponds to a maxi¬ 
mum one-hop distance of about 4000 km. Hence, this distance gives a 
convenient dividing line between long distance and intermediate distance 
transmission. In this section we shall discuss, bv example, the procedure 
to be followed for transmission distances of less than 4000 km. 

7.6.2. Problem 1 

Fart 1. Determine the optimum working frequency around noon 
in June 1963 for a transmitter in Boulder, Colo., and a receiver in Wash¬ 
ington, D.C. 

Part 2. Find the transmitter power required to ensure the following 
performance of an A3 telephony double sideband system with a band¬ 
width of 6 kc/s. The required grade of service is marginally commercial 
for 90 percent of the hour and the antennas are half-wave horizontal 
dipoles at heights of 20 meters. 
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1' IG LIRE 7.11. World map used for determining latitude and longitude of end points 
midpoint, control points, and great circle path. 
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Path Length, Location of Midpoint, and Solar Angle 

First we find the geographic coordinates of the end points, from a 
map (figure 7.11) or elsewhere: 

Boulder 40°N 105°W 
Washington 38.9°N 77°W 

To find the path length and midpoint we lay a sheet of transparent paper 
over the world map (fig. 7.11) and proceed as follows: 

Step 1: Draw on it the equator and the 0° and 180° meridians. 
Step 2: Locate and mark the geographic coordinates of the transmitter 

and receiver. 
Step 3: Transfer the transparency to the great circle chart (fig. 7.12) 

and, with the equators coincident, slide the transparency along 
the equator until the terminals lie on the same great circle (solid 
lines) or a proportionate distance between adjacent great circles. 

Step 4: Estimate the great circle distance from the broken lines—this 
gives about 2400 km. 

Step 5: Estimate the midpoint location from the broken lines—approx¬ 
imately 40.4°N 91°W—and mark on the transparency. 

Step 6: Transfer the transparency to figure 7.13 and read the dipole 
latitude at the path midpoint—about 51°. 

Step 7: Determine the appropriate universal time at the path midpoint. 
1200 (90° WMT) corresponds to 1800 UT. 

Step 8: Determine the sun’s zenith angle x as follows. Place the trans¬ 
parency over the chart in figure 7.14. Keeping the equators co¬ 
incident make the zero meridian coincide with the universal 
time (1800) obtained in step 7. Then read off, by interpolation 
if necessary, the value of x at the midpoint of the path—about 
18°. A complete set of maps of x *8 given in reference 1. 

7.6.3. Determination of Optimum Frequency 

Step 9: From figure 7.9a and b, respectively, we obtain 

M UF ( ZERO) F2 = 6.0 Mc/s 

MUF(4000) F2= 17.0 Mc/s. 

Step 10: From the data obtained in step 9, we find, from figure 7.1, by 
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Figure 7.12. Great circle chart centered on the geographic equator for use with figure 7.11. 

The solid lines represent great circles. The numbered dot-dash lines indicate distance in thousands of 
kilometers. 
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LONGITUDE 

Figure 7.13. World map of magnetic dipole latitude. 

interpolation, that the MUF and FOT for 2400 km are respec¬ 
tively 13.8 Mc/s and 11.7 Mc/s. The FOT is 0.85 MUF (see 
sec. 4.7.3.). 

It is now necessary to determine the effect of the E layer. Here there 
are three possibilities. 

(1) The normal E layer will determine the MUF. 
(2) The sporadic E layer will determine the MUF. 
(3) That E layer cutoff will occur (sec. 4.7.2.). 

Step 11: Determine the radiation angle for one-hop E propagation for 
a distance of 2400 km. From figure 4.31 we find that this is less 
than zero and so this possibility is eliminated. 

Step 12: The angle of elevation SÇF2) for one-hop Ft propagation is 
found by first determining the height of the F layer from figure 
7.15 as follows: Place the transparency over the appropriate 
chart and, keeping the equators coincident and with zero degree 
meridian coincident with the universal time (1800), read off 
the F2-layer height at the midpoint of the path. We find the 
height to be about 400 km. From figure 7.2 we obtain A(F2) = 
13°. A complete set of maps for obtaining the F2-layer height 
is given in reference Q1J. 

Step 13: To see whether the MUF for the two-hop E mode dominates 
we proceed as follows for a distance of 1200 km (half the path 
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Figure 7.14. Solar zenith angle for June. 
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Figure 7.15. World map of F¡ layer heights for June. 

length). Knowing the zenith angle (18°) and the average sun¬ 
spot number (25) we find the MUF(2000)E from figure 7.16. 

MUF(2000)E = 17.6 Mc/s 

Using figure 7.17 we find 

MUF(1200) E= 14.5 Mc/s 

which is also equal to the combined E-Fi optimum working 
frequency because the day-to-day variation in this quantity 
is negligible. The reason for combining the E and Fi layers is 
that the greater value offoFi (as compared with foE) is almost 
exactly balanced by the greater obliquity of the E layer path 
giving the samesec 4>0 (see sec. 4.2) as for the Ft path. 

We see now that the MUF for E layer propagation exceeds 
that for F2 layer propagation. 
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Figure 7.16. Nomogram for obtaining MUF(2000)E from the 12-month moving average 
sunspot number R and solar zenith angle x-

Example: With and Ä = 25°, the MUF(2000)E is 17.6 Mc/s. 
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Figure 7.17. Nomogram for transforming MVF(2000)E to equivalent maximum 
frequencies and optimum working frequencies due to combined effect of the E 

layer and the Fi layer for other distances. 

Also from the MUF(2OOO)E it is possible to find the skip distance corresponding to a given frequency. 
Example: With MUF(2000)E of 17.6 Mc/s, the MUF(1200)E is 14.2 Mc/s. 

Step 14: To see whether the sporadic E layer controls the maximum 
frequency we use figure 7.18. This gives the median fEs contours 
for the month of June. A set of 12 such maps (one for each 
month of the year) is given in reference El J- Note that the 
solar cycle variation of E, has not been definitely established 
and so, for the time being, these charts may be considered as 
permanent. Furthermore, it will be seen that dipole latitudes 
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Figure 7.18. Worldwide distribution of fE, for June. 
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are used to simplify the longitudinal presentation of the data. 
From the dipole latitude, obtained in Step 6 ( = 51°N), we find 
the median JE, to be 5 Mc/s. The corresponding median value 
of MUF(2000)Fs is given by multiplying/E, by 5, i.e., 

MUF(2000)E, = 25 Mc/s. 

Because of the variability of the JE, an allowance must be 
made as a safety margin to insure communications 90 percent 
of the days. As a working rule, it is suggested that the optimum 
working frequency for 2000 km be obtained by subtracting 4 
Mc/s from the MUF(2000)E,. This gives OWF (2000) 
21 Mc/s. With the aid of figure 7.17 we obtain OWF(1200)E,~ 
17 Mc/s. Clearly, propagation via the E, layer will determine 
the optimum working frequency. 

Step 15: To determine the E (or Es) layer cutoff frequency we proceed 
as follows: Step 12 gives A(F2) = 13° and, by using figure 4.31, 
we find that the corresponding E distance is approximately 800 
km. Knowing the MUF(2000) E,( = 25 Mc/s), from figure 
7.17 we find that the MUF(800) E,~15.3 Mc/s. Thus the OWF 
(17 Mc/s) will penetrate the E layer (for A = 13°). However, 
since this frequency is well above the MUF(2400)F2 it will not 
normally be reflected from the higher (F2) layer. 

We now conclude that the dominant path for propagation 
is the two-hop E, path and that the optimum working frequency 
is 17 Mc/s. 

Path loss 

Step 16: The absorption loss is determined as follows. The index I is 
obtained (for x = 18°, F = 25) from figure 7.5. This gives/= 1.04. 

From figure 7.7 we find that the appropriate value of Ju 
is 1.5 Mc/s. Therefore,/+/// = 17+1.5= 18.5 Mc/s. The radi¬ 
ation angle for two-hop E, (from fig. 4.31) is A(2 Fs)=8°. 
Using figure 7.6 we obtain 

absorption per hop = 8.5 dB 

total absorption = 17 dB. 

Step 17: Distance loss. With an isotropic radiator, this is obtained 
from figure 7.4: 
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distance loss per hop = 120 dB 

total distance loss = 120+6 = 126 dB. 

Step 18: Ground reflection loss. From figure 7.3b we obtain, for A = 8° 
a ground reflection loss = 3 dB. 

Total path loss Lp,th= 17 + 126+3 = 146 dB. 

System Loss 

Step 19: Antenna gain. From figure 7.8, with A = 8°, the gain per antenna 
is 6 dB. Therefore, the antenna loss La= —12 dB. For informa¬ 
tion on other types of antennas the reader may consult reference 
pOJ and follow up the references cited therein. 

Step 20: Total system loss L, is given by 

Lt Tpath + La

= 146-12 = 134 dB. 

Step 21: Required carrier/noise ratio. From the CCIR tables [6] we 
find that the required value of peak RF signal/noise ratio under 
steady (nonfading) conditions for the specified performance 
is 27 dB. On the assumption of 100 percent depth of modulation 
this requires a median carrier/noise ratio of 21 dB. To allow 
for the random (Rayleigh) fading of the signal we must add 
8 dB, i.e., the ratio of the value P exceeded 90 percent of the 
time to the median Pm. This is obtained from the formula 

T= exp {-0.693P/PJ (7.8) 

where T is the fraction of time that the instantaneous value 
exceeds P. 

For the upper decile value, 10 log P/Pm~8 dB. 

The required carrier/noise is, therefore, 21+8 = 29 dB. 
Step 22: Noise power. Following the procedure outlined in sec. 7.5.2.3, 

we obtain from figure 7.19a 

Fa„ on 1 Mc/s= 70 dB. 
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Together with figure 7.19b this gives 

Fam on 17 Mc/s~33 dB. 

This value of Fam, being a median, gives the noise level exceeded 
50 percent of the days. In order to find the level exceeded 10 per¬ 
cent we require the upper decile value Faw. This is obtained 
from Du( = Fau — Fam) which is given, as a function of frequency, 
in figure 7.19c. On 17 Mc/s, D„~8 dB, therefore Fau= Fam+ 
Du = 33+8 = 41 dB. Because of the spread in the data, from 
which Fam and Du are derived, there are inherent inaccuracies 
in the median values. These inaccuracies can be partially taken 
into account by the standard deviations aeam and respec¬ 
tively which are given in figure 7.19c. From this figure we obtain 

dB; <rDo~3 dB. The total uncertainty aT is deduced 
on the basis that the errors are uncorrelated, i.e., <^ = a>ma + 
<7pu, hence <rr = 5 dB. The effective upper decile is, therefore, 
Fett= Fau+aT = 46 dB. When circuit operation is required for 
some percentage of the time other than 90 percent, Fau and 
Fam can be plotted on probability paper and the appropriate 
value of Fa obtained by linear interpolation (or extrapolation). 
A more complete account of this procedure is to be found in 
CCIR Report 322 £2 J. Furthermore, further corrections need 
to be made to obtain the true total uncertainty ar but these 
are negligible and will not be considered here. The interested 
reader should consult CCIR Report 322 for a more detailed 
treatment. 

The effective noise level for a 6 kc/s channel is given by 
substitution in (7.7). 

Pn = F.n+B - 204 = 46+37.8 - 204 

= -120.2 dB above 1 W. 

Step 23: Required carrier power Pr at receiver. From step 21 we have 

Required carrier/noise = Pr— Pn = 29 dB 

Pr = 29+P„ = 29 —120.2= —91.2 dB above 1 W. 
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Figure 7.19. Worldwide radio noise data, summer season, 1200-1600 local time. 

(a) Expected values of Fam, in decibels above kT^j, on 1 Mc/s. 



Mc/s. Mc/s. 

Figure 7.19. Worldwide radio noise data, summer season, 1200-1600 local time. 

(b) Variation of radio noise with frequency, (c) Data on noise variability; a fam standard deviation of 
Fam', GDu—standard deviation of values of Du = ratio of upper decile to median of Fam . 
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Step 24: Required transmitter power Pt. 

Pt=Pr+L.. 

From step 19, L,= 134 dB; and step 23, Pr= —91.2 dB. 

Pi — 42.8 dB above 1 W 

«19,000 W=19 kW. 

7.7. CALCULATION PROCEDURES FOR DISTANCES 
GREATER THAN 4000 km 

7.7.1. Control Points 

As the distance of propagation is increased beyond the one-hop 
limit (around 4000 km) it has been found (empirically) that the propa¬ 
gation is not suddenly cut off. Some physical reasons for this, discussed 
in section 4.6, are ionospheric and ground scatter, the high-angle ray, and 
ionospheric tilts. Empirically, it has been found that propagation did 
not appear to fail until the ionosphere failed to support the propagation 
at two "control points’’ on the great circle path at 2000 km from each 
end. This was apparently true, within limits, over wide ranges of path 
lengths, geographical locations, and time. 

In the practical solution of determining the MUF for Fj-layer propa¬ 
gation, the control points 2000 km from each end are chosen. The MUF 
for the path is the lower of the two MUFs, for a distance of 4000 km, for 
each control point as the midpoint of the 4000-km path. 

When it is desired to apply the procedure to the E, E„ and Ft layers, 
an additional pair of control points 1000 km from each end may be used. 
However, there is less justification for this course than is the case with 
Fï propagation. 

7.7.2. Statement of Problem 2 

Determine the transmitter power requirements of the following 
circuit: 

Transmitter location 
Receiver location 

London 51.5°N 0°W 
Washington 38.9°N 77° W 
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Month—December 1963 Time—1400 UT 
Sunspot number 17 (CRPL Predictions) 
Frequency 13 Mc/s 
Antennas—half-wave horizontal antennas 20 meters high, A3 
telephony—good commercial quality, 90 percent of time 
Bandwidth 6 kc/s 

7.7.3. Control Points and Midpoint 

Mark a sheet of transparent paper, as in problem 1, and determine 
the coordinates of the midpoint and the two control points (2000 km 
from either end). Following the procedures outlined in problem 1 we 
obtain the following information: 

Control point A: 
Control point B: 
Midpoint: 
Midpoint gyrofrequency: 
Path length 

Geographic 

55°N 30°W 
50°N 57°W 
52°N 42°W 
1.4 Mc/s 
5900 km 

Geomagnetic 

62°N 30°W 
60°N 57°W 

7.7.4. Frequency Calculations 

We follow the course outlined in problem 1, bearing in mind that the 
use of the control point method implies that the maximum frequency is 
that appropriate to a distance of 4000 km, i.e., zero angle of radiation. 
We obtain the following data. 

Step Parameter Source 2 Midpoint B 

(1) 
(2) 

(3) 

(4) 

(5) 
(6) 

(7) 
(8) 
(9) 

(10) 

Local time 
Solar angle x 

MUF(ZERO)F2
(Mc/s) 

MUF(4000)F2
(Mc/s) 

F-i layer height (km) 
Average F2 height 

(km) 
Absorption index I 
Average I 
Corrected I 

OWF(Mc/s) 

Step (1) and figure 
7.21 

CRPL Predictions 
(fie. 7.20a) 

CRPL Predictions 
(fig. 7.20b) 

Figure 7.22 
Average of step (5) 

Figure 7.5 
Average of step (7) 
Step (8) and table 

5.1 
0.85X21.5 

1200 
78° 

6.5 

22.5 

225 

0.28 

1112 
75° 

220 
222 

0.333 
0.30 
0.46 

18.3 

1012 
77° 

6.2 

21.5 

220 

0.30 
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Figure 7.20a. Predicted median layer parameters for December 1963, UT = 1400 
MVF(ZERO)F2
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Figure 7.20b. Predicted median F^ layer parameters for December 1963, UT=1400 
MUF(4000)Ft. 
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Figure 7.21. Solar zenith angle for December. 
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Figure 7.22. World map of Fi layer heights for December. 

Hence (since 18.3 >13), propagation on 13 Mc/s will be possible for 
more than 90 percent of the time. 

7.7.5. Path Structure 

The next step is to determine the dominant propagation paths (see 
sec. 4.7.1). For this we must depend on the stable paths so that although 
the Pedersen path (sec. 4.4.3.2), or scatter (sec. 4.6.4), may sometimes 
predominate, these paths cannot be relied upon for stable propagation. 
First we find the ground ranges corresponding to a single leg of the multi¬ 
hop path, e.g., 2F, 3F, 3 E, etc. We then find the maximum elevation 
angle for reflection from the E layer and the minimum F layer A that 
can penetrate the E layer. In this way forbidden paths can easily be 
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Figure 7.23. Nomogram for the determination of the E layer penetration frequency for 
any elevation angle A. 
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eliminated as follows: 

Step Parameter Source 

Paths 

3E 4E 2F 3F 4F 

(11) 

(12) 

(13) 

(14) 

(15) 

Distance per hop 

Radiation angle 
A° 

Maximum A (E 
layer) 

Minimum A (F 
layer) 

Minimum F 
distance (km) 

Total distance num¬ 
ber of hops 

Steps (6) and (11) 
and figs. 7.2 (F) 
and 4.31 (E) 

Minimum of step (7) 
A or B and figure 
figure 7.23 

Maximum of step 
(7) A or B and 
figure 7.23 

Minimum A or B of 
step (3) and step 
(4) and figure 7.1 
(for/=13 Mc/s) 

1967 

1.5° 

<0° 

1475 

4° 

2950 

2° 

<0° 

1600 

1967 

8° 

<0° 

1600 

1475 

13° 

<0° 

1600 

A consideration of these paths shows: 

(a) 3Æ and iE are impossible because A exceeds the maximum &(E), 
(b) 2F and 3F are possible, 
(c) iF is impossible because the hop distance (1475 km) is less than 

the minimum (1600 km). 

7.7.6. System Loss 

7.7.6.1. Path Loss 

Step Parameter Source 

Paths 

2F 3F 

(16) 
(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

Effective frequency 
Loss per hop (dB) 

Total absorption loss 
(dB) 

Ground loss per reflec¬ 
tion (dB) 

Total ground loss (dB) 

Distance loss 

Path loss Lpath 

/+/„ = 13 + 1.4 = 14.4 
Steps (9), (12), (16) and figure 

7.6 
Step (17) times number of hops 

Step (12) and figure 7.3a 

Step (19) times number of re¬ 
flections 

Frequency, distance, A, and 
figure 7.4 

Step (18)+ step (20)+ step 
(21) 

8 

16 

1 

1 

130 

147 

6 

18 

0.5 

1.0 

130 

149 
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7.7.6.2. Antenna Loss 

We shall assume that the appropriate antennas are perfectly matched 
to the transmitter and receiver. From figure 7.8 we obtain the following 
antenna gains relative to an isotropic radiator. 

Step Parameter Source 

Paths 

2F 3F 

(23) 
(24) 
(25) 

Transmitter antenna gain 
Receiver antenna gain 
Total antenna loss jLBntenn a 

Figure 7.8 and step (12) 
Figure 7.8 and step (12) 

-5 
-5 
10 1 cc

 

7.7.6.3. Total System Loss 

Lt ^path H- ̂antenna 

L.(2F) =147+10= 157 

¿,(3+) =149-8= 141 

Since the loss on the 2F path is very much larger than that on the 
3F path, the latter is the dominant path and it alone needs to be con¬ 
sidered further. 

7.7.7. Noise Power 

From section 7.5.2.3 we see that, on 13 Mc/s, FO„ = 32 dB and <7^ = 
6 dB. To find the effective upper decile value we proceed as follows: 

Step Parameter Source 3F Naine 

(26) 
(27) 
(28) 
(29) 
(30) 

(31) 

(32) 

Du 
aDu 
Upper decile Fau
Total uncertainty 
Effective noise level 
above kTob 

Correction for 6 
kc/s bandwidth 

Correction for kTo 

Figure 7.19c 
Figure 7.19c 
Fa. =E.m+D„ =32+9 
aT = k^am+aiuP 
Fax+<r r

Add 10 log 6000 = +37.8 (see 
(7.7) 

-204 

9 dB 
3 dB 

41 dB 
6.7 dB 

47.7 dB 

85.5 dB 

-118.5 dB/W 
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7.7.8. Required Carrier Power at the Receiver 

Step Parameter Source 3F Value 

(33) 

(34) 

(35) 

(36) 

(37) 

Peak RF signal/ 
noise required 

Carrier/noise 
(based on 100% 
modulation) 

Allowance for Ray¬ 
leigh fading 

Required carrier/ 
noise 

Required carrier 
power Pr

Reference [6] 

Step (33) — 6 dB 

Equation (7.8) 

Step (34) 4- step (35) 

Step (32) + step (36) 

35 dB 

29 dB 

8 dB 

37 dB 

-81.5 dB 

7.7.9. Required Transmitter Power P, 

P,= Pr+L, 

= -81.5+141 = 59.5 dB/W 

= 890 kW. 

This rather high value of required power will normally be reduced 
by the use of more highly directive antennas. 

7.8. CHOICE OF OPERATING FREQUENCY 

7.8.1. Optimum Working Frequency 

The optimum working frequency (0.85 MUF) can be calculated for 
each hour of the day by the methods described above. In principle, it 
would be desirable to change the frequency slowly throughout the day 
in order to make use of the optimum conditions. However, in practice, 
this is both inconvenient and, in most cases, impossible because of inter¬ 
national methods of allocating frequencies. In general, a user is allocated 
only two or three frequencies for use on a given circuit. A knowledge of 
the diurnal variation of the FOT will, however, aid the circuit operator 
in anticipating circuit failure due to penetration of the ionosphere by the 
signal. 
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7.8.2. The Lowest Usable Frequency 

For a given transmitter output power, as the operating frequency is 
decreased, the available power at the receiver normally decreases due to 
increased ionospheric absorption, etc. Furthermore, the noise power in¬ 
creases so that the signal-to-noise ratio deteriorates and the circuit re¬ 
liability decreases. The minimum frequency below which the reliability 
is unacceptable, is called the lowest useful high frequency (LUF). The 
LUF depends upon transmitter power, the factors that determine the 
path loss (frequency, season, geographical location, etc.), and the 
noise level (mainly frequency and receiver location). One of the main 
factors is ionospheric absorption and hence, since this normally varies 
with solar zenith angle, the LUF peaks around noon. Consequently, in 

Example: With 7=0.49 and A—1.5° the E penetration frequency is 13 Mc/s. 

Figure 7.24. Sample diurnal variation of the optimum working frequency (FOT) and the 
lowest usable high frequency (LUF) to illustrate the selection of operating frequencies. 
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selecting a frequency, it is necessary to ascertain whether the LUF ex¬ 
ceeds this frequency. 

7.8.3. Operating Frequency 

The diurnal variations of the FOT and the LUF for a circuit between 
the Canary Islands and London in a December when the average sun¬ 
spot number is 29 are shown in figure 7.24. It will be seen that, during 
the night, it is necessary to use a frequency of around 6 Mc/s in order to 
ensure that the operating frequency does not exceed the FOT by an ap¬ 
preciable amount for too long a time. The use of this frequency band 
during the day is impossible because it lies below the LUF. During the 
davtime it would be better to use a frequency around 15 Mc/s. 

Of course, it should be realized that occasionally the MUF may drop 
to an exceptionally low value, as during a magnetic disturbance, or that 
increased D region absorption will raise the LUF. Under these circum¬ 
stances even the FOT may be unusable. 
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CHAPTER 8 

Scatter Propagation on Very High Frequencies 

8.1. SCATTERING FROM IONOSPHERIC IRREGULARITIES 

The very high frequency (VHF) band is usually defined as the fre¬ 
quency range from 30 Mc/s to 300 Mc/s. Such a definition is of course 
purely arbitrary. From the point of view of magneto-ionic theory, the 
numerical values of Y (2.69) are very small and, in general, are negligible, 
except possibly for Faraday rotation effects (see sec. 4.9.5). Further¬ 
more, the maximum electron densities in the ionosphere are rarely suf¬ 
ficient to reflect waves on frequencies much above 30 Mc/s except for 
relatively short periods (e.g., in the equatorial regions near the peak of 
the sunspot cycle). Ionospheric transmission on VHFis, therefore, mainly 
the result of scattering of waves by irregularities in the electron density 
distribution in the ionosphere rather than by gradual refraction. If suf¬ 
ficiently high transmitter powers are used the net scattering of energy 
from the individual electrons (quasi-incoherent scatter) can be detected. 

The chief sources of irregularities in the ionosphere are: 

(1) Irregularities due to turbulent mixing in the D region. 
(2) Ionized trails due to the passage of meteors through the at¬ 

mosphere. 
(3) Spread Firregularities (cause unknown). 
(4) Sporadic E. 
(5) Individual electrons. 

In this chapter we shall select a few of these topics for discussion. 

8.2. CHARACTERISTICS OF PROPAGATION ON VERY 
HIGH FREQUENCIES 

Ionospheric effects on frequencies above 100 Mc/s are small (but 
see sec. 4.9) and not particularly important from the point of view of 

343 
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radio communications. We shall, therefore, concentrate our attention on 
the frequency band from 30 Mc/s to 100 Mc/s. 

Ionospheric propagation in the 30 Mc/s to 100 Mc/s range is char¬ 
acterized by the following features: 

(a) Regular but weak scattering from the D region which is useful 
for continuous single-frequency communication in the 30 Mc/s to 60 
Mc/s range over path lengths of the order of 1000 to 2000 km. 

(b) Intermittent reflections from ionized meteor tracks which are 
useful for burst communications in the 40 Mc/s to 80 Mc/s range over 
path lengths up to 2000 km. 

(c) Sporadic and intense reflections on frequencies which may be 
useful up to about 50 Mc/s to long distances (greater than 4000 km) 
via irregularities in the F region at times of high sunspot number. 

(d) Reflections from patches of sporadic E are sometimes important 
(especially as a source of interference) up to distances of 2000 km or so 
and on frequencies as high as 80 Mc/s. 

The chief disadvantages of VHF propagation, from the point of view 
of radio communications, are: 

(1) Low signal strengths, because of the relative inefficiency of the 
scattering mechanism. 

(2) Rapid fading. 
(3) Limited ground range (2000 km). 
(4) Mutual interference between channels normally independent. 

8.3. D-REGION SCATTERING' 

8.3.1. Scattering From Irregularities in the D Region 

Irregularities are produced by the action of turbulence, wind shears, 
etc., on the electron distribution in the height range between about 70 
km and about 90 km. These irregularities in electron density result in 
corresponding fluctuations in refractive index. Since turbulence merely 
brings about a redistribution of the electrons, these types of irregularities 
will exhibit marked solar control as does the overall electron content of 
the D region. There is also evidence for stratification in the D region Cl],2 

which means that the refractive index changes abruptly with height. 

1 This section is based on a lecture by R. C. Kirby. 
1 Figures in brackets indicate the literature references on p. 390. 



SCATTERING FROM IRREGULARITIES IN THE D REGION 345 

The effect of these rapid changes, both in time and space, on very-
high-frequency waves is to scatter the energy out of the direction of the 
incident beam pj. Since most of the energy is scattered in directions 
making small angles with that of the incident beam, the phenomenon is 
called "forward scatter.” 

The geometry of forward scatter is sketched in figure 8.1 in which a 
volume V of the ionosphere is illuminated by a transmitter. If pt is the 
power radiated in the direction of V, then the available power pa from a 
receiving antenna R is given by 

where 
Pa=Pirt?l 2bA,csc (y/2) S(K), (8-1) 

r0 is the electron radius (2.8 X10-15 m), 
I is the distance from V to R, 
b is the thickness of the scattering volume, 
Ar is the effective area of the receiving antenna, 
y is the angle through which scattering takes place, 

is the spectrum of turbulent irregularities, 

and 

-, It . . 
K = — sin jy, 

X 
(8.2) 

where X is the wavelength. Equation (8.1) applies when single scattering 
is the dominant mechanism (i.e., the amplitude of a twice-scattered wave 
is negligible) and for isotropic irregularities. 
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The scattering process acts like a narrow band filter on the spectrum, 
emphasizing those irregularities of size K~', where K is given by (8.2). 
Notice that the isotropy assumption prevents the application of this 
theory to magnetic field-alined irregularities. Furthermore, we have 
neglected the effect of the polarization of the incident wave. The latter 
requires the inclusion, in (8.1), or a sin2 x term where x is the angle be¬ 
tween the incident electric vector and the scattering direction. Equations 
(8.1) and (8.2) emphasize the joint frequency-distance dependence of 
received power which is characteristic of scatter propagation, and shows 
that the spectrum of irregularities is the basic description of the turbulent 
electron density variations which is required in electromagnetic theory. 
In the case of turbulent mixing it can be shown pj that 

S(K)~K-o(dN/dh)\ (8.3) 

where dN/dh is the electron density gradient. 
From (8.1), (8.2), and (8.3) we find that the relationship of system 

loss to the frequency / and geometry of the propagation path is given by 

?<//»□« //"‘(sin Iv)"--1, (8.4) 

where nt(n, = n+2) is the frequency exponent for an antenna the gain of 
which is constant with respect to frequency. The use of n, allows for the 
frequency dependence of Ar because the gain of the antenna increases as 
the square of the frequency. 

8.3.2. Height of Scattering 

Experimental evidence suggests that the scattering of VHF waves is 
produced primarily from two layers. During the daytime the predominant 
heights are around 70 km; this scattering layer is subject to solar control 
and, therefore, is thought to be due to turbulence. During nighttime the 
scattering appears to come from the 85 to 90 km region, the ionization in 
which is thought to be produced by the influx of meteors. Some observa¬ 
tions seem to be best explained on the basis of simultaneous scattering 
from both layers. 
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8.3.3. Signal Strengths in Middle and High Latitudes 

8.3.3.1. Ilong-Term Variations 

From hourly median values of signal strengths it has been found that, 
in the frequency range from 25 to 108 Mc/s, over distances of from 1000 
to 2000 km, the system loss ranges from about 140 dB to about 210 dB. 
The loss depends on several factors such as wave frequency, type of an¬ 
tenna, geography, and time. 

Median values of system loss p] indicate that on a frequency of 
about 50 Mc/s the diurnal variations of signal strength are as follows: 

Middle latitudes: A maximum near noon and a minimum near 2000 
hr local time with the diurnal curve broader in summer than in winter, 
as would be expected from the solar illumination. 

High latitudes: The diurnal maximum is broader and tends to be 
centered earlier in the day as compared with middle latitudes. The system 
loss for a given hour varies considerably from day to day. This variation 
is greater in high latitudes than in middle latitudes. 

In middle and high latitudes the seasonal variation is characterized 
by a strong maximum in summer for all hours of the day. No definite 
long-term (solar cycle) variation has been established. 

The above results were obtained over paths of about 1200 km length 
and with narrow-beam (6°) rhombic antennas aimed along the great 
circle. 

8.3.3.2. Frequency Dependence 

According to (8.4) the system loss should vary with frequency to 
the power n,. Observations with narrow-beam (6°) antennas show that the 
values of n, vary with time but that 90 percent of the observations give 
values in the range 7 to 9.5 with an overall median of 8. Daytime values 
are generally greater than nighttime by 1 or 2. Furthermore, summer 
values tend to be lower than those in other seasons, though winter daytime 
values are also lower than equinoctial daytime values. With wide beam 
(56°) antennas the values of n, are about | to 1 less than with the narrow 
beam (6°) antennas. 

The diurnal and seasonal variations of n„ and the beamwidth de¬ 
pendence, have been interpreted as evidence of the combined effects of 
turbulence and meteoric ionization. The lower values of n, are associated 
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with dominant meteoric contributions to the received signal, and the 
higher values with turbulence. 

A limited amount of data indicates that average values for frequency 
dependence for arctic paths are about the same as in middle latitudes, 
though less data are available. The measurement of frequency dependence 
in high latitudes is often complicated by the prevalence of high absorp¬ 
tion on the lower frequencies. 

The dependence of the intensity of the signal on scattering angle in 
the plane of the great circle has also been measured directly. Measure¬ 
ments have been carried out in summer daytime, over short paths (500 
to 800 km) using pulse transmissions to separate ionospheric and tropo¬ 
spheric returns. Values of n from 4 to 8 (corresponding to values from 6 
to 10 for n.) have been obtained. These are not inconsistent with the values 
from frequency dependence measurements, but as very few observations 
have been made, the statistical significance of the frequency dependence 
measurements is much greater. 

8.3.3.3. Short-Term Variations 

8.3.3.3.1. Amplitude Distribution and Fading Rate 

Observed amplitude distributions show that, during most of the day, 
the envelope is, essentially, distributed in a Rayleigh manner. The dis¬ 
tributions are peaked somewhat at the high-signal end during the late 
night and early morning hours. Fading rates normally lie between 0.2 
c/s and 3 c/s, the rate increasing with frequency. Most observations show 
that this rate depends on carrier frequency raised to a power between 
0.75 and 1.25. One would expect a linear dependence (exponent = 1.0) if 
the drift speed of the scattering region were dominant compared to the 
changing structure of irregularities. This departure from linear dependence 
at times favors the idea of a turbulent D region as against meteor-pro¬ 
duced ionization. 

Fading rates are higher for broad-beam systems, and for off-great¬ 
circle paths, than for great-circle transmission with narrow beams. 

8.3.3.3.2. Space Correlation 

Correlation of signals received on antennas spaced in the great circle 
is much greater than for antennas spaced perpendicular to the path. 
Measurements on 50 Mc/s, with narrow-beam transmitting antennas, 
show that the correlation coefficient falls to 0.5 at 3.5 wavelengths normal 
to the path, while along the path the corresponding distance is about 40 
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wavelengths. In the analyses of these data, recognizable meteoric signals 
were excluded. 

S.3.3.3.3. Frequency Correlation 

The extent of correlation of fading across a frequency band affects 
the modulation bandwidth which may be usefully employed and, hence, 
the design of frequency diversity techniques. Using narrow-beam (6°) 
antennas on 50 Mc/s, the correlation coefficient has been found to fall 
to about 0.5 for frequency separations of 6 kc/s during the early morning 
hours; and near noon the corresponding (6 kc/s) correlation coefficient 
is 0.65, falling to 0.5 for about 7 kc/s separation. This correlation is 
poorer for broad-band systems and for off-great-circle paths. 

8.3.3.4. Geographical Variations 

Observations have shown that, except for paths near the equator, the 
transmission loss for paths in the arctic, the United States, and Europe 
differ by less than ±5 dB from the overall median value. Within these 
limits, the signal strengths on the arctic paths are, statistically, higher 
than those in middle latitudes. 

Near the magnetic equator the signal intensities are, on the whole, 
much higher than in the United States. The background scatter signal is 
about the same, but this is obscured for a large portion of the time by 
strong enhancements (up to 50 dB) which appear to be reflected from 
field-alined ionization in the E region Q4J. Rapid fading is often charac¬ 
teristic of these enhancements. 

It may be of interest to note here that there is little correlation be¬ 
tween VHF transmission loss in temperate latitudes and f0E, or HF at¬ 
tenuation. There appears to be little variation of signal intensity with 
sunsport number but there is a statistical correlation (positive) with the 
magnetic K index £5J. 

8.3.4. Abnormal Behavior 

8.3.4.I. Sudden Ionospheric Disturbances 

These have been discussed already in section 6.2.4, but a few more 
comments are appropriate as it appears that the behavior of the received 
VHF signal varies with frequency. The increased ionization created by 
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the flare radiation appears to produce two effects: intensity enhancement 
(more efficient scattering) and increased D region absorption. On the 
lower frequencies, where the absorption effects are greatest, the net result 
is a decrease in signal. On the higher frequencies the overall effect is an 
increase in signal. On intermediate frequencies little effect is seen in many 
instances, from which it may be concluded that the two processes just 
cancel. The effect on the received signals on five frequencies are shown 
in figure 8.2 for signals transmitted over a 1295 km path (United States) 
employing narrow beam antennas. A definite frequency dependence is 
evident. On the other hand, with parallel broad-beam systems, increased 
attenuation was observed on all frequencies up to 75 Mc/s (the highest 
frequency used). 

8.3.4.2. Correlation With Auroral Phenomena 

We have seen already (sec. 6.3.3) that HF propagation in the auroral 
zone is characterized by periods of high absorption. These periods are 

Figure 8.2. Signal behavior on five frequencies during a sudden ionospheric disturbance, 
March 29, 1958. 

(After J. Blair, R. M. Davis, and R. C. Kirby, 1961; J. Res. NBS 65D (Radio Prop.), 417.) 
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not, in general, periods of high absorption of VHF waves. On the contrary, 
high signal intensities, on 50 Mc/s, are usually observed during periods 
of enhanced HF absorption and strong geomagnetic activity. It has been 
found also that marked increases in signal level often coincide with iso¬ 
lated intervals of HF blackout £6J. 

8.3.4.3. Sputter 

An additional effect associated with aurorae is the occurrence of 
rapid fading called "sputter,” which is due to a multipath signal. There 
have been occasions when "sputter” speeds of up to 200-300 c/s have 
been observed, i.e., about 100 times the normal fading rate. The effect 
is minimized with narrow-beam antennas. It may be observed, to some 
degree or other, 100 hr and more per year £3]. 

8.3.4.4. Polar Cap Absorption Effects 

Forward scatter signals are affected during PCA events (see sec. 
6.4) in high latitudes. If the onset of the proton flux (which gives rise 
to the PCA) occurs at night, the VHF signals are enhanced (fairly 
abruptly) followed by strong absorption during the ensuing daylight. The 
fact that the scattered signals are absorbed during the PCA while en¬ 
hanced during auroral blackouts indicates that the height at which scatter¬ 
ing occurs lies below the region of auroral absorption (90 km) but above 
the height at which polar cap absorption occurs (60 km). 

Polar cap absorption events are generally confined to paths with mid¬ 
points at geomagnetic latitudes greater that about 60°. The onset of this 
absorption (in the lower latitudes) usually follows the onset of a magnetic 
storm and often at the time of a strong (Forbush) decrease in the intensity 
of cosmic rays which is, in general, many hours after the commencement 
of the PCA itself in higher latitudes. 

8.4. METEOR SCATTER3

8.4.1. Ionization by Meteors 

Mention has been made above to the fact that in VHF forward scatter 
strong bursts of signal are frequently superimposed on the background 

• This section is based on a paper by G. R. Sugar (1964), Radio Propagation by Reflection from 
Meteor Trails, Proc. IEEE 52, No. 2, 116-135. 
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signal reflected from turbulent irregularities. These bursts are due to 
reflections from ionized "trails” produced by meteors mostly in the height 
range 80 to 120 km. Billions of these trails are produced daily; they diffuse 
rapidly and usually disappear within a few seconds. During their brief 
existence, however, these ionized columns will reflect VHF waves par¬ 
ticularly in the frequency range 20 to 110 Mc/s. The lower frequency 
limit is set by the need to be above the regular maximum usable frequency 
and the upper limit is set by technical limitations, since reflections on 
the higher frequencies are relatively weak. 

The ionized trail is the result of conversion of the kinetic energy 
of the meteor into potential energy of ionization as the meteor is slowed 
down by collisions with the neutral molecules. The ionization is distributed 
in the form of a long, thin paraboloid of revolution with the particle at 
the head of it. The electron density per unit length of the trail is propor¬ 
tional to the mass of the particle. 

The height distribution of trails varies with particle characteristics. 
The higher velocity particles (of a given mass) produce trails at the higher 
(120 km) heights, with the mean trail height increasing by about 10 
km as the velocity increases from less than 15 km/s to greater than 60 
km/s pj. For a given velocity, particles of higher mass produce maximum 
trail ionization at lower heights. Over the mass range 10-7 to 103 g the 
height variation is around 44 km. There is also a height variation with 
the zenith angle (x) of the trail, larger angles corresponding to greater 
heights. A variation of about 13 km corresponds to the range of x from 
0 to 90°. 

The lengths of the trails depend primarily on the mass and zenith 
angle. Typical lengths range up to 50 km, the most probable value being 
15 km, although this depends on the definition of "length.” 

The initial radii of the trails are in the range 0 to 1.2 m (with a mean 
value of 0.65 m) based on visual studies, while radio observations give 
a range from 0.55 m to 4.35 m. The 0.55-m-radius is for a height of 
81 km. 

Let us consider now the dissipation of the ionization. Once the trail 
is formed it expands by diffusion at a relatively low rate, thus producing 
a radial distribution of material that is approximately Gaussian. After 
a time t the radius r is related to initial radius ro by the expression: 

r = r’+4D(, (8.5) 

where D is the diffusion coefficient of the electrons and varies from one 
m2/sec at 85 km to 140 m2/sec at 115 km. Hence, after 1 sec, a trail will 
have a radius in the range 2 to 20 m. 
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The practical lifetime of a trail depends, of course, on the means of 
detection. Most trails, detected by radio methods, are those resulting from 
small particles and last for a fraction of a second only. Larger meteors 
produce more densely ionized trails, and trails with durations of the order 
of 1 min are observed several times per day. Trails with durations of 
the order of an hour or more are extremely rare. 

The dissipation of trails is complicated further by the action of 
winds in the 80 to 120 km region. At the time of formation, trails are 
quite straight but they are deformed rapidly by winds of the order of 
25 m/sec and vertical wind shears with maxima of the order of 100 m/sec 
per km. A wind shear of this magnitude can rotate part of a trail through 
an angle of 5° in 1 sec. 

8.4.2. Meteor Data 

Before considering the reflection of radio waves from meteor trails, 
it will be useful to discuss some of the physical properties of meteors. 
Nearly all our knowledge in this field comes from visual and radio ob¬ 
servations. The term "meteor” will be restricted to those particles enter¬ 
ing the earth’s atmosphere that are completely burned up by frictional 
heating. 

Particles in the mass range of 10-7 to 103 g and dimensions in the 
range 40 m to 8 cm are primarily responsible for radio reflections. Before 
being swept up by the earth’s atmosphere these meteors move in elliptical 
orbits around the sun and they are thought to be of cometary origin. 

Meteors can be divided into two classes: 

Shower meteors are collections of particles all moving with the same 
velocity in fairly well-defined orbits around the sun. These meteors, while 
the most spectacular, account for only a small fraction of the total in¬ 
cidence of meteors. 

Sporadic meteors comprise nearly all those of interest to radio work. 
These meteors seem to move in random orbits so that, in contrast to the 
shower meteors which appear to come from a specific "radiant” point in 
the sky, sporadic meteors have radiants that appear to be randomly dis¬ 
tributed over the sky. It is of interest to note that a meteor shower is 
often named after the stellar constellation in which the radiant point 
lies, e.g., Leonid for Leo. 

The radiants and times of occurrence of sporadic meteors are random 
and of course cannot be cataloged in this manner. Their radiant points 
are not, however, uniformly distributed in the sky but are for the most 
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part concentrated toward the ecliptic plane (the plane of the earth’s 
orbit) and move in the same direction around the sun as the earth moves 
[8], The orbits are not uniformly distributed along the earth’s orbit but 
are concentrated so as to produce a maximum incidence of meteors at 
the earth in July and a minimum in February. This variation in the space 
density of meteors is shown in figure 8.3, which has been adapted from the 
data of Hawkins £8 J. 

The rate of incidence of sporadic meteors at the earth is further modi¬ 
fied by two factors. The first of these, resulting in a regular diurnal vari¬ 
ation in meteor rate, is illustrated in figure 8.4. On the morning side of 

MONTH 

Figure 8.3. Variation of space density of meteors along the earth’s orbit. 

(After G. 8. Hawkins, 1956, Monthly Notices Roy. Astron. Soc. 116, 103.) 
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Figure 8.4. Diurnal variation of meteor rates. 

In the evening only meteors overtaking the earth are observed. In the 
morning meteors with orbital directions opposite to that of the earth 
and the slower ones with the same orbital direction are observed. (After 
G. R. Sugar, 1964, Radio propagation by reflection from meteor trails, 

Proc. IEEE 52, No. 2, 116.) 
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the earth, meteors are swept up by the forward motion of the earth in 
its motion around the sun. On the evening side the only meteors reaching 
the earth are those which overtake it. This results in a maximum oc¬ 
currence rate around 6 a.m. and a minimum rate around 6 p.m. The ratio 
of maximum to minimum depends on the latitude of the observer. A 
further minor seasonal variation is introduced because of the tilt of the 
earth’s axis relative to the ecliptic plane. This variation, also dependent 
on the latitude of the observer, can change the expected hourly rates by 
factors as large as 1.4. 

The mass distribution of sporadic meteors is such that there are 
approximately equal total masses of each size of particle. There are, for 
example, 10 times as many particles of mass IO-4 g as there are particles 
of mass 10-3 g. This approximate relation between particle mass and 
number is given in table 8.1. The mass distribution of shower meteors 
is somewhat similar to that for the sporadic meteors with the important 

Table 8.1. Order-of-magnitude estimates of the properties of sporadic meteors 

Mass 
(grams) 

Visual 
magnitude Radius 

Number of 
this mass 
or greater 

swept up by 
the earth 
each day 

Electron 
line density 
(electrons 
per meter 
of trail 
length) 

Particles pass 
through the at¬ 
mosphere and fall 
to the ground 

104 -12.5 8 cm 10 — 

Particles totally 
disintegrated in 
the upper atmos¬ 
phere 

Approximate limit 
of radar measure¬ 
ments—* 

10’ 
102
10 
1 

10-' 
10-’ 
10-’ 
10-‘ 
10-’ 
IO“8 
10-’ 
10-» 

-10.0 
-7.5 
-5.0 
-2.5 
0.0 
2.5 
5.0 
7.5 

10.0 
12.5 
15.0 
17.5 

4 cm 
2 cm 
0.8 cm 
0.4 cm 
0.2 cm 
0.08 cm 
0.04 cm 
0.02 cm 

80 M 
40 M 
20 M 
8 m 

102 

10’ 
10* 
10s 
10« 
10’ 
10« 
109 

101» 
10» 
IO12

? 

1018 

10" 
1016 

10" 
10" 
10” 
1012 

10" 
10" 

? 

Micrometeorites 
(Particles float 
down unchanged 
by atmospheric 
collisions) 

10^> 
10-“ 
10-" 
IO"12

20.0 
22.5 
25.0 
27.5 

4 m 
2m 
0.8 M 
0.4 m 

Total for 
this group 
estimated 
as high as 
1020

Practically 
none 

Particles removed 
from the solar 
system by radia¬ 
tion pressure 

10-“ 30 0.2 m 
— 

— 
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difference that there are more large particles relative to the number of 
smaller ones than for the sporadic meteors pj. 

The velocities of meteors approaching the earth are in the range 11.3 
to 72 km/s. The lower limit is the escape velocity for a particle leaving 
the earth and is, therefore, the lowest velocity that a particle falling 
toward the earth can have. The upper limit is the sum of two components, 
a 30 km/s component associated with the velocity of the earth in its 
orbit around the sun, and a 42 km/s component associated with the meteor 
itself. This latter velocity is the escape velocity for a particle leaving 
the solar system. Nearly all observations indicate that meteor velocities 
fall in the above range, which suggests that meteors are members of the 
solar system. 

8.4.3. Reflection From a Meteor Trail 

8.4.3.1. Important Parameters 

The distribution of energy reflected by a meteor trail is a function 
of many variables. The ionization density distribution across and along 
the trail, the orientation of the trail, the radio wavelength, the polariza¬ 
tion of the incident wave relative to the trail, motion of the trail either 
as part of the process of formation or due to ionospheric winds, and the 
straightness of the trail are all significant. In discussing the reflection 
properties it is convenient to divide the trails into two classes—under-
dense trails and overdense trails—and to examine the properties of each 
class independently. Underdense trails are those wherein the electron 
density is low enough so that the incident wave passes through the trail 
and the trail can be considered as an array of independent scatterers. 
Overdense trails are those wherein the electron density is high enough to 
prevent complete penetration of the incident wave and to cause reflection 
of waves in the same sense that the ordinary ionospheric reflections occur. 
A rough sorting of trails into these two categories can be done on the basis 
of trail lifetime or duration. On long wavelengths (relative to the VHF 
band) the underdense trails have durations of less than about 1 sec while 
the overdense trails have longer durations. The analysis can be further 
divided in terms of the radio wavelength. On long wavelengths the ef¬ 
fective duration of a trail is large compared to the time it takes the trail 
to form, and the trail may be considered to have a cylindrical shape. On 
short wavelengths, however, the duration is much shorter and the column 
must be considered to be of the paraboloidal form previously indicated. 
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The solutions to be considered here are at best useful approximations 
to the physical problems. They will apply quite well to some of the trails 
observed and rather poorly to others. A complete analysis of the reflec¬ 
tions from even a relatively simple trail would be far too complex to be 
of any practical use or interest. In the following treatment the terms long 
wavelength, etc., are used in a relative manner to indicate the lower 
frequency end of the VHF band, etc. 

8.4.3.2. Long Wavelength Reflections From Low-Density Trails 

On the assumption that the trail is an infinitely long right circular 
cylinder of electrons whose diameter is very small compared to the wave¬ 
length, assume also that the trail electron density is low enough that 
the incident wave passes through the trail without major modification. 
Consider the case of radarlike reflections with transmitter and receiver 
at the same location. Figure 8.5a illustrates the reflection geometry and 
the trail model. Let R be the length of the perpendicular from the radar 
set to the trail. The signal received can be computed by summing the 
energy backscattered by each electron in the trail while taking proper 
account of the phase relations of these contributions. When this is done 
it is found that the principal contribution of energy from a trail is from 
its first Fresnel zone, a region of length x^2XR, centered at the point on 
the trail where the line from the radar is normal to the trail. For example, 
on 50 Mc/s a trail 200 km away will have a first Fresnel zone 1.6 km in 
length. As the trail expands by diffusion, the phase difference of the 
contributions from the electrons on opposite sides of the trail increases 
so that the received power decreases. The signal amplitude will have 
fallen to 1/« of its initial value (e = 2.718) at the time the radius of the 
trail is X/2t. On 50 Mc/s this radius is 1 m. 

Figure 8.5. Low-density long-wavelength reflections. 

(a) Reflection geometry, (b) Variation of received signal with time. (After V. R. Eshleman, 1960, Meteor 
scatter, The Radio Noise Spectrum, ch. 4, Harvard Univ. Press.) 
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The transmission equation can be written in terms of the scattering 
cross section a in the following way: 

where pt and pr are, respectively, the transmitted and received power, 
gi and gr are, respectively, the power gains of the transmitting 

and receiving antennas relative to an isotropic radiator in 
free space, 

X is the wavelength in meters, 
R is the distance from transmitter to the trail in meters, and 
a is the scattering cross section of the trail in square meters.4

If it is assumed that the trail is initially in the form of a line of electrons 
(an initial trail radius of zero), the scattering cross section may be written 
as 

a = ( VRX/2req)2 exp (-—— 11, (8.7) 
\ A / 

where re = Moe2/47rm = 2.8178XlO-15 m, the classical radius of the electron, 
where mo is the permeability of free space and e and m are the 
charge and mass of the electron, 

q is the electron line density of the trail in electrons per meter, 
D is the diffusion coefficient in square meters per second, and 
t is time measured from the formation of the trail, in seconds. 

The first of the two factors in (8.7) represents the scattering cross section 
of the initial line distribution of electrons, and the second factor repre¬ 
sents the attenuation with time as the trail expands and destructive inter¬ 
ference begins. The first factor may be interpreted as follows: The effective 
cross section of the trail is the same as would be obtained for in-phase 
addition of scattered fields associated with each electron within one-half 
of the first Fresnel zone. Since the power scattered by an electron is pro¬ 
portional to r„2 then the field is proportional to re. The number of electrons 
in half of the first Fresnel zone is q\/ RX/2 and the field is, therefore, pro¬ 
portional to re-\/RX/2. The total effective cross section is just the square 
of this product. 

The second factor in (8.7) results from the integration across the 
trail. The distribution of electrons across the trail has a Gaussian shape 

♦ The scattering cross section is the ratio of the power scattered per unit solid angle to the power 
incident per unit area. 
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£9] with an effective radius of IDt. Using this with (8.6) and (8.7), 
it can be shown that the signal amplitude will fall to 1/e when the effective 
radius is X/2tr. 

If the initial radius is nonzero, the peak amplitude is reduced from 
that given by (8.6). The form of the time variation of received power is 
sketched in figure 8.5b. 

In the above relation, since it was assumed that trails were of in¬ 
finite length, every trail had a first Fresnel zone and therefore gave a 
reflection. In practice, however, since trails are of finite length, this zone 
may not lie on the trail but rather on an extension of it. In such a case 
the signal returned from the trail would be a relatively weak one, and 
in practice these returns are of little importance. Thus a radar can "see” 
only a fraction of all the trails incident on the ionosphere within its range 
because most trails do not have the proper orientation for the line of 
sight to be perpendicular to the trail. The requirement for proper orienta¬ 
tion can be restated as requiring that the trail be tangent to a sphere 
centered at the radar. 

When the transmitter and receiver are separated, as in the case of 
point-to-point propagation, the reflection requirement is that the incident 
ray and reflected ray make equal angles with the trail axis. Geometrically 
this is equivalent to a requirement that the trail be tangent to an ellipsoid 
with foci at the transmitter and receiver. For this case two important 
changes take place because of the oblique geometry. First, the length of 
the first Fresnel zone increases and, therefore, more electrons contribute 
to the received signal. Second, the maximum possible propagation path 
difference over the cross section of the trail decreases with increasing 
obliquity. This decrease is equivalent to an increase in wavelength and 
results in both a larger initial signal and a slower rate of signal decay as 
the trail expands. 

In this case it can be shown £10, 11J that the peak received power 
varies as X3q2 and the signal duration as X2. 

8.4.3.3. Long Wavelength Reflections From High-Density Trails 

With high electron densities the assumption that the incident wave 
passes through the trail essentially unmodified is no longer valid. For 
this case it is assumed that the wave penetrates the trail until reaching 
a surface of sufficiently high electron density to be reflected. The model 
used is that of an expanding cylindrical reflector of radius rc. figure 8.6a. 
After a time the electron density everywhere within the trail falls below 
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Figure 8.6. High-density long-wavelength reflections. 

(a) Reflection geometry, (b) Variation of received signal with time. (After V. R. Eshleman, 1960, Meteor 
scatter, The Radio Noise Spectrum, ch. 4, Harvard Univ. Press.) 

the critical value and the underdense model is once more applicable. 
However, by this time the radius is quite large and the signal contribution 
is rather small. 

In the case of backscatter, the transmission equation is based on 
reflection from a cylinder and is given by 

p,_ glg.X2 

pt 64r2R3
(8.8) 

and this applies until approximately the time when the second factor 
becomes zero. This occurs at a time 

wd’’ (8.9) 

after this time the relation for underdense trails is applicable £12J. The 
form of the time dependence of received power predicted by (8.8) is 
illustrated in figure 8.6b. 

For the overdense case the maximum received power varies as q^ in 
contrast to the q2 variation for the underdense case. The X3 dependence 
is the same as for the latter case. 

The dividing line between low- and high-density trails is commonly 
taken to be for q in the range 1 to 2.4 X10 14 electrons per meter. If the 
transition value is taken at 0.75 X10 14 electrons per meter, then the peak 
signals predicted by (8.8) will be equal; this is sometimes done for con¬ 
venience £12 J-
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The extension of (8.8) to the forward scatter case has been done in 
a relatively simple manner [12]. The derivation, as in the backscatter 
case, is based on a reflecting cylinder and the refractive effects of the 
electrons beyond the critical radius of the trail have been ignored. These 
refractive effects reduce the validity of the transmission equation [13], 
but their significance is uncertain. 

The dividing line between low- and high-density trails is again at 
<7=O.75X1O 14 electrons per meter. The effect of the initial radius of the 
trail can be computed as in the backscatter case. 

8.4.3.4. Short Wavelength Reflections From Low-Density Trails 

In the previous two sections it has been assumed that the time of 
formation of a meteor trail is quite small compared to the total time that 
radio waves are scattered by the trail. The formation of the trail was in 
effect considered to be a transient state preceding the desired "steady 
state” trail and this transient was neglected. However, as the wavelength 
is decreased and the duration of this steady state decreases, the duration 
of the transient state tends to remain constant. For sufficiently short 
wavelengths only the transient state remains. In this section and the 
following one this transient state will be considered [14], first for under-
dense trails, then for overdense trails. 

Consider first the problem of estimating the shortest wavelength for 
which the long wavelength results are applicable. The time of formation 
of a trail is essentially the time required for the incoming particle to 
traverse one-half the first Fresnel zone as defined for the long wavelength 
case. A rough estimate of the transition wavelength between long- and 
shortwave cases may be obtained by equating the time of formation 
for a trail to the duration of a longwave echo and solving for the wave¬ 
length. For example, consider backscatter reflections from an underdense 
trail. The time to traverse half the first Fresnel zone is (ÄX/2)i/e, where 
V is the meteor velocity, and the nominal echo duration (to the 1/e am¬ 
plitude) is X2/16tt2 D. Equating these and solving for Xy, the transition 
wavelength, we obtain 

Xy = (UWR/fli. (8.10) 

Using as typical values 71 = 500 km, v=40 km/s, and D — 3 m2/sec, a 
transition wavelength of 3.3 m is obtained. 

Since in practice there can be a wide variation in the values of the 
parameters in (8.10) it is necessary to evaluate Xy for each specific case. 
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If the practical extremes of all of the variables for both the backscatter 
and forward scatter cases are investigated, it is found that the transitional 
wavelength can be anywhere in the range 0.1 to 100 m. For a random 
sample of meteors the transitional wavelength is likely to be near 2.9 m 
for backscatter and in the range 0.5 to 1.6 m for forward scatter. 

The short wavelength case is treated by considering the effects of 
differential diffusion as the trail is being formed. Each part of the trail 
begins to diffuse as soon as it is formed, and thus the effective radius of 
the trail is smaller close to the meteor than farther back along the trail 
where diffusion has been going on for a longer time. The effective radius 
for any part of the trail is taken as r = 4 Dt, the same value previously 
used for the whole trail. Now it can be shown that, except near the end 
of its path, the velocity of the meteor can be considered to be constant. 
Therefore position along the trail is proportional to t and the relation 
r= y/ l Dt indicates that the trail will have the form of a paraboloid of 
revolution. 

The geometry is shown in figure 8.7a and the time variation in re¬ 
ceived power is given in figure 8.7b. The time t = 0 is the instant of closest 
approach of the meteor. 

In this case the peak power varies as q2 as was true in the long wave¬ 
length underdense trail case. With decreasing wavelength the power falls 
as X6 is compared with X3 for the long wavelength underdense case. This 
rapid variation with wavelength is consistent with the fact that very few 
observations of meteor reflections have been made on frequencies above 
the VI1F range. 

Figure 8.7. Low-density short-wavelength reflections. 

(a) Reflection geometry, (b) Variation of received signal with time. (After V. R. Eshleman. 1960, Meteor 
scatter, The Radio Noise Spectrum, ch. 4, Harvard Univ. Press.) 



REFLECTIONS FROM METEOR IONIZATION 363 

8.4.3.5. Short Wavelength Reflections From High-Density Trails 

This case is of less practical interest than those discussed above 
and, consequently, will not be treated here. A brief discussion of this 
case is given in the paper by Sugar C11J, which should be consulted by the 
interested reader. 

8.4.4. Other Aspects of Reflections From Meteor Ionization 

In the previous four sections, reflections from meteor trails have been 
considered from a relatively idealized viewpoint and many of the practical 
aspects have been ignored. In this section some of these will be discussed 
from a qualitative viewpoint. The discussion is directed toward the long 
wavelength cases, since relatively few observations on short wavelengths 
have been made and analyzed. 

8.4.4.1. Long Wavelength Reflections During Trail Formation 

The transient state associated with trail formation is of some interest 
since it accounts for some of the observed characteristics of trail reflections. 
As a trail is being formed, but before the meteor reaches the first Fresnel 

Figure 8.8. Amplitude variation of received signal as trail length 
increases. 

The limits of the first Fresnel zone are at 4-1 and —1. (After M. Lowenthal, 
1956, MIT Lincoln Laboratory Tech. Rept. 132.) 
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zone, a weak reflection is obtained from the incomplete trail. This comes 
primarily from the part of the trail corresponding to the shortest trans¬ 
mission path at the instant; and, when, as is usually the case, this is the 
head of the trail, the reflected signal is shifted in frequency because of the 
motion of the effective reflecting point. As the meteor approaches the 
first Fresnel zone for the trail this frequency shift approaches zero, and 
thus the received frequency decreases with time. The observed frequency 
will of course depend on trail orientation, meteor velocity, and observing 
wavelength. A maximum shift of the order of 5 kc/s is possible on 50 
Mc/s over a 1000 km path. 

As the meteor crosses the first Fresnel zone, the specular reflection 
occurs, accompanied by a large signal enhancement. Then as the particle 
continues on, the additional ionization from the lengthening trail creates 
a minor fluctuation of the signal as shown in figure 8.8. Most trails do 
not have the proper orientation to produce a specular reflection and in 
these cases only the weak Doppler-shifted component is observed. 

8.4.4.2. Trail Drift and Distortion 

The effects of ionospheric winds are appreciable for trails which 
last for the order of a second or more. A Doppler shift of the received 
frequency will be associated with the average wind velocity at the trail. 
For a velocity of 25 m/s this "body Doppler” can be as large as 18 c/s 
for backscatter observations on 50 Mc/s and will be somewhat less for 
forward scatter observations. 

The trail distortion resulting from wind shears can lead to the forma¬ 
tion of several local first Fresnel zones for the trail since a distorted trail 
can have several points where the transmission path length has a local 
minimum. These local minima, or "glints” as they have been called, are 
strong scatters and the received signal is a composite of their contribu¬ 
tions. Since they are moving at different velocities, the signals from each 
have different Doppler shifts and the resultant composite signal fades 
in an irregular manner. On 50 Mc/s the fading rates observed for forward 
scatter are of the order of 1 to 10 c/s. In addition to producing the fading 
observed for long-enduring trails, the wind shears can rotate a trail suf¬ 
ficiently to produce reflections when the initial orientation was not 
suitable. Thus these trails lose their aspect sensitivity as time goes on, 
and if their life is of the order of 10 sec they will scatter in all directions. 
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8.4.4.3. Diversity Effects 

As pointed out in section 8.4.3, underdense trails act as small co¬ 
herent sources and, therefore, CW signals scattered by them exhibit good 
space and frequency correlation. Correspondingly, very little pulse broad¬ 
ening is observed when pulse signals are used. The limited available data 
suggest that for a forward scatter path about 1000 km in length, operating 
near 50 Mc/s, the correlation coefficient observed for single underdense 
trails will fall to 0.5 for antenna spacings of the order of 150 km along the 
path, for antenna spacings of the order of 30 km across the path, and for 
frequency separations greater than 5 Mc/s. Three-microsecond pulses 
show no appreciable broadening under these conditions. 

Overdense trails, in contrast to the underdense trails, tend to act 
like relatively large sources and, therefore, exhibit much poorer space and 
frequency correlation properties. Again, as in the underdense case, specific 
data on these properties are not available. Available results £13 J suggest 
that the correlation observed for single overdense trails will fall to 0.5 
for antenna spacings of the order of 50 X. Measurements using short 
pulses over a 1000-km path indicate that the received composite signal 
can have a total time spread as large as 10 ¿¡sec £15J. 

8.4.5. Short-Term Statistical Characteristics 

8.4.5.1. General Remarks 

From the viewpoint of radio propagation it is the collective properties 
of trail reflections rather than the individual reflections that are of pri¬ 
mary interest. These statistical characteristics can be divided into two 
classes. First there are the short-term properties, the ones which would 
be observed during a single hour or less. These can be thought of as being 
associated with a small but statistically significant sample of trails. 
Second are the long-term statistical characteristics of the reflections. 
These include the diurnal and seasonal variations, geographical factors, 
variations with systems parameters, etc. In the following sections the 
effects of the initial radii of the trails are ignored—the initial radii are 
assumed to be zero. This approach appears to be satisfactory since the 
simplified theory accounts satisfactorily for nearly all of the radio propa¬ 
gation properties of meteor trails. Difficulties arise primarily when one 
tries to deduce properties of the meteors themselves from the radio ob¬ 
servations. For example, when the initial radii are assumed not to be zero, 
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different height distributions and mass distributions are obtained than 
for the zero radius case. These differences will not be important here since 
the older theory is consistent with the observations and thus the initial 
radius problem can be avoided. 

8.4.5.2. Peak Amplitude Distribution 

The peak amplitude of the reflection from an underdense trail is 
proportional to the electron line density q and, hence, proportional to 
the mass of the meteor [9]. For underdense trails the number N of signals 
observed with peak amplitudes greater than A is given by 

N*A~'. (8.11) 

For overdense trails A is proportional to q* and so 

N^A~*. (8.12) 

In general, it is better to write the relationship in the form 

N= CA‘ (8.13) 

where C is a constant of proportionality and where a depends on the 
details of the observing system and in practice will be a function of the 
detection threshold A. If a very low threshold is used, then nearly all 
of the trails detected will be underdense and the exponent observed will 
be quite near a = l. If a very high threshold is used, nearly all of the 
trails detected will be overdense and the exponent will be near a = 4. 
Between these two conditions there will be a transition region where 
contributions from both overdense and underdense trails will be im¬ 
portant, and in this region the exponent a will lie between 1 and 4. The 
extent of the transition region depends on path geometry, antenna di¬ 
rectivity, etc. Observations of shower meteors made using backscatter 
with highly directive antennas and, therefore, concerned with trails 
localized in position and orientation, indicated that the transition was 
complete in a 2 to 1 amplitude range £9J. In contrast, forward scatter 
observations of sporadic meteors, which therefore include a wide variation 
of positions and orientations, indicated that the transition extended over 
a 10 to 1 amplitude range £16]. Figure 8.9 gives the relation between 
threshold and rate computed for one experimental path £16J. The system 
parameters were p(=100 W, X = 7.5 m, g( = g, = 40; a transmitter-receiver 
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Figure 8.9. Theoretical rate-amplitude relation computed for the 
following parameters: Pt = 100 = 7.5 m, gt = gr = 40. 

(After C. O. Hines, 1958. Can. J. Phys. 36, 549.1 

separation of 1000 km was assumed and a mean trail height of 100 km 
was used. The upper and lower dashed lines in the figure have slopes of 
— 1 and —4 respectively, corresponding to the theoretical distributions 
for underdense and overdense trails. 

8.4.5.3. Duty Cycle Versus Threshold 

Duty cycle is defined as the fraction of time that a received signal 
exceeds a prescribed threshold. To a first approximation it is the fraction 
of time that the reception of messages will occur in a meteor-burst com¬ 
munication system and it is an important parameter in systems work. 
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The relationship between duty cycle T and the threshold A¡ for 
propagation by underdense trails is given by 

T= (r/a) CAr*. (8.14) 

Here r is the time taken for the amplitude to fall to (1/2.78- • •) of its 
initial value and a and C are defined by (8.13). Note that since this can 
be written as T= (t/o)N, the factor r/a is just the average duration of 
a burst. For underdense bursts a= 1 and since duty cycle Pis proportional 
to T, then 

P(A>Ai) <cAt~a=A^,. (8.15) 

In practice, the presence of overdense trails increases the observed value 

Figure 8.10. Duty cycle versus threshold. 

(After G. R. Sugar, 1964, Radio propagation by reflection from meteor trails, 
Proc. IEEE 52, No. 2, 116.) 
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of a. Values commonly observed are in the range 1.1 to 3.5, with the 
large values apparently associated with a predominance of overdense 
trails. An example of the measured variation of duty cycle with threshold 
is shown in figure 8.10. Note that the slope of the curve increases at higher 
thresholds. The points at duty cycles higher than 10 percent include con¬ 
tamination from receiver noise and ionospheric scatter transmission as 
well as signals from overlapping meteor trails. They should not, therefore, 
be expected to fit the distribution law derived here. 

8.4.5.4. Apparent Location of Trails 

The geometrical conditions required for strong reflections from a 
trail, combined with the radiant distribution for sporadic meteors, are 
such as to favor trails occurring in some parts of the sky and to discrimi¬ 
nate against those in other parts of the sky. The result is that the meteors 
contributing to propagation over a particular path occur in a relatively 
small region of the sky, the so-called "hot spot.” For the longer trans-

Figure 8.11. Relative signal contributions from various parts of the 
meteor region computed for a 1000 km path. 

The origin of coordinates represents the path midpoint, x and y are respectively 
displacements along and normal to great circle path. Results in the other 
quadrants are symmetrical to these. (After C. O. Hines, 1956, Can. J. Phys. 

34, 1013.) 
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mission paths this region is near but not at the path midpoint. The mid¬ 
point itself is a region where very few trails are observed £17 J. Figure 
8.11, adapted from Hines and Pugh £18], shows the relative cumulative 
signal durations for contributions from various parts of the meteor region. 
The data were computed for a 1000 km transmitter-receiver separation, 
a meteor trail height of 100 km, and an isotropic distribution of incident 
meteors. In practice the actual distributions will differ from these be¬ 
cause the incident meteor flux is in fact nonisotropic. Further data on this 
point will be presented in the next section. 

8.4.6. Long-Term Statistical Characteristics 

8.4.6.1. Diurnal Variations 

The characteristics to be discussed in this section include variations 
observable on an hour-by-hour or month-by-month basis and also vari¬ 
ations associated with the characteristics of the observing system and 
its location. Nearly all data pertaining to these variations are relatively 
poor because of the large, seemingly random, hour-to-hour fluctuations in 
meteor activity that are observed. This random component of meteor 
activity is roughly comparable to a random variation in transmitter power 
output over a 10-dB range. It introduces a substantial uncertainty into 
many observations. 

The diurnal variation in meteor rate results in substantial diurnal 
variations in many of the characteristics of meteor propagation. Three 
basic factors are significant: the meteor arrival rate varies, meteor ve¬ 
locities vary, and the effective radiants vary throughout the day. 

The meteor arrival rate will have a roughly sinusoidal variation 
throughout the day with a maximum around 6 a.in. and a minimum 
around 6 p.m. The ratio of maximum to minimum averages around 4. 

The average meteor velocity also has a roughly sinusoidal diurnal 
variation, with its maximum around 6 a.m. and minimum around 6 p.m. 
The diurnal variation in velocity cannot exceed 60 km/s (twice the or¬ 
bital velocity of the earth) and, in practice, averages much less than this. 
A variation of 10 to 15 km/s above and below a daily mean velocity of 
35 to 45 km/s is typical. The velocity variation is not in itself of much 
significance in radio work but its consequences are. The velocity variation 
leads to a diurnal variation in trail height; and this, in turn, because of 
the variation of diffusion coefficient with height, leads to a diurnal vari¬ 
ation in the duration of meteor bursts. Observations of the diurnal vari-



LONG-TERM STATISTICAL CHARACTERISTICS 371 

Figure 8.12. Diurnal variation of the 1/e duration of under-
dense meteor bursts. 

(After T. J. Keary and J. H. Wirth, 1960, Statistical characteristics of forward 
scattered radio echoes from meteor trails, Electromagnetic Wave Propagation, 

Academic Press, p. 277.) 

ation of the 1/e duration of underdense bursts are illustrated in figure 
8.12, which indicates that the duration varies over a 2-to-l range through 
the day [19]. 

The diurnal variation of meteor radiants can be considered here only 
in a qualitative manner because of the general complexity of the problem 
and the present uncertainties regarding the actual radiant distributions. 
Because of the orbital motion of the earth, most meteors appear to have 
radiants concentrated in the hemisphere ahead of the earth (the morning 
hemisphere) ; and very few radiants appear to be behind the earth. As 
the earth rotates, the position of the predominant radiants changes rela¬ 
tive to the transmission path, and the location of the "hot spot” moves 
around. As a result of this motion, average values of the geometric factors 
in the transmission equations will vary, and a diurnal change in received 
power will occur. This change is difficult to observe since received power 
will also change due to diurnal variations in meteor rate. An indication 
of the effects of diurnal variation of radiants can be seen in figure 8.13 
(after Hines [20]), which depicts the predicted diurnal variation in 
meteor rates for each side of a north-south and an east-west transmission 
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(After C. O. Hines, 1956, Diurnal variations in forward scattered meteor signals, J. Atmospheric Terrest. 
Phys. 9, 229.) 

path. The differences in the shapes of the various curves indicate the 
effects of radiant changes relative to path orientation. The sum of all 
four curves would be an approximate indication of the diurnal variation 
in the arrival rate of meteors. 

Given adequate measures of the above three basic diurnal factors, 
it should be possible to predict the diurnal characteristics of any trans¬ 
mission path; and it has been possible to do this with a reasonable degree 
of success in the case of meteor rates. The prediction of duty cycles is 
more complicated because of the diurnal variation of velocities, and it 
appears that this prediction has yet to be made. 

The combination of the above three basic variations together with 
the random components of arrival rates results in rather irregular daily 
variations of meteor rates. Figure 8.14 illustrates the rates observed on 
49.8 Mc/s over a 1245-km path on two days, a week apart [21J. While 
the data for each day show the general characteristics described above, 
the detailed variations on the two days are quite different. 

8.4.6.2. Monthly Variations 

Month-to-month variations in meteor-propagation characteristics 
are primarily associated with similar variations in meteor characteristics. 
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Figure 8.14. Observed diurnal variation of meteor burst rates. Cedar Rapids-Sterling 
on 49.8 Mc/s. 

(After G. F. Montgomery and G. R. Sugar, 1957, The utility of meteor bursts for intermittent radio 
communication, Proc. IRE 45, 1684.) 

Figure 8.15. Seasonal variation of meteor rates. 

(After G. S. Hawkins, 1956, Astron. J. 61, 388.) 



374 SCATTER PROPAGATION ON VERY HIGH FREQUENCIES 

There is little evidence that any of the normal month-to-month variations 
in ionospheric characteristics are reflected in meteor propagation char¬ 
acteristics, with the possible exception of D region absorption. The 
seasonal variation of meteor rates is illustrated in figure 8.15 (after 
Hawkins £8]). The echo rates shown are for meteor trails with an electron 
line density of 2.75 X10'4 electrons per meter or greater. The contribu¬ 
tions of shower meteors are shown above the histogram for the sporadic 
meteors. The relative contributions of shower meteors will decrease as 
the system sensitivity is raised, since the two types have a different mass 
distribution. 

As yet there is no satisfactory answer to the question of year-to-year 
variations in meteor activity. Such variations have been observed but 
most workers who have observed them have attributed them to changes 
in equipment sensitivity. 

8.4.6.3. Geographical Variation 

As yet this has not been clearly defined. The geographical variations, 
if present, are masked by the random variations. 

8.4.6.4. Abnormal Absorption 

Since most meteor trails are produced at heights above the absorbing 
region, the meteor signals are absorbed in much the same way as HF 
signals. On frequencies much greater than 30 Mc/s, the normal D region 
absorption is negligible. During periods of high absorption in high lati¬ 
tudes, the absorption can increase enormously and affect meteor propaga¬ 
tion on frequencies as high as 100 Mc/s and more. During a major dis¬ 
turbance the duty cycle on a meteor-burst communications circuit be¬ 
tween Goose Bay, Labrador, and Ottawa, Canada dropped by a factor 
over 103, implying a signal attenuation of over 30 dB £22]. Disturbances 
of this magnitude are relatively uncommon and are not important in 
terms of the average characteristics of meteor-burst propagation. They 
are an indication, however, that this mode of propagation, like most 
others, can be disrupted and is, therefore, not the basis of a completely 
reliable communication system. 
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8.4.7. Use of Meteor Reflections for Intermittent Radio 
Communications 

8.4.7.1. General Characteristics 

Before leaving meteor propagation let us consider an application to 
communication systems. Meteor-burst communication systems are 
basically weak signal systems because the signal loss associated with the 
meteor-trail reflection is relatively high. For example, a typical system 
E15J operating on 50 Mc/s over a 1300 km path with a transmitter power 
of 2 kW was commonly set to transmit messages whenever the signal at 
the receiver exceeded 2X10-14 W (2 gV open-circuit voltage for a 5O-S2 
source). This corresponds to a system loss of 170 dB—under similar 
circumstances ionospheric scatter propagation would exhibit a system 
loss of the order of 180 dB. Of this total about 90 dB represents the at¬ 
tenuation associated with the length of the transmission path and 80 
dB the scattering loss. Such a system was shown to be capable of a daily 
average teletypewriter transmission rate of 40 words per minute at a 
character error rate of 0.35 percent. 

As is implied in the title of this section, meteor communication 
systems operate in an intermittent mode. They transmit messages only 
during the brief intervals when meteor propagation is present. Control 
of message transmission is achieved by providing for two-way transmission 
over the propagation path and transmitting only a control signal when 
a meteor trail is not present. When a meteor burst occurs, its presence is 
indicated by reception of the control signal, and message transmission can 
begin. These principles are incorporated in the JANET system £23]. 
In the interval between suitable meteor signals a system accepts messages 
and stores them for subsequent transmission. The system is, in essence, 
one that adapts its operation to the conditions of the transmission me¬ 
dium; it transmits only under favorable conditions. The aim is, of course, 
to obtain better overall transmission by avoiding the times when trans¬ 
mission is poor. Whether or not the intermittent mode of operation re¬ 
sults in an overall improvement over continuous operation depends on 
the details of the equipment an<| on the characteristics of the propaga¬ 
tion medium. 
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8.4.7.2. Channel Capacity 

For an intermittent system operated at a fixed transmitter output 
and with band-limited Gaussian noise interference, the relation between 
channel capacity M and system bandwidth B is given by [21] 

M=kB^\ (8.16) 

where k is a constant of proportionality. 
From (8.16) we see that if a lies in the range 0<a <2 then, for a given 

transmitter output power, the channel capacity will increase as the signal¬ 
ing bandwidth is increased. Early measurements indicated that 1.2 was 
a typical value for a, thus suggesting that meteor-burst communication 
might be feasible. It is likely that this result, more than any other, has 
provided the impetus for the development of meteor-burst communica¬ 
tion systems. 

8.4.8. Concluding Remarks on Meteor Propagation 

At the present time there is a large amount of theoretical and ob¬ 
servational material available on most aspects of meteor propagation 
in the lower VII F range. As has been suggested in the previous sections, 
the available information is most complete for long wavelength under-
dense trails and least complete for the short wavelength overdense trails. 
Some of the areas where substantial work still remains to be done are 
studies of radiant distributions, properties of very small meteors, the 
effects of fragmentation, geographic factors, and the long-term fluctua¬ 
tions in propagation characteristics. 

The adequacy of the presently available data can be examined from 
the viewpoint of the communication system design and engineering. If this 
is done, it appears that the present uncertainty in predicting the trans¬ 
mitter power required for a meteor communication circuit is probably 
of the order of 10 dB. At present it is not clear whether this number can 
be substantially reduced by further work. The whole field of system design 
is one where relatively little effort has been expended, and it is likely 
that major improvements in systems can still be achieved. 
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8.5. EQUATORIAL F SCATTER 

8.5.1. History 

Amateur radio operators had discovered that near the peak of the 
sunspot cycle (1947) they could communicate over long distances across 
the equatorial regions on frequencies (50 Mc/s) well above the maxi¬ 
mum frequency to be expected for the distances involved. These radio 
contacts were most pronounced during nighttime in the equinoctial 
months. 

During the International Geophysical Year more definite experi¬ 
ments were carried out on this phenomenon in the Far East £24] and in 
South America £25]. These experiments established that the enhanced 
signals were reflected from scattering centers located near the base of 
the Fi layer. 

8.5.2. Characteristics of F Scatter 

8.5.2.1. Diurnal Variation 

The signal appears usually during the evening and night when the 
signal level may rise 30 to 40 dB above the level produced by forward 
scatter. 

8.5.2.2. Seasonal Variation 

F scatter appears to be most prevalent around the autumnal equinox. 

8.5.2.3. Geographical Variation 

The echoes are aspect sensitive £25J, so that the signal level depends 
on the orientation of the path relative to the earth’s magnetic field. This 
also determines the direction of arrival of the signal. North-south paths, 
with midpoints within ±20° of the dip equator, are affected. 
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8.5.2.4. Fading 

F scatter signals are characterized by flutter fading with fading rates 
of 10 c/s and more. The amplitude distribution is essentially Rayleigh 
and the carriers show Doppler shifts equivalent to a west-east motion of 
the order of 100 m/s. 

8.5.2.5. Geophysical Factors 

The occurrence of F scatter is associated with equatorial spread 
F £25] (-frequency spread type) which is thought to be produced by 
patches of irregularities located at or below the bottom of the F layer. 
The thickness of these patches is estimated as 50 km. The scattering ir¬ 
regularities comprising these patches are elongated along the magnetic 
field with longitudinal dimensions of 1000 m or more and transverse di¬ 
mensions of the order of 10 m or less. The geographical extension of a given 
patch may be as great as 1000 km in the east-west direction. 

8.5.3. Flutter Fading 

From the point of view of radio communications the most disastrous 
aspect of F scatter is the occurrence of flutter fading during the prime 
listening hours. The most severe fading sets in shortly after sunset (1800 
local time) and lasts for 2 to 3 hr. During this period voice modulation is 
so "chopped up” it is almost unrecognizable. 

Fixed frequency (50 Mc/s) pulse studies In the Far East have shown 
that, during the period of intense flutter fading, there is marked broaden¬ 
ing of the echo pulses as shown in figure 8.16. Sweep-frequency studies (see 
fig. 4.16) in Africa have also shown this marked broadening which can 
amount to factors of more than 10 compared with the transmitted pulse 
width. 

The spectra £26] of the F scatter signals (in Africa) was studied by 
means of the Doppler frequency technique described in section 3.2.3.2, 
and some records are shown in figure 5.13. The pre-sunset signals can be 
seen on the extreme left of figure 5.13; the spectra are relatively narrow. 
The post-sunset effect takes place around 1830. The frequency spectrum, 
during this period, has been known to broaden by at least 18 c/s. One of 
the remarkable features of these records is the striated structure which 
slopes downwards to the right. The broad nighttime spectra (and hence 
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Poro P. I. to Onna, Okinawa (837 miles) 
Range markers are 100 micro- seconds 

Frequency: U9.8U Me/» Pulse length: 50 micro-seconds 
Power: 2 kw Pulse repetition rate: 100/second 
Antennas: 5 element H yagls Receiver bandwidth: 120 kc/» 

Figure 8.16. Range-time records showing pulse broadening of F-scatter echoes. 

(After R. Bateman, J. W. Finney, E. K. Smith, L. H. Tveten, and J. M. Watts, 1959, IGY observations 
of F-layer scatter in the far east, J. Geophys. Res. 64, 403.) 

the associated flutter fading) may be attributed to the motion of scatter¬ 
ing irregularities. 

Since the spread F responsible for flutter fading is limited in space 
and in time, there is a possibility that its effects may be minimized by 
suitable relaying of radio signals. 

8.6. AURORAL SCATTER 5

8.6.1. Radio Aurora 

Radio aurora can be defined as "the ionospheric ionization, asso¬ 
ciated with auroral disturbances, that gives rise to radio reflection” [27J. 
While aurora itself may be defined as emitted radiation (visible and in¬ 
visible), radio aurora is ionization which reflects radio waves. Thus we 
should not expect a one-to-one correlation between the spatial and tem¬ 
poral occurrences of one and those of the other. Radio aurora and visible 
aurora are separate phenomena with the same basic origin; that is, aurora 
is a manifestation of atomic excitation and ionization, and radio aurora 

4 Baaed on a lecture by R. Cohen. 
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is constituted of the electrons and ions separated during the ionization 
process. However, reflections from radio aurora usually depend not only 
on the presence of ionization but also on the geometry involved. These 
aspect-sensitive reflections will not be observed unless the radio aurora 
is in the right place with respect to the observer. Thus from a given loca¬ 
tion one may see visible aurora but not radio aurora. On the other hand, 
radio aurora can be observed during the daytime when visible aurora 
cannot be seen. 

A review of radio studies of the aurora has been made by Booker 
[28] and this should be consulted by the interested reader. 

8.6.2. Bistatic Observations 

The term "bistatic” is used to contrast a two-station (transmitter 
and receiver separated) method of observation with a single-station or 
monostatic method (radar). Auroral observations of this kind have always 
involved continuous-wave transmissions, so that the measurements of 
distances have had to be inferred from information on angles of arrival. 

The most extensive bistatic studies of radio aurora are those of Collins 
and Forsyth [27], who have classified enhancements of the received 
signals into five categories: 

(1) E events, which are strong reflections probably from sporadic 
E patches, 

(2) S events, which are enhancements which are not accompanied 
by a magnetic disturbance. 

The following A events are auroral phenomena closely associated with 
magnetic disturbance: 

(3) Ai exhibits rapid fading (100 c/s) and is strongly aspect sen¬ 
sitive. 

(4) A2 exhibits slow fading (1 cycle per 5 sec) and is slightly aspect 
sensitive. 

(5) A3 exhibits slow fading and no aspect sensitivity, i.e., the signals 
arrive in the great circle. 

This suggests that the A3 signals are due to scattering from essentially 
isotropic irregularities. 

Based on these results and some frequency-dependence measure¬ 
ments, Collins and Forsyth conclude that the A¡ and A2 events can be 
ascribed to field-alined irregularities above a height of 100 km, and the 
As events to more isotropic irregularities below that height. They also 
conclude from their frequency dependence measurements in the 32 to 
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50 Mc/s frequency range that the Aï events can correspond to overdense 
irregularities with electron density as great as 3 X107 cm*3, and that the 
usual electron density for the Ai events was between 1.3 and 1.9 X107 

cm*3, corresponding to a plasma frequency range of about 32 to 39 Me/s. 

8.6.3. Monostatic (Radar) Observations 

For localized observations of the radio aurora and the determination 
of its aspect sensitivity, radar methods are suitable. Furthermore, this 
method is useful in the study of movements. Numerous workers have con¬ 
tributed to radar-auroral research in the past 30 years and reviews of 
this subject are available [28, 29, 30], Although the results of the radar 
studies are not altogether conclusive, certain facts are generally agreed 
upon and these will be summarized below. 

The determination of the spatial association between aurora and 
radio aurora is complicated by the aspect sensitivity requirements of the 
latter. By a comparison of the associated aurora with the radar echoes (at 
College, Alaska) Bowles obtained good correspondence as illustrated in 
figure 8.17. This figure shows, however, that radar echoes are obtained 
from only parts of the visual forms. 

A striking demonstration of the aspect sensitivity of radio aurora has 
been given by Dyce [31], who operated a radar at Point Barrow, Alaska, 
located to the north of the visible aurora. The majority of radar echoes 
was obtained not from the south, but from the north. 

The heights from which auroral radar echoes are reflected range from 
75 to 135 km with a mean of about 110 km, which corresponds fairly well 
to the average height of the lower edge of most visual auroral forms. 

Leadabrand et al. [32] also measured the azimuthal distribution 
and thence the aspect sensitivity of radar echoes on 398 Mc/s, and found 
that they could be obtained up to 10° away from the angle of perpen¬ 
dicularity to the earth’s magnetic field. Presnell et al. [33] show that this 
departure is 12° on 216 Mc/s and 6° on 780 Mc/s. Thus, aspect sensitivity 
becomes more stringent as the frequency increases. It has been observed 
[32] that echoes from radio aurora at lower heights are confined to a 
narrower departure from perpendicularity than those from greater heights. 

The frequency dependence of radar echoes from radio aurora has not 
been definitely determined. It is clear that the scattering cross section 
diminishes with increasing frequency, and that it is small at all frequencies, 
corresponding, for example, to a power reflection coefficient of order 10 4 

on 106 Mc/s. 
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Figure 8.17. Association between visible aurora and radio aurora. 

(After K. L. Bowles, unpublished.) 
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A number of workers have measured the frequency spectrum of 
radar echoes from radio aurora. Some of the spectra obtained by Bowles 

in Ithaca, N.Y., and in College, Alaska, are shown in figure 8.18. 
The Doppler shifts and spreads of these spectra correspond to the motion 
of the irregularities in the radio aurora, and range motions observed 
simultaneously do not always correlate with them in magnitude or di¬ 
rection. Inasmuch as the range motions are probably spatial drifts re¬ 
sulting from redirection of the source of ionization, this apparent dis¬ 
crepancy is not surprising. 

FREQUENCY, C/S 

Figure 8.18. Spectra of VHF signals reflected from radio aurora. 

(After K. L. Bowles, unpublished.) 
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8.7. INCOHERENT SCATTER 6

8.7.1. Historical Note 

It has been known for many years, especially in connection with 
x-ray scattering, that an individual electron has a cross section for the 
scattering of electromagnetic waves. In 1958, Professor W. E. Gordon 
[35] pointed out that with the existing radar sensitivities it should be 
feasible to measure ionospheric electron densities by detecting this weak 
Thomson scattering. Gordon pointed out that, from the theory, the 
Doppler spread (pressure broadening) imparted to the radiofrequency 
by the thermal motion of the electrons provided a means of measuring 
electron temperatures. 

The existence of incoherent scatter was demonstrated in October 
1958 by Bowles pó] with a scatter-radar in Long Branch, Ill. To obtain 
the high sensitivity required he used an antenna with a cross-sectional 
area of almost 5 acres and a pulse transmitter of about 1 MW peak power 
on a frequency near 40 Mc/s. The receiver bandwidth was of the order of 
10 kc/s. Much to his surprise Bowles found that the line broadening was 
about 10 kc/s rather than the 100 kc/s predicted by Gordon. These results 
were corroborated, on a frequency of 440 Mc/s, at the Massachusetts 
Institute of Technology [37J. 

8.7.2. Scattering From an Individual Electron 

The reason for high equipment sensitivity is, of course, the small 
value of the Thomson scattering cross section a for a free electron (10-28 
m2). The echo amplitude to be expected from a single free electron can 
be calculated as follows: The incident power density is ptg/4irR2 where 
pi is the power transmitter, g is the antenna gain, and R is the range. 
The power absorbed (and re-emitted) is p¡ga/4ttR2 and the received 
power pr is (ptga/R2) (a/4irR2), where a is the antenna cross section. 
With a typical radar and scattering from the F region we assume the 
following values: p(=106 W, g=104, a = 104 m2, and Ä = 3X105 m. This 
gives pr = 6X10 M W. For unity signal/noise we need about 10~ls W 
so that the scattering volume must contain something like 1024 electrons. 
In the F region N is about 10 12 per cubic meter so that the scattering 

• Based on a lecture by K. L. Bowles. 
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volume required must be of the order of 10 12 m3 (i.e., 10 km3). Thus a 
limit is set to the smallest volume that can be studied by a given radar 
system. 

If the electrons are in thermal equilibrium with the ions and neutral 
molecules they will have, essentially, a Maxwellian distribution of ve-

Ficure 8.19. Electron cross sections for incoherent scatter measured at Jicamarca, Peru. 

(After K. L. Bowles, G. R. Ochs, and J. L. Green, 1962, J. Res. NBS 66D (Radio Prop.), No. 4, 395.) 
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locities and these motions will impose various Doppler shifts on the re¬ 
radiated waves. For an average F region temperature of 1500 °K one 
expects that the spectrum on 41 Mc/s should be about 100 kc/s wide. 
The experimental width turned out to be about one tenth this value and 
it was realized that something was wrong with the simple theory. The 
reason for this discrepancy has been found to lie in the long-range Coulomb 
interactions between the positive ions and the electrons. Because of their 
charges and motions, the ions and electrons produce statistical fluctua¬ 
tions of charge density which almost cancel in space. If this were not so, 
strong space charges would develop, tending to restore neutrality. Be¬ 
cause of this necessity to maintain electrical neutrality the motions of 
the electrons are constrained by those of the heavy ions. The observed 
line broadening is, therefore, not that due to the free electrons but rather 
to the ions wherein most of the momentum lies p6J. Because of this 
constraint it has been proposed to call the phenomenon "quasi-incoherent 
scatter.” The theoretical implications of this idea have been studied by 
a number of workers [38, 39, 40]. 

It turns out that, for thermal equilibrium between ions and electrons, 
the scattering cross section per free electron is just about one-half the 
classical Thomson cross section. In the more general case, when the elec¬ 
tron and ion temperatures ( Te and Ti, respectively) differ, the relation¬ 
ship between the measured cross section and the classical value a is 
given approximately by 

(8-17)

Measurements of am have been made by Bowles at the Jicamarca 
radar near Lima, Peru, and the results are shown in figure 8.19a. It 
will be seen that the values are all less than the theoretical value of 
5X10-29 m2. It is believed that during the middle of the day the dis¬ 
crepancy is due to absorption in the D region (approximately 0.5 dB, 
as shown in figure 8.19b.). On the other hand, near sunrise it is thought 
that the electrons are in fact hotter than the ions. 

8.7.3. Electron Density Profiles 

We have seen above that the power received from a given volume in 
the ionosphere is proportional to the number of electrons present. The 
incoherent scatter technique thus provides a means of determining the 
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electron density profile above the F2 peak provided that the geometry 
of propagation is known. The power pr received from a distance R is 
given by 

piaacrySy^yA 

Pr~ 8irR2
(8.18) 

where a is the antenna aperture area, 
a is the cross section per unit volume, 
c is the velocity of light, 
T is the pulse duration in seconds, 
yr. y„ and yA are factors to correct the aperture for the effects of 

resistive losses, side lobes, and tapered feed, respectively. 

The following features of (8.18) are worth noticing: 

(1) pr is proportional to R~ rather than R' as in the case of a single 
scatterer. From the divergence of the beam it can be seen that the scatter¬ 
ing volume increases proportional to the square of the range; this removes 
a factor of R~2. 

(2) The aperture a appears to the first power only. This is because 
increased aperture (i.e., increased gain) results in a smaller scattering 
volume. 

Further corrections have to be made to (8.18), depending on the type 
of antenna used. 
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Figure 8.20. Oscillogram showing echo power versus range made 
with scatter radar at Jicamarca, Peru. 

(After K. L. Bowles, 1961, J. Res. NBS 65D (Radio Prop.), No. 1, .1.) 
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Figure 8.21. Electron-density profile obtained from incoherent scatter measurements. 

(After K. L. Bowles, Mar. 1963. NBS Tech. Note 169.) 

Turning to the experimental results, in figure 8.20 we see an actual 
oscilloscope photograph made with the radar. Each spot is the result of 
averaging the echo power taken over many radar sweeps and is thus a 
plot of power versus range. With a knowledge of the equipment charac¬ 
teristics it is possible to determine the cross section per unit volume a 
from (8.18) and, hence, the electron concentration averaged over a cer-
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Figure 8.22. Sample electron-density profiles obtained from incoherent scatter 
measurements. 

(After K. L. Bowles, 1964, Radio wave scattering in the ionosphere. Advances in Electronics and Electron 
Physics 19, 55, Academic Press.) 
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tain volume and over a given time. A sample profile obtained with this 
technique is shown in figure 8.21. The curve has to be calibrated at least 
at one point and this is done at the peak of the F layer. The peak electron 
density is determined from the foF^ as observed with a conventional 
ionosonde and substitution in the formula 

N= 1.24X10 10 (foF)2 electrons per cubic meter. 

Further sample profiles are shown in figure 8.22 from which we see 
that there are rather large variations in the shape of the profiles with time 
of day and from day to day. The daytime results for heights below about 
200 km are probably too large by as much as a factor of two, due to the 
presence of weak coherent irregularities. At greater heights it has been 
verified that the echo power is proportional to electron density. One 
feature of particular interest is the abrupt change in electron-density 
gradient which often occurs on the topside. This change is probably as¬ 
sociated with the changeover in atmospheric composition from one con¬ 
stituent to another (e.g., oxygen to helium or helium to hydrogen). 
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CHAPTER 9 

Propagation of Low and Very Low Frequency Waves 

9.1. PURPOSE 

The aim of this chapter is to discuss, briefly, those lower frequency 
bands which provide alternatives to the use of high frequencies. It has 
been seen, in the previous chapters, that high frequency propagation is 
characterized by the following undesirable features: 

(1) Unreliability during ionospheric disturbances. 
(2) Fairly rapid and deep fading. 

The chief advantage of high frequencies is the relative simplicity of the 
terminal equipment required for long-distance communications. 

These defects in high-frequency propagation can be largely overcome 
by the use of low and very low frequencies (LF and VLF). These waves, 
reflected from the lower boundary of the D layer, are not affected by 
ionospheric disturbances to the same degree as the HF waves, and are 
characterized by relatively slow fading rates. The chief disadvantages 
are the limited usable bandwidths and the relatively large, and hence 
expensive, transmitter installations which are required. 

The VLF spectrum is nominally defined as 3 to 30 kc/s, but the 
usable band is confined to the range 10 to 30 kc/s. This is largely due to 
the difficulty in building efficient transmitting antennas for such wave¬ 
lengths (10 km<X<30 km). The propagation is characterized by rela¬ 
tively low path attenuation which is relatively stable with time. This 
feature, coupled with the fact that VLF energy is guided for long dis¬ 
tances (5000 to 20,000 km) between the earth and ionosphere, makes the 
VLF spectrum attractive for long-distance paths when high reliability 
is important. In figure 7.10b we saw that the noise on VLF is very high 
and, as a result, large transmitter powers are required. This fact, together 
with narrow spectrum available, has resulted in most VLF systems having 
narrow bandwidths. In addition, the bandwidths of most VLF trans-

393 
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mitting antennas are of the order of 20 to 150 c/s and their radiation 
efficiency is of the order of 10 to 20 percent only. 

The low-frequency (LF) spectrum, 30 to 300 kc/s, is characterized 
by higher path attenuation, lower background noise levels, and more 
stable propagation time delays relative to VLF. As a result LF systems 
are usually used for intermediate ranges (1000 to 5000 km). Terminal 
equipment is usually cheaper than in the VLF case and, in addition, the 
available bandwidths are greater. 

Our primary concern is with the propagation, rather than with the 
engineering uses, of low and very low frequencies. We shall first discuss 
some elementary theory and then consider the observational material. 

9.2. THEORETICAL CONSIDERATIONS 

9.2.1. Ray Theory 

The concepts of geometrical ray theory break down in the case of 
low and very low frequencies because the wavelengths are comparable 
with the thickness of the D region. However, in some cases, geometrical 
ray theory is useful for describing certain phenomena. For example, it is 
convenient to describe the diurnal change A0 in phase as due to changes 
in the height of a fictitious reflecting layer, the phase shift on reflection 
being assumed constant. For example, if h is the mean height of this 
fictitious layer, Ah the diurnal change in height, 2d the distance between 
transmitter and receiver, and X is the wavelength, then 

A/i = A0 
X y/d'+tf 
2r~~2h (9.1) 

where A</> is in radians. 

9.2.2. Waveguide Theory 

9.2.2.1. Meaning of Mode 

The propagation of VLF waves between the earth and the iono¬ 
sphere, over large distances, can be likened to the propagation of micro¬ 
waves along a waveguide. The "mode theory”, as it is called, has been 
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considered in detail by Budden El]1 and Wait p] and a few simple ideas 
based on these works will be discussed here. 

Let us consider first the meaning of the term "mode.” The Inter¬ 
national Dictionary of Physics and Mathematics (Van Nostrand) de¬ 
fines mode of propagation as follows: "A form of propagation of waves 
that is characterized by a particular field pattern in a plane transverse 
to the direction of propagation, which field pattern is independent of 
position along the axis of the guide.” 

In this section it shall be assumed that the transmitted waves are 
vertically polarized, i.e., the electric vectors are vertical. Furthermore, 
we shall confine attention to /ong-distance propagation where a single 
mode predominates (see reference [1], sec. 9.13). 

9.2.2.2. Basic Concepts 

In the simple model shown in figure 9.1, the earth and ionosphere are 
represented by perfectly conducting planes. With respect to a cylindrical 
coordinate system (p, <p, z), the ground is the plane z=0 and the lower 

F1CURE 9.1. Ray geometry corresponding to the first mode between 
parallel conducting planes. 

1 Figures in brackets indicate the literature references on p. 441. 
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boundary of the ionosphere is the plane z=h, p is the radial coordinate 
in a horizontal plane and <f> is the azimuthal coordinate. Let the source 
be a vertical dipole located on the ground, at the origin. The electric 
field observed at some other point on the ground is in the vertical direc¬ 
tion. To an observer on the ground, the signal would appear to come 
from the dipole plus a whole series of images in the ground and in the 
ionosphere £2J. The images are located just below the ground and at 
z= ±2h, ±4/i, and so on, as shown in figure 9.1. 

Consider the wavelets emanating from the images in the ionosphere. 
These will reinforce in a direction making an angle ß with the vertical 
(see fig. 9.1) such that 

2h cos ß = 2hC=nX, (9.2) 

where C = cosß, which is a function of the integer n. Thus for a given 
value of n 

c = -
Cn 2h' 

(9.3) 

The ground images will add up at an angle (ir — ß) with the vertical. 
Thus, for a given value of n, there are two families of waves which have 
the same horizontal component (c/S„) but which have opposing vertical 
components of velocity, where 

$=i-C (9.4) 

We can imagine the resultant of these two sets of waves as a single wave 
traveling parallel to the z=0 plane with a phase velocity vp = c/Sn. 

Consider the wave directed broadside (n = 0). We can imagine this 
wave to originate in a line source in which the effective uniform current 
is Ia- Let s be the length of the transmitting dipole carrying a current /. 
Since images occur as pairs of dipoles all of the same strength (because 
of the perfect reflectors), and since they are separated by distances of 
2h we have 

s 
Ia=-I. (9.5) 

The field Ez produced by such a line current is given by £3 J 

Et = (kp) = IpouIh^sHo^ (kp), (9.6) 



WAVEGUIDE THEORY 397 

in which Hom (kp') is the Hankel function of the second kind with argu¬ 
ment kp, po is the permeability of free space, u is the angular frequency, 
and k = 2r/X. At very great distances, i.e. when p»X, the Hankel func¬ 
tion can be replaced by the first terms of its asymptotic expansion, giving 

E,= 
$ Is 7T 
— (Xp)-'exp i - exp ( — ikp). (9.7) 

Note that this field corresponds to the mode obtained by putting n = 0 in 
(9.2). We shall call this, for convenience, the zero-order mode. 

Next let us consider the mode produced by the pair of nth images 
(that is, those located at distances of 2nh above and below ground). 
Because of the obliquity of the rays the equivalent line current is I sin ß 
( = I S„). Also the electric field at a point in the plane of the diagram will 
be perpendicular to the radius vector from the point to the image so that 
to obtain the vertical component of the electric field we must again mul¬ 
tiply by Sn, so that, for the nth mode, the field is given by 

E„ = 2^ S2H0(2) (fcpSn). 
4h 

(9.8) 

Note that the factor 2 arises because of the two sets of images. For the 
zero-order mode we have only one set. The resultant field is obtained by 
summing over all modes for integral values of n from 0 to ». This gives 

E, = ^ ÊïnSJHWkpSJ, 
4A „-0 

(9.9) 

where fo= 1, fn=2(n= 1, 2, 3, • • •). 
For the far field (p»X) this expression reduces to 

£\ = V— Istrup)-* exp (i 22 fnS’ exp ( — ikpSn), (9.10) 
¿Vo/ \ 4/ 

where S„ = (1— C2)* and C„ = nX/2h. 
It has been assumed above that the earth and the ionosphere are 

perfect electrical conductors and that the reflection coefficients of the 
rays are always +1. In practice, for long-distance propagation the iono¬ 
sphere behaves more like a perfect magnetic conductor with a reflection 
coefficient of —1, while the ground still has a reflection of + 1. In this 
case the images are located at z = 2h, ±4/t, and so on, but now they al¬ 
ternate in sign. If we write down the resonance condition similar to (9.2) 
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we must include the reversal of sign of the image which is simply the same 
as changing the phase by it. Thus, 

2hCn = (n — J)X, (9.11) 

where n = +l, +2, etc. This shows that there is no zero-order mode 
(n = 0) so that there is no coherent family of waves directed broadside. 
In this case the corresponding expression for the electric field E2 is 

X S^^kpS,). „ Mow Is 
(9.12) 

For great distances this reduces to 

E‘~(^^ 1 exp (i 22 S’ exp ( — kpS„). (9.13) 

The E field patterns along the direction of propagation are shown in 
figure 9.2 for the first- and second-order modes when the earth is a perfect 
electrical conductor (/?=+!) and when the ionosphere can be regarded 

PERFECT REFLECTOR 

— E —- p V 
PERFECT REFLECTOR 

FIRST-ORDER (TM0|) MODE R- + | 

SECOND-ORDER (TM oz)MODE 

Figure 9.2. E field in an idealized earth-ionosphere waveguide. 
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as a perfect magnetic conductor (K=—1). Since we are dealing with 
waves polarized in the plane of incidence, the modes are transverse mag¬ 
netic (TM). When the ionospheric reflection coefficient is —1, the mode 
pattern can be obtained from the mode pattern of the same order for 
perfectly conducting boundaries by placing the ionosphere in the plane 
of the first null in the vertical electric field below the upper perfectly 
conducting boundary. 

We have seen above that the phase velocity vp in the z-direction is 
given by 

(9.14) 

If we let Xo be the wavelength in the z direction we have that 

(9.15) 

where X is the free space wavelength. Combining (9.2) and (9.15) we 
obtain 

This shows that, for \<2h/n, X„ is imaginary and, hence, the mode is 
evanescent. There is a minimum cutoff frequency fn below which waves 
will not propagate where 

(9.17) 

The cutoff frequency for n=l is, therefore, Ji = c/2h and, taking 
/i = 75 km for the height of the daytime D layer, we obtain /i~2 kc/s. 

For the case of a magnetically conducting ionosphere, (9.11) and 
(9.15) give, for the cutoff frequency, 

(9.18) 

It will be seen that the change of R from +1 to —1 will change the 
cutoff frequency (for n = 1) from 2 kc/s to 1 kc/s. To be consistent with 
the mode-numbering system for perfectly conducting electrical walls, 



400 PROPAGATION OF LF AND VLF FREQUENCY WAVES 

the idealized earth-ionosphere modes should be denoted by n —| rather 
than by n. 

9.2.2.3. Modifications for Imperfect Reflection 

Equations (9.2) and (9.11) are based on the establishment of a 
standing wave pattern. This can be interpreted as the condition for a wave 
to transverse the wave guide, thus suffering reflection at each boundary, 
and suffer a net phase change of 2?rn radians, thus permitting the twice 
reflecting wave front to interfere constructively with the original wave 
front. This condition can be written as 

R0{C) Ri^C) exp ( — i2khC) =exp ( —i2irn), (9.19) 

in which R^C) and R{(C) are the reflection coefficients of the ground and 
ionosphere respectively for waves incident at an angle ß where C — n\/2h. 
Note that by putting R^C) = Ri(C) = 1 we obtain (9.2) and by putting 
Ri^C) = — 1 we obtain (9.11). In the case where Ra and Rt are not unity 
it is necessary to solve (9.19) for C„ for each mode and, hence, determine 
Sn= (1—C’)* for substitution in equations like (9.13). Now, in general, 
Ro and R, will be complex so that C„ and Sn will be complex. The wave 
fields contain the term exp ( — ikpSn) so that when S„ is complex it im¬ 
plies attenuation (see also sec. 2.3.3.3). The absorption index (k) is 
given by the imaginary part of S„, the guide wavelength X„ is given by 

Ä 

° Re Sn ’ 
(9.20) 

and the phase velocity v„ is given by 

c 
^Re S, 

(9.21) 

where Im S„ and Re S„ represent the imaginary and real parts, respec¬ 
tively, of S„. 

The numerical solution of the mode (9.19) is complicated when the 
reflection coefficients of the earth and of the ionosphere depart from 
unity, but some solutions have been given by Wait £4J. When signals 
are propagated over long distances it must mean that the attenuation 
per unit distance is small and, thus, that the reflectivity of the boundaries 
must be relatively high. Also the angles of incidence must be large (near 
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90°). Under these conditions approximate solutions may be obtained as 
follows: 

The Fresnel reflection coefficient R is given by 

ß^c+V^s2' (9.22) 

where ß is the refractive index of the reflecting medium. For VLF waves 
in the ionosphere, and thus [2] 

Hence 

Similarly for the ground 

L uv 

R(r} = (L-M-WU-iL)' 
4 n) {L-i)Cn+(C2U-iL)i ’ 

c (KG—ï) Cn— [G^K-D-iG+dj^ 
n> (KG-i)Cn+{G2(K-l)-iG+C2G2}^ 

(9.23) 

(9.24) 

(9.25) 

where G = t^w/a, K = ee/et>, where e, and a are the permittivity and con¬ 
ductivity of the ground. 

The value of L for very low frequencies is of the order of unity and, 
for long distances, C„ is small so that (9.24) reduces to 

RM 
2(L — i)C„ ' 
VCn2L2-iL_ 

(9.26) 

Note that at great distances it is sufficient to take the first-order mode 
only. 

When the ground conductivity is large, G«1 and (9.25) reduces to 

RS(C„)%1 —2G1C„ 1 exp [í(tt/4) J. (9.27) 

Now for low-order modes C\<iZL and, assuming that L is real, 
(9.19) can be solved, approximately, using (9.26) and (9.27), which gives 

Re SB=S,4-(2v2<(Ä/X)}Sn)-*[(C„)’(L‘-L-l)+Gll (9.28) 

Im S„=-(2V2<(/1/X)]Sn)-,[(Cn)2(L‘+L-‘)+G‘], (9.29) 
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where n — ~ 
S„=(l-Cn2)‘ and C„ = —-X. 

These two equations, together with (9.13), determine (approxi¬ 
mately) the phase velocities and rates of attenuation of the modes for 
the simple case of a flat earth and a flat sharply bounded ionosphere, 
when the effect of the earth’s magnetic field is neglected. It should be 
noted also that finite ground conductivity always affects the phase ve¬ 
locity. The phase velocity is affected also by L except when L=l. The 
rate of attenuation is a minimum when L=1 and it increases with de¬ 
creasing ground conductivity. It will be seen also that the higher order 
modes are more highly attenuated than the first order. 

The above presentation is intended to illustrate the application of 
waveguide theory to VLF ionospheric propagation rather than to de¬ 
velop a quantitatively correct theory. It is defective, as it stands, in two 
major aspects: 

(1) It neglects earth and ionosphere curvature. 
(2) It neglects the earth’s magnetic field. 

9.2.2.4. Effect of Earth Curvature 

The most important influence of the curvature of the earth is that 
it prevents the angle of incidence at the ionosphere from becoming 
grazing while it can become grazing at the surface of the earth. If the 
radius of the earth is a, the height of reflection is h, and </>' and </> are the 
angles of incidence at the ionosphere and at the ground respectively we 
have, from (4.9), that 

a sin </>= (a-f-A) sin </>'. (9.30) 

Both the above effects tend to reduce the magnitude of the reflection 
coefficients of the ionosphere and earth. On the other hand, antipodal 
focusing (sec. 5.2.4.3) may modify the rate at which the signal amplitude 
decreases with distance. 

A detailed theory of the modifications introduced by the earth’s 
curvature has been worked out elsewhere [3] and a modified mode equa¬ 
tion has been derived namely: 

Ra(C) Ri(C') exp 
r* / 2z 

-2ik / ( C+- S2 ) dz 
Jo \ a / 

exp ( —i2irn), (9.31) 
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Figure 9.3. Attenuation factor as a function of height. 

The upper and right-hand scales are specifically for h=70 km, which is a typical daytime height (B=XL/h) 
(After J. R. Wait and K. Spies, 1960, Influence of earth curvature and terrestrial magnetic field on VLF 

propagation, J. Geophys. Res. 65, 2325.) 

where C=cos</>, C' = cos<£', and z is height. Since (a+h) S' = aS, this 
reduces to the flat earth equivalent as h/a—>0. Actually (9.31) is also 
an approximation and is strictly only valid if ) (fca/2)*C |X>1. 

A higher degree of approximation has been used by Wait and Spies 
[5]. Some numerical results of these authors, given in figure 9.3a and 
9.3b, indicate that the curvature of the earth can increase the attenuation 
by a factor of 3 above that calculated on the basis of a plane-earthplane¬ 
ionosphere model. Some curves showing the attenuation rate as a func¬ 
tion of frequency are given in figure 9.4. 

The effect of earth curvature on the phase velocity is of interest in 
that the velocity is reduced to less than c in most cases of interest as shown 
in figure 9.5. It will be seen that the effect of the curvature is greatest 
on the lowest order mode. This is to be expected since the higher order 
modes involve rays which are less grazing, and the differences between 
the angles of incidence for the flat- and curved-earth cases becomes 
smaller as the mode order increases. 

Another effect of earth-ionosphere curvature is the efficiency with 
which a given mode can be launched into the waveguide (see page 221 
of reference 2). For ionosphere heights of the order of 70 km and for fre-
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Figure 9.4. Attenuation rate as a function of frequency. 

(After J. R. Wait and K. Spies, 1960, Influence of earth curvature and terrestrial magnetic field on VLF 
propagation, J. Geophys. Res. 65, 2325.) 

quencies less than 16 kc/s, there is little difference but, for higher fre-
quencies or greater heights, the excitation o£ the first mode becomes rela¬ 
tively weak. However, in a few cases the excitation factor may be greater 
than unity, particularly for the higher order modes. 

9.2.2.5. Effect of the Earth’s Magnetic Field 

The chief effect of the earth’s magnetic field is to make the ionosphere 
an anisotropic medium (see ch. 2). A wave polarized in the plane of 
incidence (E vector in the vertical plane) gives rise to two reflected waves 
and two transmitted waves. One of each of these is polarized in the plane 
of incidence, while the others are polarized normal to this plane (i.e., 
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Figure 9.5. Phase velocity for a perfectly conducting earth and an imperfectly reflecting 
ionosphere. 

(After J. R. Wait and K. Spies, 1960, Influence of earth curvature and terrestrial magnetic field on VLF 
propagation, J. Geophys. Res. 65, 2325.) 

horizontally). Thus, a vertically polarized wave incident on the ionosphere 
gives rise to a horizontally polarized component which, after a ground 
reflection and another ionospheric reflection, gives rise to further vertically 
and horizontally polarized waves. This results in polarized modes which 
are "coupled.” However, the degree of coupling is usually small and will 
be ignored in this book. 

In principle, the ray properties of VLF signals in the ionosphere can 
be determined from the complex refractive index (2.76). It is much 
more convenient, however, to use the quasi-longitudinal and quasi-
transverse approximations (sec. 2.3.3.2), retaining the collision term. 

In order to take into account the double refraction in the ionosphere, 
it is convenient to use the two reflection coefficients i|/?n and x/fx to¬ 
gether with two conversion coefficients uRx and x/?||. The first subscript 
denotes whether the electric field of the incident wave is parallel (| |) 
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to or perpendicular (_L) to the plane of incidence and the second subscript 
refers to the same characteristic in the reflected wave. 

For details of the calculations of these reflection coefficients the 
interested reader can start with chapter IX of reference pj and follow 
up the references given therein. It will be sufficient for our present purpose 
to note how the attenuation and phase velocity is affected by the inclu¬ 
sion of the earth’s magnetic field. Some results for the first-order mode are 
shown in figures 9.6 and 9.7 for attenuation and phase velocity respec¬ 
tively for a real angle of incidence of 82°, for various dip angles I, and 
with different directions of propagation 0a (measured clockwise from the 
north). The attenuation results are presented in terms of the ratio PC 

Attenuation with magnetic field 
Attenuation without magnetic field 

Figure 9.6a. Ratios of attenuation (with and without the magnetic field) as a function of 
azimuth. 

(After J. R. Wait and K. Spies, 1960, Influence of earth curvature 
and terrestrial magnetic field on VLF propagation, J. Geophys. Res. 

65, 2325.) 



WAVEGUIDE THEORY 407 

and, in figure 9.6, P is plotted for various dip angles and frequencies of 
10 kc/s and 22 kc/s. In all these curves the electron density N is 103 per 
cm3, p = 2X107 sec-1, and the strength of the earth’s field is 0.5 G. 

When the azimuth is 0° (propagation towards the north) or 180° 
(to the south) the magnetic field has little effect on the attenuation. For 
east-west and west-east propagation P departs significantly from unity. 
The effect becomes less noticeable as I approaches 90°. The effect of the 
magnetic field on the phase velocities of VLF waves is relatively small. 

One feature, which is evident in both figures 9.6 and 9.7, is the non¬ 
reciprocity in P, and in velocity, for 0a = 9O° and 270°. The difference 
in P has been observed experimentally £6, 7] and the physical explana¬ 
tion involves the action of the transverse field component on the motion 
of the ionospheric electrons in the plane of incidence [6, 8]. These electron 
motions should not be confused with those giving rise to the ordinary 

Figure 9.6b. Ratios of atténuation (with and without the magnetic field) as a function of 
azimuth. 

(After J. R. Wait and K. Spies, 1960, Influence of earth curvature 
and terrestrial magnetic field on VLF propagation, J. Geophys. Res. 

65. 2325.) 
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Figure 9.7a. Differences between phase velocities (with and 
without the magnetic field). 

(After J. R. Wait and K. Spies, 1960, Influence of earth curvature 
and terrestrial magnetic field on VLF propagation, J. Geophys. Res. 

65, 2325.) 

and extraordinary waves which are in the plane transverse to the direction 
of propagation. It is important to notice that the results shown in figure 
9.7 refer to a particular model and the results may be entirely different 
with a different model. 

9.2.2.6. Modes and Rays on Very Low Frequencies 

The question frequently arises as to (a) the relationship between 
mode and ray (or geometrical-optical) theories, and, sometimes, (b) 
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Figure 9.7b. Differences between phase velocities (with 
and without the magnetic field). 

(After J. R. Wait and K. Spies, 1960, Influence of earth, curvature 
and terrestrial magnetic field on VLF propagation, J. Gecphys. Res. 

65, 2325.) 

whether one is more correct than the other. 
It has been shown [9] that for the case of propagation between per¬ 

fectly reflecting parallel planes, the series expansions based on ray and 
mode theory are related by a Fourier cosine transform. This suggests that, 
provided all modes and all rays are taken into account with appropriate 
corrections for losses, the results from both methods will be the same as 
has been demonstrated [10]. In fact the derivation of the mode formula 
given earlier is based on the ray approach. It is not uncommon, however, 
for a ray model of VLF propagation to be used which considers just one 
ray, reflected several times between earth and ionosphere, from the trans-
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mitter to the receiver. A single ray model is satisfactory only at short 
distances. 

The appropriate question to ask, then, is which method of calcula¬ 
tion is simplest. On VLF, the wavelength and height of the ionosphere 
are such that only a few modes are important since the higher-order 
modes are attenuated at a much greater rate than that of the lowest mode. 
At great distances only one mode need be considered. In this case, how¬ 
ever, many rays have to be considered. On the other hand, at short dis¬ 
tances all propagating modes are comparable in amplitude and must be 
considered. Only a few rays need to be considered, however, since the 
higher-order rays are incident at smaller angles of incidence where the 
reflection coefficient is decreasing rapidly. 

On higher frequencies (in the LF band) and at long distances many 
modes may be important, and the attenuation coefficients of many of the 
less attenuated modes may be comparable. Thus there is less advantage 
in using mode theory. Wait [10J has given an account of ray theory for 
use at LF which takes account of the curvature of the earth, showing 
how the rays which are identifiable inside the horizon behave as the hori¬ 
zon is passed. 

9.2.2.7. Effect of Ionospheric Stratification 

It has been assumed that the ionosphere is a sharply bounded, semi¬ 
infinite medium. This is only a first approximation because what little 
evidence we have suggests that the D layer is not sharply bounded. It has 
been found [2, 3, 11, 12J that a two-layered model is necessary to explain 
the observed attenuation rate in the frequency range from 500 c/s to 1.5 
kc/s. For frequencies in the range 8 kc/s to about 20 kc/s, however, the 
sharply bounded model is convenient for a simple description of what 
must be a complicated reflection process. Extensive justifications for the 
idealized model have been given recently by Wait and Walters2 in a 
series of four papers dealing with the reflection of VLF waves from in¬ 
homogeneous ionospheric models. 

* Wait, J. R., and L. C. Walters (1963), Reflection of VLF radio waves from an inhomogeneous iono¬ 
sphere, Parts I, II, III, and IV, J. Res. NBS 67D, and (1964) Radio Science. 
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9.2.3. Ionospheric Coupling on Low Frequencies 3

In our discussion of the propagation of waves in a magneto-ionic 
medium (ch. 2) we assumed that the ordinary and extraordinary waves 
are propagated independently. While this is substantially true on high 
frequencies, it is not so on low frequencies. Experimental studies have 
shown that the echo structure of low-frequency pulses is more complicated 
than that on high frequencies. One of the most interesting effects is known 
as coupling [13], which has been studied extensively at the Pennsylvania 
State University on a frequency of 150 kc/s at night. 

Coupling may be thought of as arising in the following way. In the 
case of long waves, propagation in an inhomogeneous medium must be 
considered. It is no longer possible to consider a purely progressive wave, 
because each point in the medium gives rise to a forward and a backward 
wave, and these two waves must be taken into account in describing the 
propagation. Furthermore, the component magneto-ionic waves no longer 
propagate independently; hence coupling occurs not only between 
magneto-ionic components but also between the progressive wave of one 
component and the backward wave of the other. For a detailed description 
of the propagation, a full wave theory is required. It has been shown [13] 
that when the level X= 1 occurs near the level where v = vc = wh sin2 0/cos 0, 
strong coupling can occur. This level depends on the strength and di¬ 
rection of the magnetic field and on the collision frequency profile p(A). 
The sketch in figure 9.8 indicates, schematically, the reflection processes 
for long waves, including the possibility of coupling. Above the base of 
the ionosphere (where X = 0), the two circularly polarized ordinary and 
extraordinary waves travel independently with different speeds. Near the 
level where coupling can occur, the upgoing extraordinary wave gives 
rise to a backscattered ordinary wave and to a progressive ordinary 
wave in addition to the progressive extraordinary wave. This progressive 
extraordinary wave is known as the "whistler mode. Similarly the up-
going o wave gives rise to a backwards x wave. These backward-moving 
waves combine to produce a downcoming coupling echo. The polarization 
of the coupling echo should be fairly constant, since the backscattering o 
and x waves should be in proportion. Ihis is, in fact, observed. The 
polarization of the coupling echo is roughly constant and the same as 

• This section is taken verbatim from a lecture by Dr. J. S. Belrose. 
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Figure 9.8. Sketch to illustrate the mechanism of reflection of LF waves from the ionosphere. 

(After J. S. Bel rose, 1964, unpublished.) 

that transmitted. However the amplitude would depend markedly on how 
closely the X=1 level approaches the v=i/c level. 

A second effect of coupling is concerned with the polarization of 
the main echo. The upgoing x wave, in the region of coupling, gives rise 
to a forward-scattered o wave, which combines with the forward pro¬ 
gressive o wave, and proceeds to the level X = 1+ Y, where it is reflected. 
Now, when this downcoming o wave reaches the coupling level, it gen¬ 
erates a forward-scattered x wave which, when combined with the 
progressive o wave below this level, alters its polarization. In fact the 
resulting polarization ellipse, in the presence of strong coupling, may have 
its major axis outside the magnetic north-east south-west quadrants, that 
is, in a direction forbidden ” by simple magneto-ionic theory. 

If the bottom of the ionosphere is "rippled” and these ripples pass 
over the level where v = vc so as to change the X=1 level from below to 
above the critical coupling” level, we would expect that the polarization 
could change rapidly [14], This phenomenon has been observed by the 
Pennsylvania State University workers, who have called it "flip-overs,” 
i.e., the polarization of the "main echo” can change from right-handed 
to left-handed depending on whether v< or >vc at the level where X=l, 
and in the ease of critical coupling the polarization of the downcoming 
wave may be in the pair of "forbidden” quadrants mentioned in the 
previous paragraph. 
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Coupling effects, where studied, namely at Pennsylvania State 
University, are strongest on frequencies near 150 kc/s at night. No day¬ 
time coupling effects have been observed, but if they were, the effect 
should be strongest for waves of frequency between 300 and 500 kc/s. 

9.3. SOURCES OF VERY LOW FREQUENCY SIGNALS 

9.3.1. Atmospherics 

The majority of the energy in the VLF band comes from radiation 
due to lightning discharges (see sec. 7.5.1), which are called atmos¬ 
pherics. A typical discharge radiates about 5 X104 joules [15, 16J. A large 
part of this energy is radiated in the VLF band, with peaks near 10 
kc/s. The transmitted waves are mostly vertically polarized and the 
field strengths produced by these discharges can be as great as several 
volts/meter at short distances. The energy level, at the receiver, is gen¬ 
erally greatest between sunset and midnight and tapers off to a broad 
minimum after sunrise. 

9.3.2. Manmade Signals 

These generally originate in transmitters with Morse code or pulsed 
CW carriers, and are spread through the range from 10 to 25 kc/s. Radi¬ 
ated powers vary from a few kilowatts to more than a megawatt, and 
the signals are vertically polarized. 

Another type of manmade radiation comes from nuclear explosions 
in the atmosphere. 

9.3.3. VLF Signals Associated with the Exosphere 

These signals are generated within or are propagated along paths 
in the outer atmosphere. The length of such a path may amount to 30,000 
or 50,000 km. Whistlers [17J are generated in lightning discharges and 
are guided along the earth’s magnetic field to conjugate points. VLF 
emissions, chorus, hiss, etc., are believed to originate in the exosphere. 
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9.4. PHASE VARIATIONS ON VERY LOW FREQUENCIES 

9.4.1. Method of Observing Phase Changes 

This is, essentially, described in section 3.2.3.1. For short distances, 
up to about 200 km, the groundwave provides a suitable reference signal 
because it can be separated from the skywave signal £19]. For longer dis¬ 
tances, the reference signal has to be transmitted by some other means, 
e.g. telephone line £20]. Both the above methods have the advantage that 
the actual frequency transmitted need not be very stable. This is not the 
case when a local reference oscillator is used. The latter is required for 
distances greater than about 200 km because of the difficulty of separating 
the groundwave from the skywave. 

9.4.2. Regular Diurnal Changes Over Short Distances 

It was pointed out above that an incident wave, polarized in the 
plane of incidence, will, after reflection, be elliptically polarized. This 
reflected wave can, therefore, be resolved into two components: 

(a) the normal component, polarized in the plane of incidence; 
(b) the abnormal component, with its electric vector horizontal. 

The abnormal component can be observed by the use of a loop an¬ 
tenna set with its plane perpendicular to the plane of propagation. The 
normal component can be observed by means of a loop in the plane of 
propagation. In the latter case, the groundwave signal induced in the 
loop has to be cancelled by means of a signal received on a vertical whip 
antenna £21, 22], 

In studies of the diurnal variations of phase, it has been found con¬ 
venient to describe them in terms of changes AA of height h of a fictitious 
mirror reflector. If the ground distance is 2d and the wavelength is X, 
then 

Afi = A0^^^, (9.32) 
¿ir ¿n 

where A</> is the diurnal phase change in radians. 
The diurnal variation in the phase of WWVL (on 20 kc/s) over a 113 

km path near Boulder, Colo., is shown in figure 9.9. The phase curves are 
dish-shaped with the deepest depression centered near local noon. The 
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Figure 9.9. The diurnal variation of phase of WWTL 

(After C. J. Chilton, D. D. Crombie, and A. G. Jean, 19G3, Phase variations in VLF propagation, 
AGARDograph 74, 257, Pergamon Press.) 
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diurnal phase shifts in May 1961 were approximately 720°, corresponding 
to a height change of about 18 km. This result agrees well with similar ob¬ 
servations in England £19] over a 90 km path. There, on 16 kc/s, phase 
changes varying from 430° in November to 600° in June were observed, 
which correspond to height changes of 13 km and 18 km respectively. 
The English results showed also that the effective height of reflection 
h(x) varied in a Chapman-like manner (see (1.29)), namely: 

h(x') =Hq+H sec X, (9.33) 

provided that x <85°. Here h0 is the effective height if the sun were over¬ 
head, and H is the scale height of the atmosphere (sec. 1.2) at the height 
of reflection. It was found that the mean value of h0 was about 69 km and 
that the values of H varied from 4 km in June and January to about 7 km 
in October and April with a mean value of around 5.5 km. 

Observations of the abnormal component over a distance of 540 
km £23] showed that the diurnal change starts about 1 hr before ground 
sunrise at the path midpoint, whereas at 90 km the change commences 
about 10 min after ground sunrise. Over this distance (540 km), the phase 
change reaches a maximum value near ground sunrise and then decreases 
for about 2 hr thereafter. This phase reversal, together with a much 
smaller one occurring during the main phase change (neither being ob¬ 
served over 90 km), are thought to be due to reflections from different 
D layers £24], It is possible, however, that these effects may be due to 
interference between multiple rays or modes. 

9.4.3. Regular Diurnal Changes Over Long Distances 

In these experiments, it is necessary to use a local reference oscillator 
and allowance must be made for oscillator drift. When this is done, it is 
found that, on an east-west path, the diurnal variation of phase com¬ 
mences some half hour before sunrise at the eastern terminus and con¬ 
tinues smoothly until just before sunrise at the western terminus £25]. 
The relative phase then remains constant until about a half hour after 
sunset at the eastern terminus when a smooth transition of nighttime 
conditions sets in. This trapezoidal diurnal variation is illustrated in 
figure 9.10. It must be remembered that this trapezoidal representation 
is highly idealized and, in practice, the diurnal pattern undergoes con¬ 
siderable variation from day to day and from season to season. 

Observations of the phase of the GBR (Rugby, England) signal in 
New Zealand £26] can be explained in terms of the times at which the 
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Figure 9.10. Diurnal variation of phase of the GBR (Rugby, England, 16 kc/s) signal 
received in Boulder, Colo. (7400 km). 

(After C. J. Chilton, F. K. Steele, and R. B. Norton, 1963, Very-low-trequency phase observations of 
solar flare ionization in the D region of the ionosphere, J. Geophys. Res. 68, 5421.) 

sunrise or sunset line crossed the nearly north-south path, and the angle 
between these lines and the path. It is necessary to assume that the height 
changes suddenly from its daytime to its nighttime value at the time of 
sunset and vice versa at sunrise. The magnitude of the phase change can 
be explained in terms of a waveguide mode theory provided that the 
ionosphere is treated as a magnetic conductor £27]. To a first approxima¬ 
tion, it has been shown £27] that the phase velocity vp in a curved earth¬ 
ionosphere waveguide is given by 

so that for the first-order mode (n = 1) we have 

(9.34) 
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If the height h changes by an amount Ah, the corresponding phase 
change A<£ is given by 

-
2ird h X2
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Aft , 
— rad, 
h 

(9.35) 

in which d is the great circle distance of the receiver from the transmitter 
and h is the mean height of reflection. Using this equation it has been 
shown C27J that the diurnal height change (day to night) is about 16 
km. Curves showing the phase velocity as a function of reflection height 
and wave frequency have been shown in figure 9.5. As a particular path 
is crossed by a day/night boundary, the relative phase seen at the receiver 
will depend on the relative amounts of the path which are in daylight and 
in darkness at the instant concerned. If d0 and dn are the distances in 
daylight and darkness, and ßo and ßn are the respective phase changes 
per unit length, the total phase lag </>< between transmitter and receiver 
is given by 

</>( = </o^o + dndn = do(/3o — ßn) +ßnd. (9.36) 

For an east-west path this gives the trapezoidal variation noted above 
while for a north-south path they may tend to pass quickly from daylight 
to night giving a rectangular variation as illustrated in figure 9.11. 

9.4.4. Influence of Geographical Location 

The diurnal curves shown in figures 9.10 and 9.11 show up the effect 
on the phase of paths in high latitudes. The GBR-Boulder path lies in 
much higher latitudes than the NBA (Panama)-Boulder path. If one 
considers ground sunset and sunrise, the GBR-Boulder path becomes com¬ 
pletely dark during June, but this is not reflected in the June curve. If 
we consider, however, sunset and sunrise at the level of the D region, 
then we see that the path never really becomes dark and, thus, we should 
not expect the full diurnal variation to develop. Examination of the 
diurnal phase changes during the months for which the path does become 
completely dark suggests that there is a seasonal change in the diurnal 
phase shift. In December and January, the mean phase change is 210° 
while in March it is 260°. 



INFLUENCE OF GEOGRAPHICAL LOCATION 419 

Figure 9.11. Diurnal variation in the phase of NBS (Panama, 18 kefs') signals as 
received in Boulder, Colo. 

(After C. J. Chilton, F. K. Steele, and R. B. Norton, 19G3, Very-low-frequency phase observations of 
solar flare ionization in the D region of the ionosphere, J. Geophys. Res. 68, 5421.) 

Some observations of the relative phase of GBK as measured in 
Point Barrow, Alaska (6000 km) are shown in figure 9.12. This is a very 
northerly path and, ignoring the effect of flares, etc., it is seen that the 
diurnal phase shift (~30°) is small. When allowance is made for the fact 
that two-thirds of the path is illuminated, the observed phase change 
represents an effective height change of 13 km for that portion of the 
path which changes from daylight to dark. 

It is useful to note at this point that a phase change A</> is sometimes 
measured in terms of a time delay At by the formula 

A0 
At =— . 

o> 
(9.37) 

It should be remembered that At is not the change in transmission time 
since the latter usually refers to group propagation time (see sec. 2.4.2). 
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Figure 9.12. Relative phase of GBR (Rugby, England, 16 kc/s) signals at Point Barrow, 
Alaska. 

(After C. J. Chilton, D. D. Crombie, and A. G. Jean, 1963, Phase variations in VLF propagation, 
AGARDograph 74, 257, Pergamon Press.) 

9.4.5. Determination of Phase Velocity 

The measurements, over long distances, of the diurnal variation of 
phase do not permit a determination of the actual phase velocity.* The 
latter requires the determination of the absolute phase change of a signal 
as it travels between points separated by a known distance. This in turn 
requires an independent link between the two points having a known 
phase shift. 

Wait [28J has examined such experimental results and finds that the 
data fit waveguide theory if the reflection height is taken to be 70 km 
during the day and 90 km at night. Even better agreement is obtained 
when allowance is made for the finite conductivity of the ionosphere. 
These data, as given by Wait, show that on 10 kc/s the phase velocity is 
approximately equal to the free space velocity c during the night, while 

* See Steele, F. K., and C. J. Chilton (1964), The measurement of the phase velocity of VLF propa¬ 
gation in the earth-ionosphere waveguide, Radio Sei. J. Res. NBS/USNC-URSI 681), 1269. 
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during the day it is approximately 0.3 percent higher than c. On 14 kc/s, 
the phase velocity is approximately equal to c during the day and about 
0.2 percent smaller at night. On 16 kc/s the phase velocity is approxi¬ 
mately 0.3 percent and 0.1 percent less than c by night and by day re¬ 
spectively. 

9.4.6. Effects of Meteors 

Effects attributed to meteors have been observed both on VLF £29] 
and on LF £30], On VLF the effect is observed on the GBR-Boulder path 
as a delay in the onset of the sunrise advance of phase until the meteor 
shower has passed or until the entire path has become sunlit, at which 
time the phase returns to the normal daytime value. On low frequencies 
the diurnal phase curve is also unsymmetrical during meteor showers. 

9.4.7. Effects of Solar Flares 

In section 6.2.2, we mentioned the effect on VLF waves of a solar 
flare. These sudden phase anomalies build up rapidly (1 to 5 min) and 
recover slowly (30 min to 3 hr). The magnitude of the phase shift is 
related to the increase in the flux of the solar radiation, its angle of in¬ 
cidence at the ionosphere and to the length of the circuit over which a 
lowering of the apparent reflection height occurs. Phase shifts of 30° to 
60° are common for flares of importance 2. 

Certain large flares which produce polar cap absorption events (sec. 
6.1) produce also unusually large phase changes. A phase advance of 240° 
occurred on the GBR-Boulder circuit on May 4, 1960. Such events are, 
however, relatively rare; about 10 were observed during 1960, for ex¬ 
ample. The larger sudden phase anomalies indicate changes in effective 
height of the order of 18 km whereas more moderate height changes are 
7 km or less. There is no simple relationship between the optical im¬ 
portance of flares and their ionizing effects in the ionosphere. 

9.4.8. Effects of Magnetic Disturbance 

9.4.8.1. Sudden Commencements 

Phase advances have been observed during magnetic sudden com¬ 
mencements on paths which traverse a certain range of geomagnetic 
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Figure 9.13. Effect of magnetic disturbance on the phase of GBR received at Boulder, Colo. 

(After C. J. Chilton, D. D. Crombie, and A. G. Jean, 1963, Phase variations in VLF propagation, 
AGARDograph 74, 257, Pergamon Press.) 

Figure 9.14. Observations of the phase height of 16 kc/s waves observed at Cambridge 
during an ionospheric storm. 

May 15 is r. normal day; May 1G-17, the primary storm effects; May 19-20, the aftereffect. The dashed 
curve represents the expected variation in the absence of a disturbance. (After J. S. Belrose, The oblique 
reflection of low-frequency waves from the ionosphere, AGARDograph 74, 151, Pergamon Press.) 
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latitudes in the vicinity of 65° north. Such a phase advance is shown in 
figure 9.13. 

9.4.8.2. Magnetic Storm Effects 

The great fluctuations in the phase of GBR (fig. 9.13) on October 
29, 1961 are typical of the VLF effects which accompany a severe mag¬ 
netic storm. The effects on VLF waves are predominantly night effects 
and consist of rapid and deep fading during the main phase of the storm 
(primary effect). The phase of 16 kc/s with steep incidence is particularly 
susceptible to storms. This is shown in figure 9.14 for a transmission dis¬ 
tance of 90 km. The dotted line indicates the mean diurnal variation of 
phase for the month. The storm began about 0400 UT on May 16 and 
was, essentially, over by about midday on May 17. Reference to the 
figure shows that a disturbance effect was, by and large, not detected 
until the night of May 16-17; even though the magnetic field was greatly 
disturbed during the day of May 16, no marked effect was observed 
until near sunset. Large and rapid variations of phase occurred during the 
night of May 16-17. These phenomena constitute the primary storm 
effect. The phase returned to near normal on May 17-18 but, beginning 
on May 19, the diurnal phase pattern took a form very different from 
normal. After this day, a gradual recovery set in over three days. 

9.5. AMPLITUDE VARIATIONS ON VERY LOW FREQUENCIES 

9.5.1. Reflection Coefficients 

Experimental determinations of the reflection and conversion co¬ 
efficients (||R|i and i|Rx) have been made in England £19, 21, 22, 23J. 
The measurements were obtained on a pair of crossed vertical loops in 
and perpendicular to the plane of incidence. The first loop responds to 
the sum of the groundwave signal and the component of the electric field 
parallel to the plane of incidence while the second loop responds to the 
horizontal (abnormal) component. On the assumption that the ground¬ 
wave is constant, its amplitude and phase can be determined from a 
sufficient number of observations. The numerical results are summarized 
in table 9.1. These measurements suggest considerable variability of 
reflection coefficient with season and with angle of incidence, in addition 
to the diurnal variation. 
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Table 9.1. Measurements of reflection coefficient (16 kc/s) 

Observers 
Ionospheric 
incidence 

angle 
Refl. 
type 

Coeff. 
mag 

Season and time 

Best et al. [21] 
Best et al. 
Budden et al. [22] 
Budden et al. 
Bain et al. [23] 
Bain et al. 
Straker. [19] 
Straker. 
Straker. 
Straker. 

(deg) 

30 
30 
36-60 
36-60 
75 
70 

30-45 
30-45 
30-45 
30-45 

1*1 
1*1 
1*1 
l*X 
1*1 
1*1 
l*x 
l*x 
|Rx 

l*x 

0.25 
0.50 
0.12 
0.08 
0.27 
0.55 
0.13 
0.26 
0.56 
0.37 

Summer day 
Winter night 
Autumn day 
Autumn day 
Summer day 
Summer night 
Summer day 
Winter day 
Summer night 
Winter night 

UT 

Figure 9.15. Diurnal variation of the amplitudes and phases of VLF signals. 

(a) Short distances: Rugby, GBR-Frankfurt (840 km). (After A. G. 
Jean, unpublished.) (b) Long distances: Hawaii, NPM-Boulder (5374 

km). (After D. D. Crombie, unpublished.) 
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9.5.2. Amplitude 

The resultant amplitude of a VLF signal propagated over short dis¬ 
tances is highly variable due to interference between the various com¬ 
ponents and particularly between the ground wave and the once re¬ 
flected signal. For a given distance, the amplitude is very sensitive to the 
magnitude and phase of the reflection coefficients, and to the height of 
reflection. 

This sensitivity is seen in the diurnal variation where the night-to¬ 
day ratios are around 6 dB in CW signal strength and as much as 20 
dB in the level of broadband sferics. In addition, rapid changes of am¬ 
plitude occur near sunrise and sunset along the path. The amplitude 
usually goes rapidly through a minimum or maximum before reaching 
its steady daytime or nighttime level—see figure 9.15. 

Changes in the usual pattern of the field behavior are introduced by 
such factors as a land-sea boundary or changes in ground characteristics. 
At these boundaries standing wave patterns are set up which modify the 
field distribution over distances of several wavelengths. 

9.5.3. Attenuation Rate 

The variation with distance of the vertical field E of the far field 
in a waveguide mode is given pl J, approximately, by 

„ 300 r PX 1* 
E=—— —;——- exp ( — ad). (9.38) 

n La sin d/aj 

P is the radiated power (kilowatts), a is the attenuation rate, and the 
other symbols have their usual meanings. Expressing (9.38) in decibels 
we have plj 

20 log E4-10 log sin (d/a) =a constant —a d, (9.39) 

where a is in decibels per unit distance (usually 1000 km) and all the 
other factors are lumped together in the constant. If, therefore, the left 
hand side of (9.39) is plotted against d the slope of the resulting straight 
line will give the value of a. 

Observations on signals from VLF stations have been made by 
Heritage et al. p2J on frequencies of 16.6 kc/s and 18.6 kc/s. An example 
is shown in figure 9.16. These data give an attenuation rate of 3.0 dB per 
thousand kilometers. 



426 PROPAGATION OF LF AND VLF FREQUENCY WAVES 

Figure 9.16. Experimental data showing attenuation rate over the Pacific. 

(After J. L. Heritage. S. Weisbrod, and J. E. Bickel, 1947, A study of signal versus distance data at VLF, 
VLF Symposium Record 4, 77.) 

The value of a over the North Atlantic averages around 3 dB per 
1000 km on frequencies near 20 kc/s. The night values are consistently 
lower than the day values. A typical land path increases the attenuation 
rate by about 3 dB per 1000 km compared to that over sea water. Paths 
over the Arabian Sea and the Indian Ocean show rates of about 2 dB 
per 1000 km at great distances. The result of daytime measurements 
E32] in the Pacific give average rates as 1.7 dB per 1000 km. 

Observations on sferics by Taylor show that the best conditions for 
a signal of frequency between 15 and 20 kc/s occur for west-to-east propa¬ 
gation (sec. 9.2.2.5) over sea at night. The rate under these conditions 
is a minimum and is about 1.0 dB per 100 km. The maximum attenuation 
for this frequency range occurs for a land path from east to west during 
daylight and is about 3.5 to 4.0 dB per 1000 km. 

In general, propagation in the 15 to 20 kc/s frequency range over 
land adds about 1.0 to 1.5 dB per 1000 km to the sea water value. Day¬ 
time propagation adds about 1.0 dB per 1000 km to the nighttime value. 
The nonreciprocity causes about 1.0 dB per 1000 km more attenuation 
for east-west propagation as compared with west-east propagation. There 
is some evidence which indicates that attenuation is higher in the auroral 
zone and over large expanses of ice such as Greenland (A. G. Jean, private 
communication ). 
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9.5.4. Polarization 

Over short distances (100 to 300 km) the sky wave is essentially 
circularly polarized, that is, the ratio ||Äx:||Ä|| is approximately unity 
with a 90D phase shift. At longer distances (500 to 800 km), the polariza¬ 
tion is approximately linear with i|/?n being much larger than hRl. For 
distances over 1000 km, it appears that the polarization is essentially 
vertical during the daytime and that this changes to an elongated ellipse 
(10:1 axis ratio) at night. The polarization is highly variable during 
disturbed conditions for short and medium distances. Little is known, in 
general, about polarization for long distances. 

9.6. PHASE VARIATIONS ON LOW FREQUENCIES 

9.6.1. Normal Behavior Over Short Distances 

Experimental data obtained by Belrose £33] indicates that the 
heights of reflections of waves, in the frequency range 70 kc/s to 245 kc/s, 
are roughly the same as those of VLF waves. For transmission distances 
of the order of 1000 km the heights of reflection change from about 90 
km by night to about 72 km by day as sketched in figure 9.17. It will be 
seen also that the reflecting layer is closely controlled by the sun. When 
these frequencies are transmitted over shorter distances (less than about 
300 km) they appear to be reflected at somewhat higher heights, namely 
80 to 85 km by day and 90 to 100 km by night. 

9.6.2. Normal Behavior Over Long Distances 

When LF waves are propagated over distances of 2000 km and 
greater, the diurnal variation of phase is quite different from that for 
distances of around 1000 km and less. This is seen in figure 9.18, where 
the trapezoidal shape of the curve is emphasized by the dashed line. The 
fact that the phase changes during daylight are independent of solar 
zenith angle x has led to the suggestion that the height of reflection (zero 
phase) is less than 70 km (probably around 65 km). Note that the phase 
of LF signals appears to be highly variable at night over most paths. It 
is important to remember that the deductions about the height of re¬ 
flection are made on the assumption that the one-hop signal predominates 
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Figure 9.17. Diurnal variation of the height of reflection of low-frequency waves, 
February 1955. 

(After J. S. Belrose, unpublished.) 

at all times. Some doubt has been cast on this assumption by pulse ob¬ 
servation on 100 kc/s [34]. 

9.6.3. Effects of Solar Flares 

The effects on LF observed during an SID are similar to those on 
VLF (sec. 9.4.7). In fact, it is found that the lowering of the apparent 
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0.5-1-1-1-1-1-T-1-1-1-1-1-1-1— 
16 18 20 22 00 02 04 06 08 10 12 14 16 UT 

BOULDER- OTTAWA 60 kc/s AT 2460 km 
- DEC. I--DEC. 2, 1959-

Figure 9.18. The diurnal phase variation, on December 1-2, 1959, of 60 kc/s waves 
received at Ottawa from Boulder (2400 km). 

(After J. S. Belrose, 1963, The oblique reflection of low-frequency radio waves from the ionosphere, 
AGARDograph 74, Pergamon Press.) 

height is much the same for all waves in these bands for both long and 
short £35J distances. Large flares (of importance 3) may drop the ap¬ 
parent reflection height to 60 km, but no reflections have yet been ob¬ 
served from lower heights. 

9.6.4. Polar Cap Disturbances 

These disturbances are associated with certain large solar flares and 
occur primarily in geomagnetic latitudes greater than about 60°. Along 
with polar cap absorption (sec. 6.4.), LF propagation disturbances occur. 
The latter may last from 5 to 15 days during which the phase height is 
less than normal, principally at night. 

9.7. AMPLITUDE VARIATIONS ON LOW FREQUENCIES 

9.7.1. Normal Behavior Over Short Distances 

The morning variation of amplitude is illustrated in figure 9.19. It 
is characterized by successive maxima and minima. It has been shown 
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PURPLE 
71 kc/s 860km 

Figure 9.19. Amplitude variation of an LF signal over a distance less than 1000 km, 
Herlin-Cambridge. 

(After J. S. Bclrose. unpublished.) 
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p3J that, by starting at midday and working back towards sunrise, 
these maxima and minima can be explained in terms of the interference 
between a single skywave, the amplitude of which decreases with time of 
day, and the groundwave. If this analysis is continued earlier than ground 
sunrise, the results are no longer consistent and it is necessary to assume 
that more than one skywave is present. It appears unlikely that the ad¬ 
ditional skywave is the two-hop signal because of the small magnitude 
of the reflection coefficient. 

9.7.2. Trie Reflection Coefficient 

The variation of nÄn with the equivalent vertical frequency (/ cos 0, 
where 0 is the angle of incidence) is sketched in figure 9.20 for the months 
of November 1954, March 1955, and June 1955. Except in the case of 

Figure 9.20. Variation of reflection coefficient ||R|| with equivalent frequency. 

(After J. S. Bclrose, The oblique reflection of low-frequency radio waves from the 
ionosphere, AGARDograph 74, 1963.) 
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June, the variations are essentially linear. It should be noted that, for 
short distances, since the downcoming wave is approximately circularly 
polarized, the reflection coefficient ||Ä|| and the conversion coefficient 
l|7îx are essentially equal. On the whole, the data from which figure 9.20 
was constructed refer to sunspot minimum years. 

Detailed studies pó] on waves of frequency 245 kc/s over a distance 
of 180 km have shown that the difference in attenuation between sun¬ 
spot maximum and sunspot minimum is a function of solar zenith angle. 
There is a maximum difference in attenuation of 15 dB at x = 70°. Monthly 
mean values of log ||Z?n at constant x are closely related to sunspot number 

Ficuhe 9.21. Diurnal variation of | |R± for 245 kc/s over a distance of 180 km 
for 1954 (solid line) and 1956 (broken line). 

(After J. S. Bel rose, unpublished.) 
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up to a value of 150 above which there is little change. This "saturation” 
effect is also evident in the monthly mean curves of figure 9.21 giving 
the diurnal variation of ||7ix (plotted from data in ref. E37J). In winter 
and equinox months there is a difference in attenuation over the whole 
of the day. In summer the ionospheric absorption, during a year of high 
sunspot number, reaches a maximum soon after sunrise. This maximum 
is about the same as the midday value during a sunspot minimum year. 

There is some evidence that suggests that the sunspot cycle effect 
on LF waves is opposite to that on VLF waves. Thus 16 kc/s waves are 
more strongly reflected at sunspot maximum than at sunspot minimum 
whereas on 245 kc/s the reverse appears to be true. The magnitude of 
the difference depends on the sunspot number and, in part, on the season 
(for instance on 245 kc/s a difference is found for equinoctial and winter 
months only) and is about 3 to 6 dB. On intermediate frequencies the 
effect will be less. 

9.7.3. Normal Behavior Over Long Distances 

9.7.3.1. Diurnal Variation 

The diurnal variation of the amplitude of waves of frequency 97 
kc/s propagated between Ottawa and Goose Bay in Canada (1500 km) 
is shown in figure 9.22. 

In summer the diurnal variation of amplitude is very regular and, 
to a first order, symmetrical about local noon. In winter the daytime 
amplitude is greater, and much less regular and the equinox months are 
erratic. Deep fluctuations are present near dawn. In these records the 
groundwave is negligible in comparison with the total skywave so that 
the fluctuation is due probably to the beating between two waves re¬ 
flected from different heights. 

9.7.3.2. Seasonal Variation 

The seasonal variation of the signal strength on 80 kc/s over the 1910 
km path from Ottawa to Churchill is shown in figure 9.23a. This shows 
the usual seasonal trend with winter signals stronger than the summer 
ones. The seasonal variation of the signal strength in the case of 70.4 
kc/s waves over the 1700 km path from Comfort Cove, Newfoundland, 
to Ottawa is opposite to that obtained for all other transmissions as can 
be seen in figure 9.23b. 



434 PROPAGATION OF LF AND VLF FREQUENCY WAVES 

Figure 9.22. Diurnal variation of total field intensity received on a 
loop antenna at Goose Bay for 97.1 kc/s transmissions from Ottawa 

{1 kW radiated). 

(After J. S. Belrose, unpublished.) 

9.7.4. Effects of Solar Flares 

The detailed variation of amplitude during a SID depends on the 
conditions prevailing prior to the disturbance and so depends on the 
season. On the whole, however, it appears that on LF the amplitude 
increases during a flare, whereas on VLF and for steep incidence, the 
amplitude decreases as illustrated in figure 9.24.4 It can be seen that the 

4 Note that with oblique incidence there is only a small amplitude change, and this is usually 
an increase. 
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Figure 9.23. Seasonal variation of monthly median midday and midnight values of total 
field intensity. 

(a) Ottawa-Churchill (80 kc/s). (b) Comfort Cove—Ottawa <70.384 kc/s). 
(After J. S. Belrose, unpublished.) 

change in height of reflection is essentially the same on both frequencies. 
The detailed time sequence usually takes the form of a rapid decrease 
of amplitude at the beginning followed by an increase at the time of maxi¬ 
mum disturbance and a second decrease before the final recovery—as 
shown by the 16 kc/s curve in figure 9.24. On some occasions, however, 
the "subsidiary” peak may be smaller than the initial decrease of am¬ 
plitude. On the whole it appears, that the magnitude of the subsidiary 
peak is such as to result in an overall increase in summer and an overall 
decrease in winter. 

The amplitudes of low-frequency waves in the range 60 kc/s to 80 
kc/s transmitted over distances of 1700 to 2400 km (in North America) 
always increase during an SID. 

9.7.5. Polar Cap Disturbances 

The effects of a sudden cosmic ray event (SCR) on the propagation 
of LF waves in high latitudes are as follows: 
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Ficvke 9.24. Estimated reflection heights and amplitudes observed al Cambridge 
(April 9, 1956) during a SID. 

(After J. S. Belrose, 1963, The oblique reflection of low-frequency radio 
waves from the ionosphere, AGARDograph 74, Pergamon Press.) 

(1) When the SCR is weak the ionospheric effects can usually be 
detected by means of LF waves in high geomagnetic latitudes only. The 
disturbance effect is mainly one of weaker than normal signal strengths 
at night and nighttime reflection heights which are lower than normal. 

(2) When the disturbance is moderate, the diurnal variation of signal 
strength is opposite to that normally observed. The diurnal change of ap¬ 
parent reflection height is less than normal, and the greater reduction 
occurs at night. 

(3) When the polar cap disturbance is strong the diurnal variation of 
both phase and amplitude disappears almost entirely. The apparent re¬ 
flection heights are some 10 to 12 km below the normal daytime values 
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(i.e., the waves may be reflected from heights between 50 and 55 km). 
The signal strengths are about the same as those on a normal day. 

9.7.6. Magnetic Storm Effects 

The behavior of LF waves during magnetic storm in middle latitudes 
has been summarized by Lauter £38] as follows: 

(1) The sudden commencement was not associated with any change 
of amplitude; 

(2) at night, rapid and deep fading accompanied the main phase 
of the storm (primary storm effect); 

(3) daytime records were not usually disturbed during the main 
phase of the storm; 

(4) when the storm was intense the signal strength during the night 
was unduly weak for a period which began about 3 to 4 days after the 
start of the storm and continued for several days (the after effect). 

9.7.7. Nocturnal Anomalies [33, 38 ] 

At night it is not uncommon to observe phase and amplitude anom¬ 
alies lasting for about an hour or so. Both phase and amplitude changes 
occur together. The phase anomalies always correspond to a decrease in 
apparent height. Although they are somewhat similar to sudden phase 
anomalies, they frequently start more gradually. The decrease in ap¬ 
parent height can be as great as 8 to 10 km, which is the size of a normal 
SPA. Furthermore, there is evidence to indicate that these nocturnal 
anomalies have spatial extents of at least 600 km. 

Nocturnal anomalies are associated sometimes with magnetic vari¬ 
ations, but not always. They are found both in middle and high latitudes 
and are usually accompanied by other "auroral” type phenomena such 
as enhanced forward scatter of VHF signals, HF absorption, and so on. 

9.7.8. The Winter Anomaly 

During winter days of high absorption on HF (sec. 3.3.6.5), low-
frequency waves appear to be reflected from heights lower than normal 
and the amplitude of waves transmitted over distances of 1000 to 2000 
km is greater than normal. When these waves are propagated over short 
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distances their amplitudes may be greater or less than normal but, when 
the HF absorption is intense, their amplitudes are usually greater than 
normal. 

9.7.9. Variation of Amplitude With Distance 

9.7.9.I. Short Distances 

At distances less than 100 km the variation is dominated by inter¬ 
ference between the groundwave and the skywave. If the amplitude of 
the vertical electric field is measured on the ground, or in an airplane fly¬ 
ing at a constant height, and allowance is made for the inverse distance 
attenuation, a pattern of the type shown in figure 9.25 is obtained. This 
pattern is called the Hollingworth pattern. From the positions and signal 
strengths of the turning points it is possible to deduce the characteristics 
of the downcoming wave. 

9.7.9.2. Long Distances 

Some idea of the decrease of amplitude with distance can be obtained 

Figure 9.25. The Hollingworth interference pattern observed during the midday hours on 
85 kc/s on November 3, 1949. 

The full curve represents the calculated groundwave signal. (After R. N. Bracewell, K. G. Budden, J. A. 
Ratcliffe, T. W. Straker, and K. Weeks, 1951, The ionospheric propagation of low-frequency radio waves 

over distances less than 1000 km, Proc. IEE 98, Pt. Ill, 221.) 
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£43J. The following features are worthy of note: 

(1) At the geometrical limits of the one-hop path (»¿2000 km) there 
is no sharp drop in signal strength. This is in agreement with waveguide 
theory. 

(2) The amplitudes fall off approximately exponentially with dis¬ 
tance both by day and by night. 

(3) The amplitudes are greater by night than by day. 
(4) The attenuation rate is somewhat greater by day than by night. 

9.8. USE OF VERY LOW FREQUENCIES IN FREQUENCY 
COMPARISONS 

The relatively high phase stability of VLF signals propagated over 
long distances makes it possible to transmit reference frequencies to re¬ 
mote parts of the world. For this purpose, the frequency of the trans¬ 
mitter must be stabilized by means of a stable crystal oscillator or pref¬ 
erably an atomic standard. Under these conditions the limitation on the 
accuracy to which a received frequency can be measured is determined 
by 

(a) the relatively high atmospheric noise £39] and 
(b) the phase fluctuations due to ionospheric changes £40], 

Frequency is essentially the time rate of change of phase (i.e., 
dcp/dt). It can be shown that if N and C are the rms noise and signal 
powers respectively, then the standard deviation of phase cr(</>) is given 
by 

vW = C’ (9.40) 

If n cycles are observed in a time ( T) the error in n is l/27r<r(0) and thus 
the rms error E in the frequency (/) measurement is 

£ _la(0)_ 1 N 1 
n 2tt 2tt C j I 

(9.41) 

Now the noise power N is proportional to the bandwidth (6) of the re¬ 
ceiving system, which can be made small (e.g., 0.01 c/s) by suitable in¬ 
strumentation £41]. Using such a system, a precision of 1 part in 109 

has been achieved in an hour’s observations over a distance of 19,000 
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km. From this it will be seen that atmospheric noise will rarely be the 
limiting factor. 

The effect of ionospheric height changes is more serious because 
the variations are so slow and, thus, long averaging times are required. 
If the phase of a VLF signal relative to that of a local oscillator changes 
by an amount 0 in a time T, then the angular frequency différence Aw 
is given by 

</> 
Aw = y. (9.42) 

If <r(</>) is the standard deviation in the fluctuations of </>, the precision 
of the frequency measurement will be 

a(ó) 
(9.43) 

provided that the phases at the beginning and end of the measurement 
are uncorrelated. Thus the precision increases linearly with the time of 
observation. Pierce gives values of <z(0) for GBR-Boston (16 kc/s) of 
0.28 rad for quiet nights and 0.14 rad by day. For GBR-Boulder the day 
value of <?(</>) is 0.26 rad. The natural limit of frequency comparison over 
a north-Atlantic path is about 2 parts in 10" for a 24-hr period £423-

9.9. USES OF VERY LOW AND LOW FREQUENCIES 

The main uses of VLF are 

(1) Long-distance communications (on-off keying), 
(2) Continuous-wave navigation systems, 

and of LF, 

(3) Broadcasting (e.g., Droitwich, 200 kc/s), 
(4) Communications (on-off keying and frequency shift-keying), 
(5) Continuous wave navigation systems (e.g., Decca), 
(6) Pulse navigation and timing systems (e.g., Loran C, 100 kc/s). 
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loss, 218, 220, 221, 338 
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radiation, 218 
radiation efficiency, 218, 394 
radiation pattern, 218 
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Appleton-Hartree formula, 63 
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Asymptotic expansion of Hankel function, 397 
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Atmosphere, 8, 11, 413 
composition, 5 
constituents, 4, 5 
density, 5 
dissociation, 4 
heat conduction, 4 
heat loss, 4 
ionization, 3, 7, 8, 12 
isothermal, 3, 12 
layers, 1, 2, 17 
mean molecular weight, 3, 5 
models, 5 
neutral, 1 
nomenclature, 1 
number density, 38 
region, 1, 8 
scale height, 3, 5 
specific heat, 4 
temperature structure, 4, 5 
temperature variations, 4, 5 
terminology, 1 

Atmospherics (see spherics). 
Atmospheric noise, 440, 441 
Atomic oxygen, 12 
Atom-ion exchange, 12 
Attachment, coefficient of, 12, 14, 17 
Attenuation (see absorption): 

rate, 374, 400, 402, 403, 406, 410, 425, 426, 432, 440 
Axes, right-handed system, 412 
Aurora: 

frequency of occurrence, 34, 36 
luminescence of, 27 
origin of, 26, 27, 36 

Aurora borealis, 258, 382 
Auroral: 

absorption, 271, 274, 351 
activity, 34, 278 
blackouts, 271, 274, 276, 277, 278, 279, 284, 351 
movement, 36 
ring, 274, 276, 277, 280, 281, 283, 284 
zone, 27, 35, 36, 153, 245, 265, 271, 274, 278, 350, 426 

B 

B scan, 106, 107, 108 
Back Electromotive force, 48 
Backscatter, 185, 290, 357, 360, 361, 362, 364, 366, 441 
Bandwidth, III, 159, 227, 253, 310, 331, 349, 393, 394 
Barometric equation, 2 
Bartel’s "musical scales,” 33, 35 
Beat signal, 92, 113, 114 
Bi-refringent medium, 45 
Bistatic, 380 
Body Doppler, 364 
Boltzman’s Constant, 3, 310 
Breit and Tuve’s theorem, 161 

C 

Calibration, 104, 190, 110, 111 
Capacitor, parallel plate, 48, 52 
Carbon dioxide, 5 
Carrier/noise ratio, 326, 339 
Carrier wave, 248 
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Cassiopeia, 251, 252 
Caustic surface, 226 
CCIR, 101, 180, 289, 290, 314, 326, 327 
Centrifugal force, 61 
Centripedal force, 61 
Chapman, 14, 16 

formula, 14 
function, 19, 148 
layer, 18,134,147, 205, 206 

formation of, 12 
height of maximum production, 18 
limitations of, 18 
solar control, 18 

Characteristic waves, 65, 68, 70, 211, 220, 238 
Charge: 

density, 47, 48 
oscillation, 65 
surface, 48 

Charges, moving, 36 
Chorus, 413 
Chromosphere, 37 
Circularly polarized components (resolution into), 211, 237 
Cold plasma, 63 
Collision frequency, 71, 80, 82, 84, 87, 108, 134, 145, 147, 210, 264, 265 

critical, 82 
effective, 89 
profile, 234 
statistics, 63, 84 

Collisions and group refractive index, 71, 73 
Collisions, electronic, 63, 68, 69, 73, 88 
Colors, 91 
Communications: 

high frequency, 159, 160, 281, 289, 290 
long distance, 159, 160, 188, 190, 281 
radio, 150, 217, 236, 257, 281, 310, 344, 374 

Complex group refractive index, 45, 63, 80, 84, 87 
Complex Poynting vector, 59 
Computers, electronic, 73 
Conduction current, 4 
Constitutive relations, 64, 68, 69 
Continuity equation, 9, 12, 52 
Continuous waves (CW), 103, 108, 110, 145, 365, 413, 440 
Contour: 

charts, 271, 273 
maps, 280 

Control point, 330, 331 
Controlled experiments, 102 
Convergence, 222 
Conversion coefficients, 405, 423, 432, 441 
Conversion of ordinary to extraordinary wave (see coupling) 45 
Coordinates: 

dipole, 20 
geographic, 20 

Corona, 37, 43 
Cosmic rays, 8, 258, 351 
Coupled modes, 405 
Coupling, 411, 413 

critical, 412 
ionospheric, 405, 411, 412 
level, 411 
LF, 410 

CRPL (Central Radio Propagation Laboratory), XIII, 1, 24, 31, 39, 130, 145, 148, 149, 
153, 258, 283, 285, 387, 289, 301, 302, 303, 304, 305, 310, 331 
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Cross section: 
absorption, 8 
ionization, 8 

Crossed vertical loops, 423 
Curl equations, 53, 54, 66 
Current density, 60 
Currents: 

atmospheric, 26 
DP, 27 
earth, 26 
electrojet, 27 
L, 27 
ring, 27, 36 
Sq, 27 

Curvature of earth, 224 
Curved earth-ionosphere guide, 163, 165, 169 
Cusp, ionogram, 203 
Cut-off frequency, 190, 192, 399 

D 

Declination: 
magnetic, 23 
solar, 19 

D-days, 26, 34, 246 
Defocusing, 194, 219, 222, 223, 224, 225, 230 
Density: 

atmosphere, 5 
electron, 2,8,9,15,16,17,18,28, 43, 72,124,130,135,145,147,160,172,175 178 

186, 207, 234, 236, 250, 251, 252, 263, 266, 270, 343, 344, 346, 352, 358, 359, 390 
molecular, 18 

Departure, angle of, 186, 225 
Depression in electron density, 266, 267 
Deviation, lateral, 198, 208 
Dielectric constant, 48 
Dielectric polarization, 48 
Diffraction, 248, 249 
Diffusion, 8 

coefficient, 352 
separation, 1 

Dip: 
angles, 240, 407 
poles, 26 

Dipole, 116, 218, 241 
coordinates, 20 
displaced, 26 
equator, 20, 21 
field, 19, 22 
field magnetic, 21 
latitude, 20, 21, 36, 235, 319 
lines of force, 22 
longitude, 20 
meridians, 20, 21 
poles, 19, 20 
vertical, 396 

Direction: 
of energy flow, 45 
of phase propagation, 45, 97 
of propagation, 93, 94 
of ray, 94, 97 
of wave normal, 95, 96 

Dispersion curves, 72, 73, 74, 80, 82, 83, 89 
Dispersive medium, 91 
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Displacement, 202 
Dissociation, 4, 5 
Distance factor, 180, 188, 294 
Disturbance, 257 
Diurnal phase variations, 18, 291, 347, 414, 416, 417, 419, 420, 423, 424, 427, 428, 429, 

432, 433, 436 
Divergence, 222, 224 
Diversity: 

frequency, 255 
polarization, 255 
space frequency, 255 

D layer, 257, 258, 259, 391, 399, 410, 416, 418 
Doppler shift, 97, 98, 364, 378, 383, 386 
Double refraction, 405 
Downcoming pattern, 186 
D region, 43, 84, 108, 125, 149, 150, 183, 184, 233, 258, 262, 264, 267, 281, 285, 294, 
343 344 348 

absorption, 36, 108, 145, 145, 160, 219, 232, 234, 258, 262, 265, 285, 374, 386 
ionization, 37 

Drift, 8, 43, 173, 364, 416 

E 

Earth's curvature, 224, 402, 403, 410, 417 
centered dipole, 19 
magnetic field, 19, 20, 21, 22, 23, 27, 45, 134, 163, 179, 180, 181, 201, 203, 377, 402, 

404, 406, 407 
East-west propagation, 170, 181, 182, 201, 239, 254, 299, 407, 418, 426 
Echoes, 151, 186, 189, 212, 213 

LF, 412 
structure, 159, 173, 178, 410 

Effective collision frequency, 147 
Efficiency, launching, 403 
E layer, 18, 19, 27, 118, 125, 137, 138, 139, 145, 147, 150, 166, 167, 182, 190, 191, 192 

232, 234, 235, 236, 257, 259, 290, 291, 292, 293, 314, 323, 325, 330, 335, 336, 337 
X dependence, 138, 291 

Electric: 
field, 27, 46, 47, 51, 62 
moment per unit volume, 48 

Electro-jet: 
auroral, 27 
equatorial, 27 

Electromagnetic: 
induction, 50, 51 
units, 50, 56 

Electromagnetic unit of charge, 56 
Electromotive force (emf), 48, 50 
Electron density, 2, 8, 9, 16, 17, 43, 72, 124, 130, 131, 135, 145, 147, 166, 178, 186, 207 

234, 236, 250, 251, 263, 266, 270, 407 
profiles, 124, 169, 181. 196, 198, 201, 264, 386, 387, 388, 389 

D region, 12, 108, 126, 144 
E region, 12, 150, 230 
F region, 12, 117, 127, 230, 387 

Electron energy, 87, 175, 195 
distribution of, 2, 87, 201 

Electrons, 38. 259 
effective, 63 
motion of (see ion), 69 
number density, 8, 12, 18, 60, 117, 130, 145, 150, 160, 204, 381 
rate of production, 9, 19, 134, 261, 264 
recombination, 8, 18 
slow, 87 
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Electrostatic unit of change, 56 
Eleven-year cycle, 262 
Ellipses: 

extra-ordinary wave, 78, 79, 85, 237, 238, 239 
ordinary, 78, 85, 237, 238, 239 
tilt of, 78 

Emission, 38 
radio wave, 43 
ultra-violet, 38, 43 
x-ray, 38, 43 

Energy: 
density, 219 
flow, 45, 194 

direction of, 94, 194, 197 
Equation: 

of motion, 59, 61, 69 
Equator: 

(see dipole) 
magnetic, 19, 20, 22, 247 

Equinox, 178, 272, 273, 275, 377 
month, 149, 253, 274 

Equivalent frequency, 161, 162, 164, 165 
Equivalent height, 103 

in exponential profile, 136 
in linear profile, 136 
in parabolic profile, 135 

Equivalent path, 161, 162, 163, 185 
Equivalent vertical frequency, 161, 162, 164, 165 
E region, 8, 37, 43, 118, 119, 120, 121, 159, 219, 235, 264 
Excitation factor, 404 
Exosphere, 12, 413 
Extraordinary wave, 45, 73, 75, 76, 77, 78, 79, 83, 84, 85, 93, 110, 117, 118, 121, 125 

145, 176, 180, 185, 197, 198, 199, 201, 202, 203, 204, 205, 408, 411 

F 

Fading, 217, 242, 344, 349 
absorption, 242 
double periodic, 244, 245 
frequency dependent, 245, 246, 281 
of HF, 393 
periodic, 242, 244, 245 
random, 244, 245 
rates, 245, 348, 351, 364, 378 
rotation, 210 
selective, 242, 253 
short period, 245 
spectrum, 245, 246 

Faraday’s law, 49, 211, 212 
Far-field, 397 
Field alined irregularities, 184, 346 
Field strength, 110, 217, 241, 242 
Finite ground conductivity, 402 
Fixed frequency techniques, 103, 108, 174 
Flat earth, mode theory, 394 
F layer, 125, 130, 182, 190, 230, 231, 236, 254, 257, 258, 259, 319, 343, 355 
Flip-overs, 412 
Flutter fading, 184, 245, 246, 247, 281, 284, 378, 379 
Flux, 13, 15, 50, 59, 218, 223 
/min, 112, 262, 271, 280 
Focusing, 194, 208, 219, 223, 224, 228, 230, 242 

antipodal, 229 
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Focusing—Continued 
effect, merging of low and high waves, 186 
effect on field intensity, 217 
horizon, 229 
ionospheric, 186, 22, 226 
MUF, 227 
skip, 186 

Force, on electron, 69 
Forecasts, 35, 285, 286 
Formation of layers, 8 
Forward scatter, 285, 344, 345, 361, 362, 366, 412 
FOT, 192, 284, 289, 292, 319, 323, 325, 331, 339, 340 
Fourier: 

analysis, 248 
integral, 301 
time series, 301 
transforms, 245, 246, 409 

F plots, 122, 123, 124, 266 
Free space, 63, 65, 300 

velocity, 162, 258, 294, 420 
wavelength, 264, 399 

F region, 8, 37, 116, 119, 131, 247, 258, 344, 384, 386 
Frequency, band, 393 

changes (Doppler) Af, 97, 113, 262, 263 
comparison, VLF, 440 
dependence of, 145, 261, 346, 347, 348, 350 
distortion, 159 
diversity, 255 
lowest useful, 340 
range, 410 

Fresnel reflection coefficient, 401 
Fresnel zone, 249, 250, 357, 358, 359, 361, 365, 364 
Fi-layer, 18, 19, 118, 119, 120, 125, 130, 137, 138, 140, 141, 144, 145,146, 166, 167, 266, 

oaq 9QÛ 9Q1 391 393 395 330 
F2-layer, 118, 127, 130, 137, 138, 140, 142, 143, 144, 146, 150, 153, 159, 166, 167, 175, 

176, 177, 182, 186, 188, 189, 190, 192, 201, 214, 257, 258, 265, 267, 268, 270, 282, 390, 
292, 293, 301, 303, 304, 305, 307, 309, 315, 319, 321, 330, 331, 332, 333, 335, 377 

G 

Galactic noise, 310 
Gamma, 23 
Gauss unit, 23 
GBR, 416, 418, 419, 420, 421, 422, 423, 424, 441 
Geomagnetic: 

activity, 278, 351 
field, XIII, 20, 23, 27 

Glints, 364 
Gradient: 

electron density, 346, 390 
horizontal, 178 

Gradual commencement, 265 
Grazing incident, 402 
Great circle, 116 

charts, 318 
path, 114, 184, 229, 296, 315, 330, 348, 418 

Ground: 
backscatter, 185 
conductivity, 294, 401, 402 
range, 167, 186, 196, 219, 294 
scatter, 153, 155, 156, 180, 182, 185, 330 
sunset, 418 
wave, 414, 423, 431, 438 
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Group: 
height, 103, 104, 109, 117, 118, 124, 135 
path, 96, 98, 161, 162, 210 
propagation, 89 
propagation time, 162, 419 
refractive index, 93, 125, 210 
retardation, 124 
velocity, 91, 93, 98 

Gyrofrequency, 62, 73, 134, 145, 147, 181, 198, 200, 201, 203, 239, 240, 298, 299 331 
Gyro-oscillations, 38 

H 

Heliosphere, 2 
Height: 

apparent, 124, 436 
equivalent, 161, 165 
group, 103, 104, 109, 117, 118, 124, 135 
measurement of, 103 
minimum virtual, 118, 124 
of reflection, 124, 162, 163, 165, 293, 294, 416, 418, 427, 436 
phase, 136, 416, 422 
rea! or true, 124, 160, 161, 162, 165, 166, 171, 174, 175, 293, 294, 416, 418, 427, 

436 
virtual, (see group height), 103,107, 124, 136, 137, 156,162, 165,166, 171,174,175 

Helium, 37 
High angle ray, 169, 175, 178, 300 
Hiss, 413 
Hollingsworth pattern, 438 
Hot-spot, 369, 371 
Hour angle of sun, 18 
Hydrogen, 5, 37 

I 

IGY (International Geophysical Year), XIII, 34, 35, 101, 121, 272, 273, 276, 283 377 
Images, ground, 396 
Imperfect reflection, 400 
Imposed magnetic field, 68, 69, 70, 71, 134, 135 

direction, 70 
Impulsive noise, 310 
Incidence, angle of, 160, 163, 168, 185, 186, 203, 209, 232, 233 
Incident beam, 13, 345 
Inclination (see dip) 
Index: 

absorption, 297, 298 
of refraction, 344 
refractive, 55, 63, 64, 67, 68, 71, 72, 73, 76, 77, 80, 81, 84, 87, 90, 92, 96, 135 147 

160, 162, 164, 194, 196, 197, 201, 202, 203, 207, 210, 250, 262, 263, 294 
Infrared radiation, 4 
Inhomogeneous medium, 410, 411 
Initial phase of magnetic storm, 265 
International Astronomical Union, 39, 43 
International Geophysical Year (See IGY) 
International daily character figure, 30 
Inverse distance, 219 

loss, 219, 221 
Inverse square law, 281 
Ion, concentration, 60 

motion, 59 
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Ionization, 125, 230, 284 
coefficient, 17 
cross section, 8 
efficiency, 8, 10 
meteoric, 184, 348, 352, 353, 356 

Ionized trails, 343, 344, 352, 353, 356, 357, 358, 359, 360, 361, 362, 363, 364, 365, 366, 
369 

Ionogram, oblique, 174, 175, 180, 184, 189, 192, 193, 194 
ÏGY atlas of, 121 

Ionogram, vertical, 117, 118, 119, 121, 124, 125, 150, 170, 181, 184 
markers, 104 

Ionosonde, 103, 104, 105, 106, 107, 112, 117, 125 
antenna, 104 
blanking of display, 106 
C-4, 104 
interference, 107 
oblique, 284 
sweep frequency, 103, 104, 107 

Ionosphere, 1, 59 
currents, 27 
curvature, 163, 169, 196, 208, 219, 229, 403 
electron distribution, 262, 343 
layers, 230, 291, 293 
model, 410 
movements, 101, 248 
quiet, 38, 117 
regions, 2 
storms, 101, 140, 159, 257, 258, 259, 265, 268, 269, 270, 285, 281, 422 

Ions, 19, 61 
Iris effect., 207, 208 
Isochasms, 36 
Isoionic contours, 130 
Isosurface, 22 
Isotropic radiator, 358 
Isotropy, 346 
IQSY, XIII 

J 

JANET system, 375 
Junction frequency (JF), 176, 177, 178, 180, 181, 182 

K 

k factor, 40, 56, 68, 169, 170, 171, 172, 182 
Kinetic energy of electrons, 352 

L 

Land-sea boundary, 425 
Latitude: 

dip, 143 
dipole, 20, 319 
geographic, 19, 20 
geomagnetic, 20 
magnetic, 20 

Layer formation, 17 
by attachment, 9 
by recombination, 9 

Layer model, 1, 226 
shape, 196, 262 

Levels of reflection, 76 
Leyden jar, 51 
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Light, 90, 93 
Lightning discharges, 310, 413 
Linear: 

polarization, 210, 237, 238, 255 
profile, 136 

Line density, 366 
Lines of force (earth magnetic), 27 
Local reference oscillator, 414 
LOI' (lowest observed frequency), 176, 177 
Log-periodic antenna, 104 
Longitude: 

dipole, 20 
magnetic, 20 

Longitudinal component: 
of imposed magnetic field, 69 
of Y, 70 

Lor an C, 441 
Lorentz polarization term, 63 
Loss: 

absorption (La), 218, 222, 294, 297, 325 
antenna, 218, 220, 221, 338 
distance, 296 
distance (Ltp ), 294 
ground (Lg), 294, 327 
inverse square of distance, 219, 221, 281 
ohmic, 218, 220, 231 
path, 218, 219, 220, 221, 222, 223, 230, 237, 240, 281, 282, 283, 294, 337, 340 
power, 218, 294 
spatial, 218, 224 

Low (angle) ray, 166, 169, 254 
Lowest observable frequency, 266 
Low frequency: 

spectrum, XIII, 394, 410 
broadcasting, 441 
phase change diurnal, 428 
pulse observations, 141 

Low latitude, 236 
LUF (lowest usable frequency), 281, 340 
Lunar daily magnetic variation, 26 
Lyman a radiation, 37 
Lyman (3 radiation, 37 

M 

Magnetic: 
activity, 30, 31, 156, 274 
conductor, 397, 399, 417 
declination, 23 
dip, 21, 25, 118, 236, 240 
dipole field, 19, 20, 22, 75, 77, 272, 319 
dip pole, 25, 118, 236, 240 
disturbances, 26, 27, 30, 35, 148, 214, 260, 277, 421, 422 
equator, 27, 130, 172, 178, 181, 183, 184, 186, 197, 198, 239, 246, 247, 265, 349 
field of earth, 19, 20, 23, 36, 45, 47, 59, 134, 163, 179, 180, 181, 197, 198, 201, 203, 

208, 209, 220, 236, 254, 263, 377 
of sunspots, 40 

field of wave, 58, 96, 197 
inclination, 21 
indices, 30, 31, 32, 33 

daily figure, 30, 34 
international daily character figure, 30 
local, 30 
local K index, 30, 31, 349 
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Magnetic—Continued 
indices—Continued 

planetary, 31, 32 
world, 30, 31 

induction, 23 
intensity, 22 
intrinsic elements, 23 
isosurface, 22 
latitudes, 30, 31, 75, 202, 266, 267 
lines of force, 27 
maps, 24, 25 
meridian, 197, 201, 202, 203, 204, 208, 236, 238 
poles, 19, 20, 26, 198 
potentials, 26 
properties, 65 
relative elements, 346 
spherical harmonic analysis of, 26 
storms, 27, 28, 29, 36, 43, 156, 258, 259, 265, 267, 279, 351, 423 

after effects, 265, 437 
main phase, 265, 437 
sudden commencements, 437 

units, 23 
variations, 26, 437 

Magnetogram, 27, 28, 29 
Magneto-ionic medium, 45, 69, 71, 410, 411 
Magneto-ionic splitting, 150, 239 
Magneto-ionic theory, XIII, 59, 412 
Main phase, 265 
Maps, 24, 25, 301, 302, 316, 321, 335 
Maximum frequencies, 160, 165, 170, 171, 172, 175, 184, 242, 281, 331 

monthly median, 192 
Maximum observed frequency (MOF), 176, 177, 178 
Maximum usable frequency (see MUF) 
Maxwellian velocity distribution, 87, 385 
Maxwell’s equations, 45, 52, 53 
Medium: 

anisotropic, 48, 65, 93, 94, 97, 98 
biréfringent, 45 
isotropic, 53, 56, 94 
neutral, 53, 63 
non conductive, 53, 56 
non dispersive, 92 

Meridian: 
dipole (see dipole). 

Mesopause, 2, 4 
Mesosphere, 1, 2, 4 
Mesopeak, 3 
Meteor, 354, 355, 366, 372 

activity, 150, 374 
bursts, 367, 368, 370, 371, 373, 374, 375, 376 
mass distribution, 335 
radiants, 371 
showers 353 421 
trails, 343, 344, 352, 353, 356, 357, 358, 359, 360, 361, 362, 363, 364, 365, 366, 369, 
370 

VLF effects, 421 
Middle latitude, 149, 235, 266, 347, 348 
MKS units, 212 
Mode, 180, 189, 401, 402, 409, 416 

zero order, 297 
higher order, 410 
number, 395 
theory, 394, 408, 410 
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Model: 
ionospheric, 102, 195 
sharply hounded, 410 

Modulation envelope, 91, 92, 242 
Molecular oxygen, 12 
Momentum, transfer, 87 
Monostatic (radar), 380, 381 
Motions of electrons, 61 
MUF, 143, 167, 175, 176, 177, 179, 180, 182, 227, 242, 257, 266, 282, 289, 292, 319, 321 

322, 325, 331, 332, 339 
classical, 176, 180 
definitions, 167, 175 
experimental, 180 
4000 km, 292, 293, 317, 330, 331 
operational, 180 
standard, 180, 182 
theoretical, 180 

M(2000) E, 321, 322, 323 
M(2000) E„ 325 
M(ZERO) F2, 291, 293, 303, 309 
M(4000) F2, 292, 293, 303, 305, 317 
Multipath reduction factor, 193 

spread, 193 
transmission, radio waves, 186, 193, 253 

Musa, 114, 116 

N 

N(h) profiles, 125, 128, 130, 134, 196, 235 
National Bureau of Standards, XIII, 258, 303 
Navigation systems, 441 
Negative phase, 265 
Neutral molecules, 8, 9, 12 

number density, 8 
No-echo conditions, 271 
Noise: 

atmospheric, XIII, 291, 310 
carrier/noise ratio, 241, 326 
data presentation, 311, 312, 313 
distribution, 311 
electrical, 310 
extraterrestrial, 110, 112 
galactic, 110, 248, 278, 310 
importance, 310 
impulse, 310 
ionosphere, 241 
level, 327 
maps, 311, 312, 314 
power, 110, 112, 310, 311, 326, 340 
radio, 39, 110, 111, 242 
resistor, 310 
solar, 259, 261 
source, 310 
thermal, 310 

Non-conducting medium, 65 
Non-deviative absorption (see absorption), 81, 82, 84 
Non-reci proci t y : 

in attenuation, 426 
in fading, 254 

Normal component, 414 
Normal incidence, 72, 75, 76, 116, 145, 160, 161 
Northern hemisphere, 236, 272, 276 
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North-south, 417, 418 
propagation, 181, 201, 202 
transmission, 182, 186 

Numerical mapping, 301, 302 

O 

Oblique: 
incidence, 160, 161, 162, 164, 207, 397, 434 
paths, 201 
sounder, 176 

Off-great-circle-paths, 185 
One-hop: 

path, 175, 178, 190, 294, 440 
signal, 235, 427 

Operating frequency, 159, 167, 169, 192, 202, 284, 297 
Operational MUF, 180 
Optical: 

depth, 13 
flares, 421 

Optimum working frequency (FOT), 192, 284, 289, 292, 319, 323, 325, 331, 339, 340 
Oscillations, 38 

gyro, 38 
plasma, 38 

Oscillator: 
drift, 416 
fixed frequency, 104 
variable frequency, 104 

OWF (optimum working frequency) (see FOT). 
Oxygen, 5, 8, 12 
Ozone, 4, 5 

P 

Parabolic: 
ionosphere, 135, 226 
profile, 173 

Parabolic ray path, 168, 189 
Parametric curve, 167 
Partial reflections, E„ 277 
Path: 

effective length, 191, 223, 224, 330, 344 
great circle, 348 
group, 96, 97, 98, 161, 162 
long, 178 
loss, 218, 219, 220, 221, 222, 223, 230, 237, 240, 281, 282, 283, 294, 337, 340 
phase, 96, 97, 250 
virtual (see group path) 

Pause, 1 
PCA (polar cap absorption), 43, 82, 231, 257, 258, 274,277, 278, 279, 280, 281, 284, 351, 

421 
Pedersen: 

path, 335 
ray, 167, 178 

Penetration frequency, 192, 336, 340 
Perfect gas law, 3 
Permanent Service of Geomagnetic Indices, 30, 31 
Permeability, 297 
Permittivity, 401 
Permittivity of free space, 46 
Phase: 

advances, 421 
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Pb ase—Continued 
constant, 96, 394 
difference, 245, 414 
measurements, 103, 112, 414 
normal, 197 
relative changes, 414 

Phase height, 135, 136 
fluctuations, 159, 419, 440 

Phase path, 96, 97, 210, 211, 250, 263 
changes AP, 113, 264 
measurements, 113 
stability, 440 

Phase propagation direction (see direction), 45, 93, 94, 95, 98, 134, 197 
Phase velocity, determination, 89, 90, 94, 95, 399, 400, 401, 402, 408, 409 
Photodetachment, 19, 148, 406 
Photoionization, 8, 10, 16 
Photosphere, 37, 40 
Plage, 41 
Plane-earth, plane ionosphere model, 160, 165, 196 
Plane polarized wave, 45, 210, 211 
Planes of incidence, 197, 208, 209, 399, 404, 406, 414, 423 
Plane waves, 55 
Plasma, 89, 103 

cold, 63 
frequency, 43, 61, 135, 136, 160, 162, 211, 250 
oscillations, 38 
overdense, 204 

Polar cap absorption (see PCA). 
Polar caps, 27, 36, 43, 280, 429, 435, 436 
Polarization, 76, 217, 413, 414, 427 

circular, 211, 411, 412, 427, 432 
dielectric, 48 
ellipse, 84, 85, 237, 238, 239, 242 
equation, 70 
linear, 78, 237, 238 
very low frequency, 427 
wave, 27, 76, 79, 211, 217, 220, 237, 346, 399, 405, 411 

Polarized medium, 48 
Polar region, 421 
Post perturbation phase (magnetic), 265 
Potential difference, 46, 47 
Poynting vector, 59 
Precision, time of observation, 441 
Prediction: 

of long term frequencies, 289, 291, 301 
of short term frequency, 289, 301 
of solar cycle, 290, 303 
optimum working frequency OWF, 289 
problems, 289, 301 
procedures, 289, 301, 302 

Pressure, 2, 3 
Profile: 

electron density (see electron density profile). 
monotonic, 1, 2, 5 

Propagation: 
constant, 56 
direction of, 407 
group, 89 
multi-hop, 189, 226, 294 
of radio waves, 45, 394 
of great distances, 159, 410 

Proton, influx, 38, 259, 351 
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Pulse: 
distortion, 91 
drift, 173 
reflection method, 108 
techniques, 103, 145 
transmitter, 104 

Pulse navigation systems, 441 
Pulse synchronization, 173 

Q 

Q days, 26, 34, 127, 132, 246 
QL condition, 75, 76, 77, 82, 84, 134, 181, 310, 211, 212, 263 
QT condition, 75, 77, 82, 84, 181, 212, 240 
Quasi-incoherent scatter, 343, 386 

R 

Radar, 103, 212, 357, 380, 381, 383, 384, 385, 387, 388 
Radiant point, 353 
Radiation: 

absorption, 13 
angle, 190, 191, 292, 294, 298, 300, 331, 336 
corpuscular, 38 
efficiency, 218, 394 
trapped, 27 
wave, 38 

Radiator, isotropic, 218, 358 
Radio astronomy, 208, 259 
Radio: 

aurora, 36 
star, 156, 210, 249, 251, 252, 253 

Ray: 
direction, 94, 95, 196, 197, 203 
velocity, 95 
versus mode theory, 408, 409, 410 

Ray group velocity, 98 
Rayleigh distribution, 243, 348 
Ray path, 166, 167, 168, 186, 187, 190, 194, 195, 197, 198, 199, 200, 201, 202, 203, 208, 

210, 223, 232, 234, 264 
in magnetic meridian plane, 201 
topside, 204, 207 
with oblique propagation, 164 
with vertical propagation, 208 

Ray tracing, 160, 189, 194, 195, 197, 213, 223, 226, 235 
Reactions. 8, 12 
Receiving set noise, 111, 112 
Reciprocity, 253, 254 
Recombination, 8, 9 
Recombination coefficient, 8, 10, 12 

effective, 12, 19 
Reflection at vertical (or normal) incidence, 72, 73, 75, 78, 161, 162 
Reflection coefficient, 108 

of the ground, 109, 400 
of the ionosphere, 400, 423, 424 

Reflection conditions, 72 
Reflection height, LF, 161, 164, 191, 412 
Reflection level, 167, 183, 201, 262, 293 
Refraction, 159, 180, 183, 197, 209, 343 
Refractive index, 55, 63, 64, 67, 68, 71, 72, 73, 76, 77, 80, 81, 84, 87, 90, 92, 96, 135, 147, 

160, 162, 164, 194, 196, 197, 201, 202, 203, 207, 210, 250, 262, 263, 394 
complex, 45, 63, 80, 84, 87 
group (see Group refractive index). 
surface, 203 
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Relativity, 90, 258 
Relaying, 284 
Repetition frequency (pulse), 173 
Resonance condition, 397 
Riometer, 110, 111, 112, 277, 281 
Rippled ionosphere, 412 
Rotation, sense of, 210 

S 

Satellite, 208, 210, 212, 213, 248, 249, 251, 252, 253 
topside sounder, 116, 204, 207 

Scale height, 3, 4, 5, 6, 13 1 
Scatter, 153, 156, 184, 245 

ground, 153, 155, 156, 180, 182, 185, 330 
side, 185 

Scattering, 265 
forward, 285 
incoherent, 384 

SCNA (sudden cosmic noise absorption), 258, 261 
SEA (sudden enhancement of atmospherics), 259, 261 
Seasonal variation: 

of absorption, 149, 235, 297 
of LF amplitude, 433 

Secant law, 160, 161, 169 
Second International Polar Year, 34 
Sec corrected, 169 (see k factor) 
SFE (solar flare effect), 30, 259 
Short wave fadeout, 258, 259, 260, 261, 262, 264, 281 
SI I) (sudden ionospheric disturbance), 257, 258, 259, 280, 349 
Side scatter, 185, 284 
Signal strength, 110, 159, 186, 194, 217, 226, 227, 344, 347, 349, 439, 440 
Simple harmonic motion, 61 
Single frequency communications, 344 
Skip distance, 167, 172, 185, 226, 227 
Sky wave, 414, 427, 431, 433, 438 
Snell’s law, 72, 147, 161, 162, 163, 195, 196, 197, 198, 203 
Solar, 40 

activity, 253, 279, 290, 303 
control, 148, 149, 344, 346 
cosmic rays, 258 
daily magnetic variation, 26 
flare, 41, 43, 82, 108, 114, 115, 231, 257, 258, 259, 261, 262, 263, 264, 277, 278, 421 

434 
flux, 8, 10 
protons, 277 
radiation, 8, 12, 13, 32 
radio emmission, 43 
rotation, 35, 41 
wind, 38 
zenith angle, 12, 13, 18, 128, 138, 147, 235, 262, 281, 291, 297, 317, 320, 322, 334 

340, 427, 432 
Solar flare disturbances, 41, 257, 258, 261, 262, 263, 278 
Sounders, 165 

topside, 116, 204, 205, 206, 207 
vertical, 19 

Sounding stations 
distribution of, 19, 101, 102, 173 

SPA (sudden phase anomoly), 259, 261, 262, 437 
Space charge, 63 
Space diversity, 255 
Specular reflection, 183, 293 
Spherical stratified ionosphere, 186, 194, 195, 209, 225 
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Spherics, 261, 413, 426 
Spitze, 202, 203, 204 
Sporadic E, 36, 118, 150, 151, 152, 153, 159, 179, 182, 183, 188, 189, 257, 266, 284, 324, 

325, 330 
Spread: 

F, 153, 155, 156, 184, 247, 253, 266, 269, 281, 343, 378, 379 
echo, 153, 178 

Sputter, 351 
Stable crystal oscillator, 113, 173 
Static field, 46 
Statistics collision, 84 
Steady state solution, 63 
Storm: 

E„ 276 
geomagnetic, 156, 274, 281 
ionosphere, 4, 284 
noise, 43 
time, 266, 270, 271 

Subflare, 41 
Subsidiary peak, 435 
Sudden commencement, 114, 261, 265, 267 
Sudden frequencies deviations, 262 
Sun: 

declination of, 19 
hour angle of, 19 

Sunspot, 40, 42, 130, 262 
cycle, 40, 41, 43, 130, 138, 146, 262, 274, 277, 290 
maximum, 27, 39, 41, 138, 140, 147, 261, 266, 274 
minimum, 27, 38, 41, 140, 147, 261, 266, 274 
number, 130, 143, 147, 253, 274, 279, 290, 291, 297, 298, 322 

Sweep frequency, 103, 170 
System loss, 217, 218, 289, 294, 300, 337, 338, 347 

T 

Take-off angle, 167, 186, 189, 194 
Temperature, 1, 3, 5 

distribution, 1, 13 
variation, 4 

Theorems: 
absorption, 163 
Breit and Tuve’s, 161, 165 
equivalent height, 162 
Green’s, 53 
Martyn’s, 162, 163, 165, 232 
Stokes’, 53 

Theoretical MUF, 180 
Thermal equilibrium, 385, 386 
Thermosphere, 1, 2, 4, 366, 368, 369 
Threshold, 366 
Tilt, 114, 182, 186 

angle, 78 
ionospheric, 284, 330 

Time, equation of, 19 
Time of flight, 98 
Time, recorder, 109 
Time of travel of wave crest or wave front, 90 
Time, transmission, 192 
Topside: 

profiles, 129, 390 
soundings, 204, 205, 206, 207 

Total bending of ray, 208 
Total electron content, 209, 212, 213, 214 
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Total internal reflection, 160 
Transequatorial propagation, 131, 178, 181, 184, 187, 229, 245 
Transfer, equation, 87 
Transmission: 

curve, 166, 170, 171, 181 
distance, 174, 178, 188, 201, 439 
line, 217, 218 
path, 165, 166, 173 

Transit time, 96 
Transmitter, 162, 173, 345, 384 
Transponder, 174 
Transverse component of magnetic field, 70 

propagation, 73, 74, 78, 87, 181, 239 
wave, 55, 58, 61, 70 

Tropospheric scatter, 285 
True height, 124, 160, 161 
Turbulence, 1, 5, 344 
Turbopause, turbosphere, 2 
Two-hop path, 325 

U 

Ultra-violet, 4, 8, 37, 38, 43, 258, 259 
Unreliability of HF propagation, 393 
URSI (International Scientific Radio Union), 101 

V 

Valley, 125 
Variations of the ionosphere diurnal, 4, 18, 19, 125, 128, 138, 140, 147, 148, 153, 173 

253, 279, 291, 301, 340, 347, 364, 370, 371, 372, 377 
geographic, 130, 140, 229, 271, 349, 374, 377 
seasonal, 130, 138, 140, 149, 173, 253, 267, 291, 347, 364, 377 
solar cycle, 4, 131, 303, 323, 347 
sun-spot, 138, 140, 149, 173 

Velocity: 
average, 84 
electron, 84 
phase, 90, 91 
wave, 96 

Velocity distribution, 87 
Maxwellian, 87 

Vertical dipole source, 396 
Vertical polarization, 240, 395, 405 
VHF forward scatter, 265, 277, 343, 345, 346, 351, 437 
VLF (very low frequency): 

antennas, 393 
emissions, 413 
noise, 393 
spectrum, XIII, 393, 413 
uses of, 409, 440, 441 

W 

Warning service, 285 
Water vapor, 5 
Wave, composite harmonic, 91, 217 
Wave, guide theory, 394, 402, 417, 420, 440 
Wave: 

backward, 411 
crest, 90 
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W ave—Continued 
extraordinary, 45, 73, 75, 76, 77, 78, 79, 83, 84, 85,110, 117,118,121,125,145, 176, 

180, 185, 197, 198, 199, 200, 201, 202, 203, 204, 205, 209,210, 219,236,237,238, 
239, 243, 245, 261, 263 

forward, 4, 11 
free space, 90, 91, 211 
front, 94, 95, 249 
height of reflection, 418 
length. 90 
normal, 70, 95, 96, 197, 198, 202, 203, 220 
ordinary, 73, 76, 77, 78, 79, 82, 83, 84, 85, 87, 93, 110, 116, 117, 118, 121, 125, 145, 

176, 180, 181, 197, 198, 199, 200, 201, 202, 203, 204, 205, 209, 210, 219, 236, 237, 
238, 239, 243, 245, 261, 263, 291, 299 

packet, 96, 98, 194, 197 
plane polarized, 63, 210 
polarization, 67, 76, 79, 217, 220, 237, 346, 399, 405, 411 
properties, 63, 78 

progressive, 63, 219, 411, 412 
velocity, 96 

Wedge refraction, 209 
West-east propagation, 407 
Whistler mode, 76, 411 
Whistlers, 413 
Wind shear, 344, 353, 364 
Wolf, sun spot number, (see Zürich), 40, 41 
World data centers, 124 
WWV, 115, 173, 244, 245, 246, 263, 282, 284 
WWVL, 414, 415 

X 

X-rays, 8, 37, 38, 43, 258, 384 

Z 

Zenith angle of sun (x), 12, 13, 18, 262, 281, 291, 297, 317, 320, 427, 432 
Zero-muf (see MUF, M(ZERO) Fz). 
Zero-order mode, 397, 398 
Zero of refractive index, 427 
Z-trace, 118, 121 
Zürich relative sunspot number, 138, 143, 144 
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constants, etc. ‘More detailed than normal for an advanced text . . . excellent set of sec-
V25s onDyadics, Matrices, and Tensors,” JOURNAL OF THE FRANKLIN INSTITUTE. Index. 
193 problems, with answers, x 4- 412pp. 53/8 x 8. S56 Paperbound $2.00 

PAPERS Of J- WILLARD GIBBS. All the published papers of America’s outstand¬ 
ing theoretical scientist (except for “Statistical Mechanics” and “Vector Analysis”) Vol I 

contains one of the most brilliant of all 19th-century scientific papers—the 
300-page On the Equilibrium of Heterogeneous Substances,” which founded the science of 
physical chemistry, and clearly stated a number of highly important natural laws for the first 
time; 8 other papers complete the first volume. Vol II includes 2 papers on dynamics 8 on 
vector analysis and multiple algebra, 5 on the electromagnetic theory of light, and 6 miscella¬ 
neous papers. Biographical sketch by H. A. Bumstead. Total of xxxvi 4- 718pp. 55/8 x 83/8. 

S721 Vol I Paperbound $2.50 
S722 Vol II Paperbound $2.00 

The set $4.50 

BASIC THEORIES OF PHYSICS, Peter Gabriel Bergmann. Two-volume set which presents a 
critical examination of important topics in the major subdivisions of classical and modern 
physics. The first volume is concerned with classical mechanics and electrodynamics-
mechanics of mass points, analytical mechanics, matter in bulk, electrostatics and magneto¬ 
statics, electromagnetic interaction, the field waves, special relativity and waves The 
«Cond volume (Heat and Quanta) contains discussions of the kinetic hypothesis, physic's and 
statistics, stationary ensembles, laws of thermodynamics, early quantum theories, atomic 
spectra, probability waves, quantization in wave mechanics, approximation methods, and 
abstract quantum theory. A valuable supplement to any thorough course or text 
Heat and Quanta: Index. 8 figures, x + 300pp. 53/8 x 8V2. S968 Paperbound $1.75 
Mechanics and Electrodynamics: Index. 14 figures, vii -I- 280pp. 53/8 x 81/2. 

S969 ’Paperbound $1.75 

THEORETICAL PHYSICS, A. S. Kompaneyets. One of the very few thorough studies of the 
subject in this price range. Provides advanced students with a comprehensive theoretical 
background. Especially strong on recent experimentation and developments in quantum 
theory Contents: Mechanics (Generalized Coordinates, Lagrange’s Equation, Collision of 
Particles etc.), Electrodynamics (Vector Analysis, Maxwell’s equations, Transmission of 
Signals, Theory of Relativity, etc.), Quantum Mechanics (the Inadequacy of Classical Mechan¬ 
ics, the Wave Equation, Motion in a Central Field, Quantum Theory of Radiation Quantum 
incones of Dispersion and Scattering, etc.), and Statistical Physics (Equilibrium Distribution 
of Molecules in an Ideal Gas, Boltzmann statistics, Bose and Fermi Distribution 
Thermodynamic Quantities, etc.). Revised to 1961. Translated by George Yankovsky, author¬ 
ized by Kompaneyets. 137 exercises. 56 figures. 529pp. 53/8 x 81/2. S972 Paperbound $2.50 

ANALYTICAL AND CANONICAL FORMALISM IN PHYSICS, André Mercier. A survey, in one vol¬ 
ume, of the variational principles (the key principles—in mathematical form—from which 
the basic laws of any one branch of physics can be derived) of the several branches of 
physical theory, together with an examination of the relationships among them Contents-
the Lagrangian Formalism, Lagrangian Densities, Canonical Formalism, Canonical Form of 
Electrodynamics, Hamiltonian Densities, Transformations, and Canonical Form with Vanishing 
Jacobian Determinant. Numerous examples and exercises. For advanced students, teachers 
etc. 6 figures. Index, viii 4- 222pp. 53/8 x 8V2. S1077 Paperbound $1.75 
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Acoustics, optics, electricity and magnetism, electromagnetics, magneto¬ 
hydrodynamics 
THE THEORY OF SOUND, Lord Rayleigh. Most vibrating systems likely to be encountered in 
practice can be tackled successfully by the methods set forth by the great Nobel laureate, 
Lord Rayleigh. Complete coverage of experimental, mathematical aspects of sound theory. 
Partial contents: Harmonic motions, vibrating systems in general, lateral vibrations of bars, 
curved plates or shells, applications of Laplace's functions to acoustical problems, fluid 
friction, piane vortex-sheet, vibrations of solid bodies, etc. This is the first inexpensive 
edition of this great reference and study work. Bibliography. Historical introduction by R B 
Lindsay. Total of 1040pp. 97 figures. 5% x 8. 

8292, S293, Two volume set, paperbound, $4.70 

THE DYNAMICAL THEORY OF SOUND, H. Lamb. Comprehensive mathematical treatment of the 
physical aspects of sound, covering the theory of vibrations, the general theory of sound, and 
the equations of motion of strings, bars, membranes, pipes, and resonators. Includes chap¬ 
ters on plane, spherical, and simple harmonic waves, and the Helmholtz Theory of Audition. 
Complete and self-contained development for student and specialist; all fundamental differ¬ 
ential equations solved completely. Specific mathematical details for such important phenom¬ 
ena as harmonics, normal modes, forced vibrations of strings, theory of reed pipes, etc. Index 
Bibliography. 86 diagrams, vlii + 307pp. 5% x 8. S655 Paperbound $1.50 

WAVE PROPAGATION IN PERIODIC STRUCTURES, L. Brillouin. A general method and applica¬ 
tion to different problems: pure physics, such as scattering of X-rays of crystals, thermal 
vibration in crystal lattices, electronic motion in metals; and also problems of electrical 
engineering. Partial contents: elastic waves in 1-dimensional latt ces of point masses. 
Propagation of waves along 1-dimensional lattices. Energy flow. 2 dimensional, 3 dimensional 
lattices. Mathieu's equation. Matrices and propagation of waves along an electric line. 
Continuous electric lines. 131 illustrations. Bibliography. Index, xil + 253pp. 5% x 8. 

834 Paperbound $2.00 

THEORY OF VIBRATIONS, N. W. McLachlan. Based on an exceptionally successful graduate 
course given at Brown University, this discusses linear systems having 1 degree of freedom 
forced vibrations of simple linear systems, vibration of flexible strings, transverse vibra¬ 
tions of bars and tubes, transverse vibration of circular plate, sound waves of finite ampli¬ 
tude, etc. Index. 99 diagrams. 160pp. 5% x 8. 8190 Paperbound $1.35 

LIGHT: PRINCIPLES AND EXPERIMENTS, George S. Monk. Covers theory, experimentation, and 
research. Intended for students with some background in general physics and elementary 
calculus. Three main divisions: 1) Eight chapters on geometrical optics—fundamental con¬ 
cepts (the ray and its optical length, Fermat's principle, etc.), laws of image formation, 
apertures in optical systems, photometry, optical instruments etc.; 2) 9 chapters on physical 
optics—interference, diffraction, polarization, spectra, the Rayleigh refractometer, the 
wave theory of light, etc.; 3) 23 instructive experiments based directly on the theoretical 
text. "Probably the best intermediate textbook on light in the Engl sh language. Certainly, 
it is the best book which includes both geometrical and physical optics,” J. Rud Nielson, 
PHYSICS FORUM. Revised edition. 102 problems and answers. 12 appendices. 6 tables. Index. 
270 illustrations, xi +489pp. 5% x 81/2. 8341 Paperbound $2.50 

PHOTOMETRY, John W. T. Walsh. The best treatment of both "bench” and "illumination” 
photometry in English by one of Britain's foremost experts in the field (President of the 
International Commission on Illumination). Limited to those matters, theoretical and prac¬ 
tical, which affect the measurement of light flux, candlepower, illumination, etc., and 
excludes treatment of the use to which such measurements may be put after they have been 
made. Chapters on Radiation, The Eye and Vision, Photo-Electric Cells, The Principles of 
Photometry, The Measurement of Luminous Intensity, Colorimetry, Spectrophotometry, Stellar 
Photometry, The Photometric Laboratory, etc. Third revised (1958) edition. 281 illustrations. 
10 appendices, xxiv + 544pp. 5Va x 91/4. S319 Clothbound $10.00 

EXPERIMENTAL SPECTROSCOPY, R. A. Sawyer. Clear discussion of prism and grating spectro¬ 
graphs and the techniques of their use in research, with emphasis on those principles and 
techniques that are fundamental to practically all uses of spectroscopic equipment. Begin¬ 
ning with a brief history of spectroscopy, the author covers such topics as light sources, 
spectroscopic apparatus, prism spectroscopes and graphs, diffraction grating, the photo¬ 
graphic process, determination of wave length, spectral intensity, infrared spectroscopy, 
spectrochemical analysis, etc. This revised edition contains new material on the production 
of replica gratings, solar spectroscopy from rockets, new standard of wave length, etc. 
Index. Bibliography. Ill illustrations, x + 358pp. 5% x 8V2. 81045 Paperbound $2.25 

FUNDAMENTALS OF ELECTRICITY ANO MAGNETISM, L. B. Loeb. For students of physics, chem¬ 
istry, or engineering who want an introduction to electricity and magnetism on a higher level 
and in more detail than general elementary physics texts provide. Only elementary differential 
and integral calculus is assumed. Physical laws developed logical y, from magnetism to 
electric currents, Ohm's law, electrolysis, and on to static electricity, induction, etc. Covers 
an unusual amount of material; one third of book on modern material: solution of wave equa¬ 
tion, photoelectric and thermionic effects, etc. Complete statement of the various electrical 
systems of units and interrelations. 2 Indexes. 75 pages of problems with answers stated. 
Over 300 figures and diagrams, xix +669pp. 5% x 8. 8745 Paperbound $2.75 
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MATHEMATICAL ANALYSIS OF ELECTRICAL AND OPTICAL WAVE-MOTION, Harry Bateman. Written 
by one of this century’s most distinguished mathematical physicists, this is a practical 
introduction to those developments of Maxwell’s electromagnetic theory which are directly 
connected with the solution of the partial differential equation of wave motion. Methods of 
solving wave-equation, polar-cylindrical coordinates, diffraction, transformation of coordinates, 
homogeneous solutions, electromagnetic fields with moving singularities, etc. Index. 168pp. 
5% X 8. S14 Paperbound $1.75 

PRINCIPLES OF PHYSICAL OPTICS, Ernst Mach. This classical examination of the propagation 
of light, color, polarization, etc. offers an historical and philosophical treatment that has 
never been surpassed for breadth and easy readability. Contents: Rectilinear propagation of 
light. Reflection, refraction. Early knowledge of vision. Dioptrics. Composition of light. 
Theory of color and dispersion. Periodicity. Theory of interference. Polarization. Mathematical 
representation of properties of light. Propagation of waves, etc. 279 illustrations, 10 por¬ 
traits. Appendix. Indexes. 324pp. 5% x 8. S178 Paperbound $2.00 

THE THEORY OF OPTICS, Paul Drude. One of finest fundamental texts in physical optics, 
classic offers thorough coverage, complete mathematical treatment of basic ideas. Includes 
fullest treatment of application of thermodynamics to optics; sine law in formation of 
images, transparent crystals, magnetically active substances, velocity of light, apertures, 
effects depending upon them, polarization, optical instruments, etc. Introduction by A. A. 
Michelson. Index. 110 illus. 567pp. 5% x 8. S532 Paperbound $2.45 

ELECTRICAL THEORY ON THE GIORGI SYSTEM, P. Cornelius. A new clarification of the funda¬ 
mental concepts of electricity and magnetism, advocating the convenient m.k.s. system of 
units that is steadily gaining followers in the sciences. Illustrating the use and effectiveness 
of his terminology with numerous applications to concrete technical problems, the author 
here expounds the famous Giorgi system of electrical physics. His lucid presentation 
and well-reasoned, cogent argument for the universal adoption of this system form one of 
the finest pieces of scientific exposition in recent years. 28 figures. Index. Conversion tables 
for translating earlier data into modern units. Translated from 3rd Dutch edition by L. J. 
Jolley, x + 187pp. 5^2 x 83/4. S909 Clothbound $6.00 

ELECTRIC WAVES: BEING RESEARCHES ON THE PROPAGATION OF ELECTRIC- ACTION WITH 
FINITE VELOCITY THROUGH SPACE, Heinrich Hertz. This classic work brings together the 
original papers in which Hertz—Helmholtz’s protégé and one of the most brilliant figures 
in 19th-century research—probed the existence of electromagnetic waves and showed experi¬ 
mentally that their velocity equalled that of light, research that helped lay the groundwork 
for the development of radio, television, telephone, telegraph, and other modern technological 
marvels. Unabridged republication of original edition. Authorized translation by D. E. Jones. 
Preface by Lord Kelvin. Index of names. 40 illustrations, xvii 4- 278pp. 5% x 8V2. 

S57 Paperbound $1.75 

PIEZOELECTRICITY: AN INTRODUCTION TO THE THEORY AND APPLICATIONS OF ELECTRO¬ 
MECHANICAL PHENOMENA IN CRYSTALS, Walter G. Cady. This is the most complete and sys¬ 
tematic coverage of this important field in print—now regarded as something of scientific 
classic. This republication, revised and corrected by Prof. Cady—one of the foremost con¬ 
tributors in this area—contains a sketch of recent progress and new material on Ferro¬ 
electrics. Time Standards, etc. The first 7 chapters deal with fundamental theory of crystal 
electricity. 5 important chapters cover basic concepts of piezoelectricity, including com¬ 
parisons of various competing theories in the field. Also discussed: piezoelectric resonators 
(theory, methods of manufacture, influences of air-gaps, etc.); the piezo oscillator; the 
properties, history, and observations relating to Rochelle salt; ferroelectric crystals; miscel¬ 
laneous applications of piezoelectricity; pyroelectricity; etc. “A great work,” W. A. Wooster, 
NATURE. Revised (1963) and corrected edition. New preface by Prof. Cady. 2 Appendices. 
Indices. Illustrations. 62 tables. Bibliography. Problems. Total of 1 4- 822pp. 5% x 8 Vs. 

S1094 Vol. I Paperbound $2.50 
S1095 Vol. II Paperbound $2.50 

Two volume set Paperbound $5.00 

MAGNETISM AND VERY LOW TEMPERATURES, H. B. G. Casimir. A basic work in the literature 
of low temperature physics. Presents a concise survey of fundamental theoretical principles, 
and also points out promising lines of investigation. Contents: Classical Theory and Experi¬ 
mental Methods, Quantum Theory of Paramagnetism, Experiments on Adiabatic Demagnetiza¬ 
tion. Theoretical Discussion of Paramagnetism at Very Low Temperatures, Some Experimental 
Results, Relaxation Phenomena. Index. 89-item bibliography, ix 4- 95pp. 5% x 8. 

S943 Paperbound $1.25 

SELECTED PAPERS ON NEW TECHNIQUES FOR ENERGY CONVERSION: THERMOELECTRIC 
METHODS; THERMIONIC; PHOTOVOLTAIC AND ELECTRICAL EFFECTS; FUSION, Edited by Sumner 
N. Levine. Brings together in one volume the most important papers (1954-1961) in modern 
energy technology. Included among the 37 papers are general and qualitative descriptions 
of the field as a whole, indicating promising lines of research. Also: 15 papers on thermo¬ 
electric methods, 7 on thermionic, 5 on photovoltaic, 4 on electrochemical effect, and 2 on 
controlled fusion research. Among the contributors are: Joffe, Maria Telkes, Herold, Herring, 
Douglas, Jaumot, Post, Austin, Wilson, Pfann, Rappaport, Morehouse, Domenicali, Moss, 
Bowers, Harman, Von Doenhoef. Preface and introduction by the editor. Bibliographies, 
xxviii 4- 451pp. 6¥b x 91/4. S37 Paperbound $3.00 
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SUPERFLUIDS: MACROSCOPIC THEORY OF SUPERCONDUCTIVITY, Vol. I, Fritz London. The 
major worn by one of the founders and great theoreticians of modern quantum physics. 
Consolidates the researches that led to the present understanding of the nature of super¬ 
conductivity. Prof. London here reveals that quantum mechanics is operative on the macro¬ 
scopic plane as well as the submolecular level. Contents: Properties of Superconductors 
and Their Thermodynamical Correlation; Electrodynamics of the Pure Superconducting State; 
Relation between Current and Field; Measurements of the Penetration Depth; Non-Viscous Flow 
vs. Superconductivity; Micro-waves in Superconductors; Reality of the Domain Structure; 
and many other related topics. A new epilogue by M. J. Buckingham discusses developments 
in the field up to 1960. Corrected and expanded edition. An appreciation of the author’s 
life and work by L. W. Nordheim. Biography by Edith London. Bibliography of his publica¬ 
tions. 45 figures. 2 Indices, xviii + 173pp. 5% x 8%. S44 Paperbound $1.45 

SELECTED PAPERS ON PHYSICAL PROCESSES IN IONIZED PLASMAS. Edited by Donald H 
Menzel, Director, Harvard College Observatory. 30 important papers relating to the study of 
highly ionized gases or plasmas selected by a foremost contributor in the field, with the 
assistance of Or. L. H. Aller. The essays include 18 on the physical processes in gaseous 
nebulae, covering problems of radiation and radiative transfer, the Balmer decrement 
electron temperatives, spectrophotometry, etc. 10 papers deal with the interpretation of 
nebular spectra, by Bohm, Van Vleck, Aller, Minkowski, etc. There is also a discussion 
of the intensities of “forbidden” spectral lines by George Shortley and a paper concern¬ 
ing the theory of hydrogenic spectra by Menzel and Pekeris. Other contributors: Goldberg, 
Hebb, Baker, Bowen, Ufford, L.ller, etc. viii + 374pp. 61/s x 91/4. S60 Paperbound $2.95 

THE ELECTROMAGNETIC FIELD, Max Mason & Warren Weaver. Used constantly by graduate 
engineers. Vector methods exclusively: detailed treatment of electrostatics, expansion meth¬ 
ods, with tables converting any quantity into absolute electromagnetic, absolute electrostatic, 
practical units. Discrete charges, ponderable bodies, Maxwell field equations, etc. Introduc¬ 
tion. Indexes. 416pp. 5% x 8. S185 Paperbound $2.00 

THEORY OF ELECTRONS AND ITS APPLICATION TO THE PHENOMENA OF LIGHT AND RADIANT 
HEAT, H. Lorentz. Lectures delivered at Columbia University by Nobel laureate Lorentz. 
Unabridged, they form a historical coverage of the theory of vee electrons, motion, 
absorption of heat, Zeeman effect, propagation of light in molecular bodies, inverse Zeeman 
effect, optical phenomena in moving bodies, etc. 109 pages of notes explain the more 
advanced sections. Index. 9 figures. 352pp. 5% x 8. S173 Paperbound $1.85 

FUNDAMENTAL ELECTROMAGNETIC THEORY, Ronold P. King, Professor Applied Physics, Harvard 
University. Original and valuable introduction to electromagnetic theory and to circuit 
theory from the standpoint of electromagnetic theory. Contents: Mathematical Description 
of Matter—stationary and nonstationary states; Mathematical Description of Space and of 
Simple Media—Field Equations, Integral Forms of Field Equations. Electromagnetic Force, 
etc.; Transformation of Field and Force Equations; Electromagnetic Waves in Unbounded 
Regions; Skin Effect and Internal Impedance—in a solid cylindrical conductor, etc.; and 
Electrical Circuits—Analytical Foundations, Near-zone and quasi-near zone circuits, Balanced 
two-wire and four-wire transmission lines. Revised and enlarged version. New preface by 
the author. 5 appendices (Differential operators: Vector Formulas and Identities, etc.). 
Problems. Indexes. Bibliography, xvi + 580pp. 5% x 8V2. S1O23 Paperbound $2.75 

Hydrodynamics 

A TREATISE ON HYDRODYNAMICS, A. B. Basset. Favorite text on hydrodynamics for 2 genera¬ 
tions of physicists, hydrodynamical engineers, oceanographers, ship designers, etc Clear 
enough for the beginning student, and thorough source for graduate students and engineers on 
the work of d'Alembert, Euler, Laplace, Lagrange, Poisson, Green, Clebsch, Stokes, Cauchy, 
Helmholtz, J. J. Thomson, Love, Hicks, Greenhill, Besant, Lamb, etc. Great amount of docu¬ 
mentation on entire theory of classical hydrodynamics. Vol I: theory of motion of frictionless 
liquids, vortex, and cyclic irrotational motion, etc. 132 exercises. Bibliography. 3 Appendixes 
xii + 264pp. Vol II: motion in viscous liquids, harmonic analysis, theory of tides etc 112 
exercises, Bibliography. 4 Appendixes, xv + 328pp. Two volume set. 5% x 8. 

S724 Vol I Paperbound $1.75 
S725 Vol II Paperbound $1.75 

The set $3.50 

HYDRODYNAMICS, Horace Lamb. Internationally famous complete coverage of standard refer¬ 
ence work on dynamics of liquids & gases. Fundamental theorems, equations, methods 
solutions, background, for classical' hydrodynamics. Chapters include Equations of Motion 
Integration of Equations in Special Gases, Irrotational Motion, Motion of Liquid in 2 Dimen¬ 
sions, Motion of Solids through Liquid-Dynamical Theory, Vortex Motion, Tidal Waves, Surface 
Waves, Waves of Expansion, Viscosity, Rotating Masses of liquids. Excellently planned, ar¬ 
ranged; clear, lucid presentation. 6th enlarged, revised edition. Index. Over 900 footnotes, 
mostly bibliographical. 119 figures, xv 4- 738pp. 61/8 x 9‘/4. S256 Paperbound $3.75 
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HYDRODYNAMICS, H. Dryden, F. Murnaghan, Harry Bateman. Published by the National 
Research Council in 1932 this enormous volume offers a complete coverage of classical 
hydrodynamics. Encyclopedic in quality. Partial contents: physics of fluids, motion, turbulent 
flow, compressible fluids, motion in 1, 2, 3 dimensions; viscous fluids rotating, laminar 
motion, resistance of motion through viscous fluid, eddy viscosity, hydraulic flow in channels 
of various shapes, discharge of gases, flow past obstacles, etc. Bibliography of over 2,900 
items. Indexes. 23 figures. 634pp. 5% x 8. S303 Paperbound $2.75 

Mechanics, dynamics, thermodynamics, elasticity 

MECHANICS, J. P. Den Hartog. Already a classic among introductory texts, the M.l.T. profes¬ 
sor's lively and discursive presentation is equally valuable as a beginner's text, an engineering 
student's refresher, or a practicing engineer's reference. Emphasis in this highly readable text 
is on illuminating fundamental principles and showing how they are embodied in a great 
number of real engineering and design problems: trusses, loaded cables, beams, jacks, hoists, 
etc. Provides advanced material on relative motion and gyroscopes not usual in introductory 
texts. “Very thoroughly recommended to all those anxious to improve their real understanding 
of the principles of mechanics.'1 MECHANICAL WORLD. Index. List of equations. 334 problems, 
all with answers. Over 550 diagrams and drawings, ix + 462pp. 5% x 8. 

S754 Paperbound $2.00 

THEORETICAL MECHANICS: AN INTRODUCTION TO MATHEMATICAL PHYSICS, J. S. Ames, F. D. 
Murnaghan. A mathematically rigorous development of theoretical mechanics for the ad¬ 
vanced student, with constant practical applications. Used in hundreds of advanced courses. 
An unusually thorough coverage of gyroscopic and baryscopic material, detailed analyses of 
the Coriolis acceleration, applications of Lagrange's equations, motion of the double pen¬ 
dulum, Hamilton-Jacobi partial differential equations, group velocity and dispersion, etc. 
Special relativity is also included. 159 problems. 44 figures, ix + 462pp. 5% x 8. 

S461 Paperbound $2.25 

THEORETICAL MECHANICS: STATICS AND THE DYNAMICS OF A PARTICLE, W. 0. MacMillan. 
Used for over 3 decades as a self-contained and extremely comprehensive advanced under¬ 
graduate text in mathematical physics, physics, astronomy, and deeper foundations of engi¬ 
neering. Early sections require only a knowledge of geometry; later, a working knowledge 
of calculus. Hundreds of basic problems, including projectiles to the moon, escape velocity, 
harmonic motion, ballistics, falling bodies, transmission of power, stress and strain, 
elasticity, astronomical problems. 340 practice problems plus many fully worked out examples 
make it possible to test and extend principles developed in the text. 200 figures, xvii + 
430pp. 5% x 8. S467 Paperbound $2.00 

THEORETICAL MECHANICS: THE THEORY OF THE POTENTIAL, W. D. MacMillan. A comprehensive, 
well balanced presentation of potential theory, serving both as an introduction and a refer¬ 
ence work with regard to specific problems, for physicists and mathematicians. No prior 
knowledge of integral relations is assumed, and all mathematical material Is developed as it 
becomes necessary. Includes: Attraction of Finite Bodies; Newtonian Potential Function; 
Vector Fields, Green and Gauss Theorems; Attractions of Surfaces and Lines; Surface Distri¬ 
bution of Matter; Two-Layer Surfaces; Spherical Harmonics; Ellipsoidal Harmonics; etc. "The 
great number of particular cases . . . should make the book valuable to geophysicists and 
others actively engaged in practical applications of the potential theory,” Review of Scientific 
Instruments. Index. Bibliography, xiii + 469pp. 5% x 8. S486 Paperbound $2.50 

THEORETICAL MECHANICS: DYNAMICS OF RIGID BODIES, W. D. MacMillan. Theory of dynamics 
of a rigid body is developed, using both the geometrical and analytical methods of instruc¬ 
tion. Begins with exposition of algebra of vectors, it goes through momentum principles, 
motion in space, use of differential equations and infinite series to solve more sophisticated 
dynamics problems. Partial contents: moments of inertia, systems of free particles, motion 
parallel to a fixed plane, rolling motion, method of periodic solutions, much more. 82 figs. 
199 problems. Bibliography. Indexes, xii + 476pp. 5% x 8. S641 Paperbound $2.50 

MATHEMATICAL FOUNDATIONS OF STATISTICAL MECHANICS, A. I. Khinchin. Offering a precise 
and rigorous formulation of problems, this book supplies a thorough and up-to-date exposi¬ 
tion. It provides analytical tools needed to replace cumbersome concepts, and furnishes 
for the first time a logical step-by-step introduction to the subject. Partial contents: geom¬ 
etry & kinematics of the phase space, ergodic problem, reduction to theory of probability, 
application of central limit problem, ideal monatomic gas, foundation of thermo-dynamics, 
dispersion and distribution of sum functions. Key to notations. Index, viii + 179pp. 5% x 8. 

8147 Paperbound $1.50 

ELEMENTARY PRINCIPLES IN STATISTICAL MECHANICS, J. W. Gibbs. Last work of the great 
Yale mathematical physicist, still one of the most fundamental treatments available for 
advanced students and workers in the field. Covers the basic principle of conservation of 
probability of phase, theory of errors in the calculated phases of a system, the contribu¬ 
tions of Clausius, Maxwell, Boltzmann, and Gibbs himself, and much more. Includes valuable 
comparison of statistical mechanics with thermodynamics: Carnot's cycle, mechanical defini¬ 
tions of entropy, etc. xvi + 208pp. 5% x 8. 8707 Paperbound $1.45 
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PRINCIPLES OF MECHANICS AND DYNAMICS, Sir William Thomson (Lord Kelvin) and Peter 
Guthrie Tait. The principles and theories of fundamental branches of classical physics 
explained by two of the greatest physicists of all time. A broad survey of mechanics, with 
material or hydrodynamics, elasticity, potential theory, and what is now standard mechanics 
Thorough and detailed coverage, with many examples, derivations, and topics not included 
in more recent studies. Only a knowledge of calculus is needed to work through this book. 
Vol. I (Preliminary): Kinematics; Dynamical Laws and Principles; Experience (observation, 
experimentation, formation of hypotheses, scientific method); Measures and Instruments; 
Continuous Calculating Machines. Vol. II (Abstract Dynamics): Statics of a Particle-
Attraction; Statics of Solids and Fluids. Formerly Titled "Treatise on Natural Philosophy." 
Unabridged reprint of revised edition. Index. 168 diagrams. Total of xlii + 1035pp. 5% x 8Va. 

Vol. I: 8966 Paperbound $2.35 
Vol. Il: 8967 Paperbound $2.35 

Two volume Set Paperbound $4.70 

INVESTIGATIONS ON THE THEORY OF THE BROWNIAN MOVEMENT, Albert Einstein. Reprints 
from rare European journals. 5 basic papers, including the Elementary Theory of the 
Brownian Movement, written at the request of Lorentz to provide a simple explanation. 
Translated by A. D. Cowper. Annotated, edited by R. Fürth. 33pp. of notes elucidate, give 
history of previous investigations. Author, subject indexes. 62 footnotes. 124pp. 5% x 8. 

S304 Paperbound $1.25 

MECHANICS VIA THE CALCULUS, P. W. Norris, W. S. Legge. Covers almost everything, from 
linear motion to vector analysis: equations determining motion, linear methods, compounding 
of simple harmonic motions, Newton’s laws of motion, Hooke’s law, the simple pendulum, 
motion of a particle in 1 plane, centers of gravity, virtual work, friction, kinetic energy of 
rotating bodies, equilibrium of strings, hydrostatics, sheering stresses, elasticity, etc. 550 
problems. 3rd revised edition, xii 4- 367pp. 6x9. S207 Clothbound $4.95 

THE DYNAMICS OF PARTICLES AND OF RIGID, ELASTIC, AND FLUID BODIES; BEING LECTURES 
ON MATHEMATICAL PHYSICS, A. G. Webster. The reissuing of this classic fills the need for 
a comprehensive work on dynamics. A wide range of topics is covered in unusually great 
depth, applying ordinary and partial differential equations. Part I considers laws of motion 
and methods applicable to systems of all sorts; oscillation, resonance, cyclic systems, etc. 
Part 2 is a detailed study of the dynamics of rigid bodies. Part 3 introduces the theory of 
potential; stress and strain, Newtonian potential functions, gyrostatics, wave and vortex 
motion, etc. Further contents: Kinematics of a point; Lagrange’s equations; Hamilton’s prin¬ 
ciple; Systems of vectors; Statics and dynamics of deformable bodies; much more, not easily 
found together in one volume. Unabridged reprinting of 2nd edition. 20 pages of notes on 
differential equations and the higher analysis. 203 illustrations. Selected bibliography. Index, 
xi + 588pp. 5% x 8. S522 Paperbound $2.45 

A TREATISE ON DYNAMICS OF A PARTICLE, E. J. Routh. Elementary text on dynamics for 
beginning mathematics or physics student. Unusually detailed treatment from elementary defi¬ 
nitions to motion in 3 dimensions, emphasizing concrete aspects. Much unique material im¬ 
portant in recent applications. Covers impulsive forces, rectilinear and constrained motion in 
2 dimensions, harmonic and parabolic motion, degrees of freedom, closed orbits, the conical 
pendulum, the principle of least action, Jacobi's method, and much more. Index. 559 problems, 
many fully worked out, incorporated into text, xlii + 418pp. 5% x 8. 

S696 Paperbound $2.25 

DYNAMICS OF A SYSTEM OF RIGID BODIES (Elementary Section), E. 1. Routh. Revised 7th edi¬ 
tion of this standard reference. This volume covers the dynamical principles of the subject, 
and its more elementary applications: finding moments of inertia by integration, foci of 
inertia, d’Alembert's principle, impulsive forces, motion in 2 and 3 dimensions, Lagrange's 
equations, relative indicatrix, Euler's theorem, large tautochronous motions, etc. Index. 55 
figures. Scores of problems, xv -I- 443pp. 5% x 8. S664 Paperbound $2.50 

DYNAMICS OF A SYSTEM OF RIGID BODIES (Advanced Section), E. J. Routh. Revised 6th edi¬ 
tion of a classic reference aid. Much of its material remains unique. Partial contents: moving 
axes, relative motion, oscillations about equilibrium, motion. Motion of a body under no 
forces, any forces. Nature of motion given by linear equations and conditions of stability. 
Free, forced vibrations, constants of integration, calculus of finite differences, variations, 
precession and nutation, motion of the moon, motion of string, cha.n, membranes. 64 figures. 
498pp. 5H x 8. 8229 Paperbound $2.45 

DYNAMICAL THEORY OF GASES, James Jeans. Divided into mathematical and physical chapters 
for the convenience of those not expert in mathematics, this volume discusses the mathe¬ 
matical theory of gas in a steady state, thermodynamics, Boltzmann and Maxwell, kinetic 
theory, quantum theory, exponentials, etc. 4th enlarged edition, with new material on quan¬ 
tum theory, quantum dynamics, etc. Indexes. 28 figures. 444pp. 6Ve x 91/4. 

S136 Paperbound $2.65 

THE THEORY OF HEAT RADIATION, Max Planck. A pioneering work n thermodynamics, provid¬ 
ing basis for most later work, Nobel laureate Planck writes on Deductions from Electro¬ 
dynamics and Thermodynamics, Entropy and Probability, Irreversible Radiation Processes, etc. 
Starts with simple experimental laws of optics, advances to problems of spectral distribu¬ 
tion of arergy and irreversibility. Bibliography. 7 illustrations, xiv + 224pp. 5% x 8. 

8546 Paperbound $1.75 
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FOUNDATIONS OF POTENTIAL THEORY, 0. D. Kellogg. Based on courses given at Harvard this 
is suitable for both advanced and beginning mathematicians. Proofs are rigorous, and much 
material not generally avaliable elsewhere is included. Partial contents: forces of gravity, 
fields of force, divergence theorem, properties of Newtonian potentials at points of free 
space, potentials as solutions of Laplace’s equations, harmonic functions, electrostatics, 
electric images, logarithmic potential, etc. One of Grundlehren Series, ix + 384pp. 5% x 8. 

S144 Paperbound $1.98 

THERMODYNAMICS, Enrico Fermi. Unabridged reproduction of 1937 edition. Elementary in 
treatment; remarkable for clarity, organization. Requires no knowledge of advanced math 
beyond calculus, only familiarity with fundamentals of thermometry, calorimetry. Partial 
Contents: Thermodynamic systems; First & Second laws of thermodynamics; Entropy; Thermo¬ 
dynamic potentials: phase rule, reversible electric cell; Gaseous reactions: van’t Hoff reaction 
box, principle of LeChatelier; Thermodynamics of dilute solutions: osmotic & vapor pressures, 
boiling & freezing points; Entropy constant. Index. 25 problems. 24 illustrations, x 4- 160pp. 
5% x & S361 Paperbound |1.75 

THE THERMODYNAMICS OF ELECTRICAL PHENOMENA IN METALS and A CONDENSED COLLEC¬ 
TION OF THERMODYNAMIC FORMULAS, P. W. Bridgman. Major work by the Nobel Prizewinner: 
stimulating conceptual introduction to aspects of the electron theory of metals, giving an 
intuitive understanding of fundamental relationships concealed by the formal systems of 
Onsager and others. Elementary mathematical formulations show clearly the fundamental 
thermodynamical relationships of the electric field, and a complete phenomenological theory 
of metals is created. This is the work in which Bridgman announced his famous “thermo¬ 
motive force” and his distinction between “driving” and “working” electromotive force. 
We have added in this Dover edition the author’s long unavailable tables of thermo¬ 
dynamic formulas, extremely valuable for the speed of reference they allow. Two works 
bound as one. Index. 33 figures. Bibliography, xviii + 256pp. 5% x 8. S723 Paperbound $1.65 

TREATISE ON THERMODYNAMICS, Max Planck. Based on Planck’s original papers this offers 
a uniform point of view for the entire field and has been used as an introduction for 
students who have studied elementary chemistry, physics, and calculus. Rejecting the earlier 
approaches of Helmholtz and Maxwell, the author makes no assumptions regarding the 
nature of heat, but begins with a few empirical facts, and from these deduces new physical 
and chemical laws. 3rd English edition of this standard text by a Nobel laureate, xvi 4-
297pp. 5% x 8. S219 Paperbound $1.75 

THE MATHEMATICAL THEORY OF ELASTICITY, A. E. H. Love. A wealth of practical illustration 
combined with thorough discussion of fundamentals—theory, application, special problems 
and solutions. Partial Contents: Analysis of Strain & Stress, Elasticity of Solid Bodies, 
Elasticity of Crystals, Vibration of Spheres, Cylinders, Propagation of Waves in Elastic Solid 
Media, Torsion, Theory of Continuous Beams, Plates. Rigorous treatment of Volterra’s theory 
of dislocations, 2-dimensional elastic systems, other topics of modern interest. “For years 
the standard treatise on elasticity," AMERICAN MATHEMATICAL MONTHLY. 4th revised edi¬ 
tion. Index. 76 figures, xviii 4- 643pp. 6¥s x 9^4. S174 Paperbound $3.25 

STRESS WAVES IN SOLIDS, H. Kolsky, Professor of Applied Physics, Brown University. The 
most readable survey of the theoretical core of current knowledge about the propagation of 
waves in solids, fully correlated with experimental research. Contents: Part I—Elastic Waves: 
propagation in an extended plastic medium, propagation in bounded elastic media, experi¬ 
mental investigations with elastic materials. Part II—Stress Waves in Imperfectly Elastic 
Media: internal friction, experimental investigations of dynamic elastic properties, plastic 
waves and shock waves, fractures produced by stress waves. List of symbols. Appendix. 
Supplemented bibliography. 3 full-page plates. 46 figures, x 4- 213pp. 5% x 81/2. 

S1098 Paperbound $1.75 

Relativity, quantum theory, atomic and nuclear physics 

SPACE TIME MATTER, Hermann Weyl. “The standard treatise on the general theory of rela¬ 
tivity” (Nature), written by a world-renowned scientist, provides a deep clear discussion of 
the logical coherence of the general theory, with introduction to all the mathematical tools 
needed: Maxwell, analytical geometry, non-Euclidean geometry, tensor calculus, etc. Basis is 
classical space-time, before absorption of relativity. Partial contents: Euclidean space, 
mathematical form, metrical continuum, relativity of time and space, general theory. 15 dia¬ 
grams. Bibliography. New preface for this edition, xviii + 330pp. 5% x 8. 

S267 Paperbound $2.00 

ATOMIC SPECTRA AND ATOMIC STRUCTURE, G. Herzberg. Excellent general survey for chemists, 
physicists specializing in other fields. Partial contents: simplest line spectra and elements 
of atomic theory, building-up principle and periodic system of elements, hyperfine structure 
of spectral lines, some experiments and applications. Bibilography. 80 figures. Index, xii 
4- 257pp. 53/8 x 8. S115 Paperbound $2.00 
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FLUID MECHANICS FOR HYDRAULIC ENGINEERS, H. Rouse. Standard work that gives a coherent 
picture of fluid mechanics from the point of view of the hydraulic engineer. Based on courses 
given to civil and mechanical engineering students at Columbia and the California Institute 
of Technology, this work covers every basic principle, method, equation, or theory of 
interest to the hydraulic engineer. Much of the material, diagrams, charts, etc., in this 
self-contained text are not duplicated elsewhere. Covers irrotationa. motion, conformal map¬ 
ping, problems in laminar motion, fluid turbulence, flow around immersed bodies, transporta¬ 
tion of sediment, general charcteristics of wave phenomena, gravity waves in open channels 
etc. Index. Appendix of physical properties of common fluids. Frontispiece 4- 245 figures and 
photographs, xvi 4- 422pp. 5% x 8. S729 Paperbound $2.25 

WATERHAMMER ANALYSIS, John Parmakian. Valuable exposition of the graphical method of 
solving waterhammer problems by Assistant Chief Designing Engineer, U.S. Bureau of 
Reclamation. Discussions of rigid and elastic water column theory, velocity of waterhammer 
waves, theory of graphical waterhammer analysis for gate operation, closings, openings, 
rapid and slow movements, etc., waterhammer in pump discharge caused by power failure, 
waterhammer analysis for compound pipes, and numerous related problems. “With a concise 
and lucid style, clear printing, adequate bibliography and graphs for approximate solutions 
at the project stage, it fills a vacant place in waterhammer literature,” WATER POWER. 
43 problems. Bibliography. Index. 113 illustrations, xiv 4- 161pp. 5% x 8J/2. 

S1061 Paperbound $1.65 

AERODYNAMIC THEORY: A GENERAL REVIEW OF PROGRESS, William F. Durand, editor-in-chief. 
A monumental joint effort by the world’s leading authorities prepared under a grant of 
the Guggenheim Fund for the Promotion of Aeronautics. Intended to provide the student 
and aeronautic designer with the theoretical and experimental background of aeronautics. 
Never equalled for breadth, depth, reliability. Contains discussions of special mathematical 
topics not usually taught in the engineering or technical courses. Also: an extended two-part 
treatise on Fluid Mechanics, discussions of aerodynamics of perfect fluids, analyses of 
experiments with wind tunnels, applied airfoil theory, the non-lifting system of the airplane, 
the air propeller, hydrodynamics of boats and floats, the aerodynamics of cooling, etc. 
Contributing experts include Munk, Giacomelli, Prandtl, Toussaint, Von Karman, Klemperer, 
among others. Unabridged republication. 6 volumes bound as 3. Total of 1,012 figures, 12 
plates. Total of 2,186pp. Bibliographies. Notes. Indices. 5% x 8. 

S328-S330 Clothbound, The Set $17.50 

APPLIED HYDRO- AND AEROMECHANICS, L. Prandtl and 0. G. Tietjens. Presents, for the most 
part, methods which will be valuable to engineers. Covers flow in pipes, boundary layers, 
airfoil theory, entry conditions, turbulent flow in pipes, and the boundary layer, determining 
drag from measurements of pressure and velocity, etc. “Will be welcomed by all students 
of aerodynamics,” NATURE. Unabridged, unaltered. An Engineering Society Monograph, 1934. 
Index. 226 figures, 28 photographic plates illustrating flow patterns, xvi 4- 311pp. 5% x 8. 

S375 Paperbound $1.85 

SUPERSONIC AERODYNAMICS, E. R. C. Miles. Valuable theoretical introduction to the super¬ 
sonic domain, with emphasis on mathematical tools and principles, for practicing aerody-
namicists and advanced students in aeronautical engineering. Covers fundamental theory, 
divergence theorem and principles of circulation, compressible flow and Helmholtz laws, the 
prandtl-Busemann graphic method for 2-dimensional flow, oblique shock waves, the Taylor-
Maccoll method for cones in supersonic flow, the Chaplygin method for 2-dimensional flow, etc. 
Problems range from practical engineering problems to development of theoretical results. 
“Rendered outstanding by the unprecedented scope of its contents ... has undoubtedly filled 
a vital gap,’’ AERONAUTICAL ENGINEERING REVIEW. Index. 173 problems, answers. 106 dia¬ 
grams. 7 tables, xii 4- 255pp. 5% x 8. S214 Paperbound $1.45 

HYDRAULIC TRANSIENTS, G. R. Rich. The best text in hydraulics ever printed in English . . . 
by one of America's foremost engineers (former Chief Design Engineer for T.V.A.). Provides 
a transition from the basic differential equations of hydraulic transient theory to the 
arithmetic intergration computation required by practicing engineers. Sections cover Water 
Hammer, Turbine Speed Regulation, Stability of Governing, Water-Hammer Pressures in Pump 
Discharge Lines, The Differential and Restricted Orifice Surge Tanks, The Normalized Surge 
Tank Charts of Caíame and Gaden, Navigation Locks, Surges in Power Canals—Tidal Harmonics, 
etc. Revised and enlarged. Author's prefaces. Index, xiv 4- 409pp. 53/8 x 81/2. 

S116 Paperbound $2.50 

HYDRAULICS AND ITS APPLICATIONS, A. H. Gibson. Excellent comprehensive textbook for the 
student and thorough practical manual for the professional worker, a work of great stature 
in its area. Half the book is devoted to theory and half to applications and practical prob¬ 
lems met in the field. Covers modes of motion of a fluid, critical velocity, viscous flow, eddy 
formation, Bernoulli’s theorem, flow in converging passages, vortex motion, form of effluent 
streams, notches and weirs, skin friction, losses at valves and elbows, siphons, erosion of 
channels, jet propulsion, waves of oscillation, and over 100 similar topics. Final chapters 
(nearly 400 pages) cover more than 100 kinds of hydraulic machinery: Pelton wheel, speed 
regulators, the hydraulic ram, surge tanks, the scoop wheel, the Venturi meter, etc. A 
special chapter treats methods of testing theoretical hypotheses: scale models of rivers 
tidal estuaries, siphon spillways, etc. 5th revised and enlarged (1952) edition. Index. Ap¬ 
pendix. 427 photographs and diagrams. 95 examples, answers, xv 4- 813pp. 6x9. 

S791 Clothbound $8.00 
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FLUID MECHANICS THROUGH WORKED EXAMPLES, D. R. L. Smith and J. Houghton. Advanced 
text covering principles and applications to practical situations. Each chapter begins with 
concise summaries of fundamental ideas. 163 fully worked out examples applying principles 
outlined in the text. 275 other problems, with answers. Contents; The Pressure of Liquids 
on Surfaces; Floating Bodies; Flow Under Constant Head in Pipes; Circulation; Vorticity; 
The Potential Function; Laminar Flow and Lubrication; Impact or Jets; Hydraulic Turbines; 
Centrifugal and Reciprocating Pumps; Compressible Fluids; and many other items. Total 
of 438 examples. 250 line illustrations. 340pp. Index. 6 x 87/s. S981 Clothbound $6.00 

THEORY OF SHIP MOTIONS, S. N. Blagoveshchensky. The only detailed text in English in 
a rapidly developing branch of engineering and physics, it is the work of one of the 
world’s foremost authorities—Blagoveshchensky of Leningrad Shipbuilding Institute. A 
senior-level treatment written primarily for engineering students, but also of great importance 
to naval architects, designers, contractors, researchers in hydrodynamics, and other students. 
No mathematics beyond ordinary differential equations is required for understanding the 
text. Translated by T. & L. Strelkoff, under editorship of Louis Landweber, Iowa Institute 
of Hydraulic Research, under auspices of Office of Naval Research. Bibliography. Index. 
231 diagrams and illustrations. Total of 649pp. 5% x 8^. Vol. I: S234 Paperbound $2.00 

Vol. Il: S235 Paperbound $2.00 

THEORY OF FLIGHT, Richard von Mises. Remains almost unsurpassed as balanced, well-written 
account of fundamental fluid dynamics, and situations in which air compressibility effects 
are unimportant. Stressing equally theory and practice, avoiding formidable mathematical 
structure, it conveys a full understanding of physical phenomena and mathematical concepts. 
Contains perhaps the best introduction to general theory of stability. “Outstanding,” Scientific, 
Medical, and Technical Books. New introduction by K. H. Hohenemser. Bibliographical, histor¬ 
ical notes. Index. 408 illustrations, xvi 4- 620pp. 5% x 8%. S541 Paperbound $2.95 

THEORY OF WING SECTIONS, I. H. Abbott, A. E. von Doenhoff. Concise compilation of subsonic 
aerodynamic characteristics of modern NASA wing sections, with description of their geom¬ 
etry, associated theory. Primarily reference work for engineers, students, it gives methods, 
data for using wing-section data to predict characteristics. Particularly valuable: chapters on 
thin wings, airfoils; complete summary of NACA’s experimental observations, system of 
construction families of airfoils. 350pp. of tables on Basic Thickness Forms, Mean Lines, 
Airfoil Ordinates, Aerodynamic Characteristics of Wing Sections. Index. Bibliography. 191 
illustrations. Appendix. 705pp. 5% x 8. S558 Paperbound $3.25 

WEIGHT-STRENGTH ANALYSIS OF AIRCRAFT STRUCTURES, F. R. Shanley. Scientifically sound 
methods of analyzing and predicting the structural weight of aircraft and missiles. Deals 
directly with forces and the distances over which they must be transmitted, making it possible 
to develop methods by which the minimum structural weight can be determined for any 
material and conditions of loading. Weight equations for wing and fuselage structures. In¬ 
cludes author's original papers on inelastic buckling and creep buckling. “Particularly success-
ViLl!l.P.r.es£ntin8 his analytical methods for investigating various optimum design principles,” 
AERONAUTICAL ENGINEERING REVIEW. Enlarged bibliography. Index. 199 figures, xiv 4- 404pp 
5% x 8%. S660 Paperbound $2.50 

Electricity 

TWO-DIMENSIONAL FIELOS IN ELECTRICAL ENGINEERING, L. V. Bewley. A useful selection of 
typical engineering problems of interest to practicing electrical engineers. Introduces senior 
students to the methods and procedures of mathematical physics. Discusses theory of 
functions of a complex variable, two-dimensional fields of flow, general theorems of mathe¬ 
matical physics and their applications, conformal mapping or transformation, method of 
images, freehand flux plotting, etc. New preface by the author. Appendix by W. F. Kiltner. 
Index. Bibliography at chapter ends, xiv 4- 204pp. 5% x 8V2. S1118 Paperbound $1.50 

FLUX LINKAGES AND ELECTROMAGNETIC INDUCTION, L. V. Bewley. A brief, clear book 
which shows proper uses and corrects misconceptions of Faraday’s law of electromagnetic 
induction in specific problems. Contents: Circuits, Turns, and Flux Linkages; Substitution of 
Circuits; Electromagnetic Induction; General Criteria for Electromagnetic Induction; Appli¬ 
cations and Paradoxes; Theorem of Constant Flux Linkages. New Section: Rectangular Coll 
in a Varying Uniform Medium. Valuable supplement to class texts for engineering students. 
Corrected, enlarged edition. New preface. Bibliography in notes. 49 figures, xi 4- 106pp. 
5% x 8. S1103 Paperbound $1.25 

INDUCTANCE CALCULATIONS: WORKING FORMULAS AND TABLES, Frederick W. Grover. An 
invaluable book to everyone in electrical engineering. Provides simple single formulas to 
cover all the more important cases of inductance. The approach involves only those para¬ 
meters that naturally enter into each situation, while extensive tables are given to permit 
easy interpolations. Will save the engineer and student countless hours and enable them 
to obtain accurate answers with minimal effort. Corrected republication of 1946 edition. 
58 tables. 97 completely worked out examples. 66 figures, xiv 4- 286pp. 5% x 8J/2. 

S974 Paperbound $1.85 
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Catalogue of Dover Books 
®°tNDU70H(S: THE0(RY AND ENGINEERING APPLICATIONS, 1. D. Cobine. An indis¬ 

pensable text and reference to gaseous conduction phenomena, with the engineering view-
thr°uRhout- Studies the kinetic theory of gases, ionization, emission phe¬ 

nomena; gas breakdown, spark characteristics, glow, and discharges; engineering applica¬ 
tions in circuit interrupters, rectifiers, light sources, etc. Separate detailed treatment of 
high pressure arcs (Suits); low pressure arcs (Langmuir and Tonks). Much more “Well 
organized, clear, straightforward,” Tonks, Review of Scientific Instruments. Index. Bibliog¬ 
raphy. 83 practice problems. 7 appendices. Over 600 figures. 58 tables, xx + 606pp 

x 8' S442 Paperbound $2.95 

INTRODUCTION TO THE STATISTICAL DYNAMICS OF AUTOMATIC CONTROL SYSTEMS V V Solo¬ 
dovnikov. First English publication of text-reference covering important branch of automatic 
control systems—random signals; in its original edition, this was the first comprehensive 
treatment Examines frequency characteristics, transfer functions, stationary random proc-
esses, determination of minimum mean-squared error, of transfer function for a finite period 
of observation, much more. Translation edited by J. B. Thomas, L. A. Zadeh. Index. Bibliog¬ 
raphy. Appendix, xxii 4- 308pp. 5% x 8. S420 Paperbound $2.25 

¿EmSS°3? G’8riel Kron - A boldly original method of analyzing engineering prob¬ 
lems, at center of sharp discussion since first introduced, now definitely proved useful in 
such areas as electrical and structural networks on automatic computers. Encompasses a 
Rr âl,specific problems by means of a relatively few symbolic equations "Power 
and flexibility . . becoming more widely recognized,” Nature. Formerly “A Short Course 
250ppnS5%ftxa8yS'S NeW lntroduction bY B- Hoffmann. Index. Over 800 diagrams, xix + 

SELECTED PAPERS ON SEMICONDUCTOR MICROWAVE ELECTRONICS, edited by Sumner N. Levine 
and Richard R. Kurzrok. An invaluable collection of important papers dealing with one of 
the most remarkable developments in solid-state electronics—the use of the p-n junction 
to achieve amplification and frequency conversion of microwave frequencies. Contents: 
General Survey (3 introductory papers by W. E. Danielson, R. N. Hall, and M. Tenzer); Gen¬ 
eral Theory of Nonlinear Elements (3 articles by A. van der Ziel, H. E. Rowe, and Manley 
and Rowe); Device Fabrication and Characterization (3 pieces by Bakanowski, Cranna, and 
Uhlir, by McCotter, Walker and Fortini, and by S. T. Eng); Parametric Amplifiers and Fre¬ 
quency Multipliers (13 articles by Uhlir, Heffner and Wade, Matthaei, P. K. Tien, van der 
Ziel, Engelbrecht, Currie and Gould, Uenohara, Leeson and Weinreb, and others); and Tunnel 
Diodes (4 papers by L. Esaki, H. S. Sommers, Jr., M. E. Hines, ano Yariv and Cook). Intro¬ 
duction. 295 Figures, xiii + 286pp. 6Vz x 9V4. S1126 Paperbound $2.25 

THE PRINCIPLES OF ELECTROMAGNETISM APPLIED TO ELECTRICAL MACHINES, B. Hague. A 
concise, but complete, summary of the basic principles of the magnetic field and its appli¬ 
cations, with particular reference to the kind of phenomena which occur in electrical ma¬ 
chines. Part I: General Theory—magnetic field of a current, electromagnetic field passing 
from air to iron, mechanical forces on linear conductors, etc. Part It: Application of theory 
to the solution of electromechanical problems—the magnetic field and mechanical forces 
in non-salient pole machinery, the field within slots and between salient poles, and the 
work of Rogowski, Roth, and Strutt. Formery titled “Electromagnetic Problems in Electrical 
Engineering. 2 appendices. Index. Bibliography in notes. 115 figures. x:v + 359pp. 5% x 8Vi. 

S246 Paperbound $2.25 

Mechanical engineering 
DESIGN AND USE OF INSTRUMENTS AND ACCURATE MECHANISM, T. N. Whitehead. For the 
instrument designer, engineer; how to combine necessary mathematical abstractions with 
independent observation of actual facts. Partial contents: instruments & their parts, theory 
of errors, systematic errors, probability, short period errors, erratic errors, design precision, 
kinematic, semikinematic design, stiffness, planning of an instrument, human factor, etc. 
Index. 85 photos, diagrams, xii + 288pp. 5% x 8. S270 Paperbound $2.00 

al ÍYJ°??T,CS/!JD «0tatI0NAL MOTION: THEORY AND APPLICATIONS, Andrew 
Smhi.mP'«d Í? d’.?°.ok , ln En?llsh ' generally considered definitive study. Many 
problems oí all sorts in full detail, or step-by-step summary. Classical problems of Bour 
Lottner, etc.; later ones of great physical interest. Vibrating systems of gyrostats, earth 
as a top, calculation of path of axis of a top by elliptic integrals, motion of unsymmetrical 
top, much more. Index. 160 illus. 550pp. 5% x 8. S589 Paperbound $2.75 

point, general equations of 
damped gyro, 103 similar 

S66 Paperbound $1.75 

MECHANICS OF THE GYROSCOPE, THE DYNAMICS OF ROTATION, R. F. Deimel, Professor of 
at Stevens Institute of Technology. Elementary general treatment 

°! vZ-n«nnCLfrt notation with special application of gyroscopic phenomena. No knowledge 
of vectors needed. Velocity of a moving curve, acceleration to a —s-* -■ -*• ' 
motion, gyroscopic horizon, free gyro, motion of discs, the 
topics. Exercises. 75 figures. 208pp. 5% x 8. 

the mathematics ot projectile motion, ine oamsTics meories propounaea were coorainaieu 
with extensive proving ground and wind tunnel experiments conducted by the author and 
others for the U.S. Army. Broad in scope and clear in exposition, it gives the beginnings 
of the theory used for modern-day projectile, long-range missile, and satellite motion. Six 
main divisions: Differential Equations of Translatory Motion of a projectile; Gravity and the 
Resistance Function; Numerical Solution of Differential Equations; Theory of Differential 
Variations Validity of Method of Numerical Integration; and Motion of a Rotating Projectile. 
Formerly titled: "New Methods in Exterior Ballistics.” Index. 38 oiagrams. viii 4- 259pp. 
5% x 8V^. S232 Paperbound >1.75 
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STRENGTH OF MATERIALS, J. P. Den Hartog. Distinguished text prepared for M.l.T. course, ideal 
as introduction refresher, reference, or self-study text. Full clear treatment of elementary 
material (tension, torsion, bending, compound stresses, deflection of beams, etc.), plus much 
advanced material on engineering methods of great practical value, full 'so. 
Mohr circle, lucid elementary discussions of the theory of the center °f shear and the Myoso 
tis” method of calculating beam deflections, reinforced concrete, plastic deformations, photo¬ 
elasticity, etc. in an .sections, bo^.^ral.prbciple^anj^ J>ven. 

Catalogue of Dover Books 
LOUD SPEAKERS: THEORY, PERFORMANCE, TESTING AND DESIGN, N. W. McLachlan. Most com¬ 
prehensive coverage of theory, practice of loud speaker design, testing; classic reference, 
study manual in field. First 12 chapters deal with theory, for readers mainly concerned with 
math, aspects; last 7 chapters will interest reader concerned with testing, design. Partial 
contents: principles of sound propagation, fluid pressure on vibrators, theory of moving¬ 
coil principle, transients, driving mechanisms, response curves, design of horn type moving 
coil speakers, electrostatic speakers, much more. Appendix. Bibliography. Index. 165 illustra¬ 
tions, charts. 411pp. 5% x 8. S588 Paperbound $2.25 

MICROWAVE TRANSMISSION, J. C. Slater. First text dealing exclusively with microwaves, 
brings together points of view of field, circuit theory, for graduate student in physics, 
electrical engineering, microwave technician. Offers valuable point of view not in most 
later studies. Uses Maxwell’s equations to study electromagnetic field, important in this 
area. Partial contents: infinite line with distributed parameters, impedance of terminated 
line, plane waves, reflections, wave guides, coaxial line, composite transmission lines, 
impedance matching, etc. Introduction. Index. 76 illus. 319pp. 5% x 8. 

S564 Paperbound $1.50 

MICROWAVE TRANSMISSION DESIGN DATA, T. Moreno. Originally classified, now rewritten 
and enlarged (14 new chapters) for public release under auspices of Sperry Corp. Material 
of immediate value or reference use to radio engineers, systems designers, applied physicists, 
etc. Ordinary transmission line theory; attenuation; capacity; parameters of coaxial lines; 
higher modes; flexible cables; obstacles, discontinuities, and injunctions; tunable wave 
guide impedance transformers; effects of temperature and humidity; much more. “Enough 
theoretical discussion is included to allow use of data without previous background,” 
Electronics. 324 circuit diagrams, figures, etc. Tables of dielectrics, flexible cable, etc., 
data. Index, ix + 248pp. 5% x 8. S459 Paperbound $1.65 

RAYLEIGH'S PRINCIPLE AND ITS APPLICATIONS TO ENGINEERING, G. Temple & W. Bickley. 
Rayleigh’s principle developed to provide upper and lower estimates of true value of funda¬ 
mental period of a vibrating system, or condition of stability of elastic systems. Illustrative 
examples; rigorous proofs in special chapters. Partial contents: Energy method of discussing 
vibrations, stability. Perturbation theory, whirling of uniform shafts. Criteria of elastic sta¬ 
bility. Application of energy method. Vibrating systems. Proof, accuracy, successive approxi¬ 
mations, application of Rayleigh’s principle. Synthetic theorems. Numerical, graphical methods. 
Equilibrium configurations, Ritz’s method. Bibliography. Index. 22 figures, ix + 156pp. 5% x 8. 

S307 Paperbound $1.50 

ELASTICITY, PLASTICITY AND STRUCTURE OF MATTER, R. Houwink. Standard treatise on 
rheological aspects of different technically important solids such as crystals, resins, textiles, 
rubber, clay, many others. Investigates general laws for deformations; determines divergences 
from these laws for certain substances. Covers general physical and mathematical aspects 
of plasticity, elasticity, viscosity. Detailed examination of deformations, internal structure 
of matter in relation to elastic and plastic behavior, formation of solid matter from a fluid, 
conditions for elastic and plastic behavior of matter. Treats glass, asphalt, gutta percha, 
balata, proteins, baker’s dough, lacquers, sulphur, others. 2nd revised, enlarged edition. 
Extensive revised bibliography in over 500 footnotes. Index. Table of symbols. 214 figures, 
xviii + 368pp. 6 x 91/4. S385 Paperbound $2.45 

THE SCHWARZ-CHRISTOFFEL TRANSFORMATION AND ITS APPLICATIONS: A SIMPLE EXPOSITION, 
Miles Walker. An important book for engineers showing how this valuable tool can be em¬ 
ployed in practical situations. Very careful, clear presentation covering numerous concrete 
engineering problems. Includes a thorough account of conjugate functions for engineers— 
useful for the beginner and for review. Applications to such problems as: Stream-lines round 
a corner, electric conductor in air-gap, dynamo slots, magnetized poles, much more. Formerly 
“Conjugate Functions for Engineers.” Preface. 92 figures, several tables. Index, ix 4- 116pp. 
5% x ¿V2. S1149 Paperbound $1.25 

THE LAWS OF THOUGHT, George Boole. This book founded symbolic logic some hundred years 
ago. It is. the 1st significant attempt to apply logic to all aspects of human endeavour. 
Partial contents: derivation of laws, signs & laws, interpretations, eliminations, conditions 
of a perfect method, analysis, Aristotelian logic, probability, and similar topics, xviii + 
424pp. 5% x 8. S28 Paperbound $2.00 

SCIENCE AND METHOD, Henri Poincaré. Procedure of scientific discovery, methodology, experi¬ 
ment, idea-germination—the intellectual processes by which discoveries come into being. 
Most significant and most interesting aspects of development, application of ideas. Chapters 
cover selection of facts, chance, mathematical reasoning, mathematics, and logic; Whitehead, 
Russell, Cantor; the new mechanics, etc. 288pp. 5% x 8. S222 Paperbound $1.35 

FAMOUS BRIDGES OF THE WORLD, D. B. Steinman. An up-to-the-minute revised edition of a 
book that explains the fascinating drama of how the world’s great bridges came to be built. 
The author, designer of the famed Mackinac bridge, discusses bridges from all periods and 
all parts of the world, explaining their various types of construction, and describing the 
problems their builders faced. Although primarily for youngsters, this cannot fail to interest 
readers of all ages. 48 illustrations in the text. 23 photographs. 99pp. 6 Vs x 91/4. 

T161 Paperbound $1.00 
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THE PRINCIPLE OF RELATIVITY, A. Einstein, H. Lorentz, H. Minkowski, H. Weyl. These are 
the 11 basic papers that founded the general and special theories of relativity, all trans¬ 
lated into English. Two papers by Lorentz on the Michelson experiment, electromagnetic 
phenomena. Minkowski's SPACE & TIME, and Weyl’s GRAVITATION & ELECTRICITY. 7 epoch-
making papers by Einstein: ELECTROMAGNETICS OF MOVING BODIES, INFLUENCE OF GRAVI¬ 
TATION IN PROPAGATION OF LIGHT, COSMOLOGICAL CONSIDERATIONS, GENERAL THEORY, and 
3 others. 7 diagrams. Special notes by A. Sommerfeld. 224pp. 5% x 8. 

S81 Paperbound $1.75 

EINSTEIN S THEORY OF RELATIVITY, Max Born. Revised edition prepared with the collabora¬ 
tion of Gunther Leibfned and Walter Biem. Steering a middle course between superficial 
popularizations and complex analyses, a Nobel laureate explains Einstein’s theories clearly 
and with special insight. Easily followed by the layman with a knowledge of high school 
mathematics, the book has been thoroughly revised and extended tc modernize those sec¬ 
tions of the well-known original edition which are now out of date. After a comprehensive 
review of classical physics Born's discussion of special and general theories of relativity 
covers such topics as simultaneity, kinematics, Einstein's mechanics and dynamics relativity 
of arbitrary motions, the geometry of curved surfaces, the space-time continuum, and many 
others. Index. Illustrations, vn + 376pp. 5% x 8. S769 Paperbound $2.00 

ATOMS, MOLECULES AND QUANTA, Arthur E. Ruark and Harold C. Urey. Revised (1963) and 
corrected edition of a work that has been a favorite with physics students and teachers for 
more than 30 years. No other work offers the same combination of atomic structure and 
molecular physics and of experiment and theory. The first 14 chapters deal with the origins 
and major experimental data of quantum theory and with the development of conceptions 
of atomic and molecular structure prior to the new mechanics. These sections provide a 
thorough introduction to atomic and molecular theory, and are presented lucidly and as 
simply as possible. The six subsequent chapters are devoted to the laws and basic ideas of 
quantum mechanics: Wave Mechanics, Hydrogenic Atoms in Wave Mechanics, Matrix Mechan¬ 
ics, General Theory of Quantum Dynamics, etc. For advanced college and graduate students 
in physics. Revised, corrected republication of original edition, with supplementary notes 
by the authors. New preface by the authors. 9 appendices. General reference list. Indices. 
228 figures. 71 tables. Bibliographical material in notes, etc. Total of xxiii + 810pp. 
5% x 8%. S1106 Vol. I Paperbound $2.50 

S1107 Vol. II Paperbound $2.50 
Two volume set Paperbound $5.00 

WAVE MECHANICS AND ITS APPLICATIONS, N. F. Mott and I. N. Sneddon. A comprehensive 
introduction to the theory of quantum mechanics; not a rigorous mathematical exposi¬ 
tion it progresses, instead, in accordance with the physical problems considered. Many topics 
difficult to find at the elementary level are discussed in this book. Includes such matters 
as: the wave nature of matter, the wave equation of Schrödinger, the concept of stationary 
states, properties of the wave functions, effect of a magnetic field on the energy levels of 
atoms, electronic spin, two-body problem, theory of solids, cohesive forces in ionic crystals, 
collision problems, interaction of radiation with matter, relativistic quantum mechanics, etc. 
All are treated both physically and mathematically. 68 illustrations. 11 tables. Indexes, 
xii + 393pp. 5% x 872. S1070 Paperbound $2.25 

BASIC METHODS IN TRANSFER PROBLEMS, V. Kourganoff, Professor of Astrophysics, U. of 
Paris. A coherent digest of a l the known methods which can be used for approximate or 
exact solutions of transfer problems. All methods demonstrated on one particular problem 
—Milne's problem for a plane parallel medium. Three main sections: fundamental concepts 
(the radiation field and its interaction with matter, the absorption and emission coefficients, 
etc.); different methods by which transfer problems can be attacked; and a more general 
problem—the non-grey case of Milne's problem. Much new material, drawing upon declassi¬ 
fied atomic energy reports and data from the USSR. Entirely understandable to the student 
with a reasonable knowledge of analysis. Unabridged, revised reprinting. New preface by 
the author. Index. Bibliography. 2 appendices, xv + 281pp. 5% x 872. 

S1074 Paperbound $2.00 

PRINCIPLES OF QUANTUM MECHANICS, W. V. Houston. Enables student with working knowl¬ 
edge of elementary mathematical physics to develop facility in use of quantum mechanics, 
understand published work in field. Formulates quantum mechanics ’n terms of Schroedinger's 
wave mechanics. Studies evidence for quantum theory, for in. jquacy of classical me¬ 
chanics, 2 postulates of quantum mechanics; numerous important, fruitful applications of 
quantum mechanics in spectroscopy, collision problems, electrons in solids; other topics. 
"One of tiie most rewarding features ... is the interlacing of problems with text," Amer. 
J. of Physics. Corrected edition. 21 illus. Index. 296pp. 5% x 8. S524 Paperbound $2.00 

PHYSICAL PRINCIPLES OF THE QUANTUM THEORY, Werner Heisenberg. A Nobel laureate dis¬ 
cusses quantum theory; Heisenberg's own work, Compton, Schroed nger, Wilson, Einstein, 
many others. Written for physicists, chemists who are not specialists in quantum theory, 
only elementary formulae are considered in the text; there is a mathematical appendix 
for specialists. Profound without sacrifice of clarity. Translated by C. Eckart, F. Hoyt. 18 
figures. 192pp. 5% x 8. S113 Paperbound $1.25 
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ENGINEERING AND TECHNOLOGY 

General and mathematical 
ENGINEERING MATHEMATICS, Kenneth S. Miller. A text for graduate students of engineering 
to strengthen their mathematical background in differential equations, etc. Mathematical 
steps very explicitly indicated. Contents: Determinants and Matrices, Integrals, Linear Dif¬ 
ferential Equations, Fourier Series and Integrals, Laplace Transform, Network Theory, Random 
Function . . . all vital requisites for advanced modern engineering studies. Unabridged 
republication. Appendices: Borel Sets; Riemann-Stieltjes Integral; Fourier Series and Integrals. 
Index. References at Chapter Ends, xii 4- 417pp. 6 x 8^2. S1121 Paperbound >2.00 

MATHEMATICAL ENGINEERING ANALYSIS, Rufus Oldenburger. A book designed to assist the 
research engineer and scientist in making the transition from physical engineering situations 
to the corresponding mathematics. Scores of common practical situations found in all major 
fields of physics are supplied with their correct mathematical formulations—applications to 
automobile springs and shock absorbers, clocks, throttle torque of diesel engines, resistance 
networks, capacitors, transmission lines, microphones, neon tubes, gasoline engines, refrigera¬ 
tion cycles, etc. Each section reviews basic principles of underlying various fields: mechanics 
of rigid bodies, electricity and magnetism, heat, elasticity, fluid mechanics, and aerodynamics. 
Comprehensive and eminently useful. Index. 169 problems, answers. 200 photos and diagrams. 
XIV 4- 426pp. 5% x 8^2. S919 Paperbound >2.50 

MATHEMATICS OF MODERN ENGINEERING, E. G. Keller and R. E. Doherty. Written for the 
Advanced Course in Engineering of the General Electric Corporation, deals with the engineer¬ 
ing use of determinants, tensors, the Heaviside operational calculus, dyadics, the calculus 
of variations, etc. Presents underlying principles fully, but purpose is to teach engineers to 
deal with modern engineering problems, and emphasis is on the perennial engineering attack 
of set-up and solve. Indexes. Over 185 figures and tables. Hundreds of exercises, problems, 
and worked-out examples. References. Two volume set. Total of xxxiii 4- 623pp. 5% x 8. 

S734 Vol I Paperbouhd >1.85 
S735 Vol II Paperbound >1.85 

The set >3.70 

MATHEMATICAL METHODS FOR SCIENTISTS AND ENGINEERS, L. P. Smith. For scientists and 
engineers, as well as advanced math students. Full investigation of methods and practical 
description of conditions under which each should be used. Elements of real functions, 
differential and integral calculus, space geometry, theory of residues, vector and tensor 
analysis, series of Bessel functions, etc. Each method illustrated by completely-worked-out 
examples, mostly from scientific literature. 368 graded unsolved problems. 100 diagrams 
x 4- 453pp. 5% x 8%. S220 Paperbound >2.00 

THEORY OF FUNCTIONS AS APPLIED TO ENGINEERING PROBLEMS, edited by R. Rothe, F. Ollen¬ 
dorff, and K. Pohlhausen. A series of lectures given at the Berlin Institute of Technology that 
shows the specific applications of function theory in electrical and allied fields of engineering. 
Six lectures provide the elements of function theory in a simple and practical form, covering 
complex quantities and variables, integration in the complex plane, residue theorems, etc. 
Then 5 lectures show the exact uses of this powerful mathematical tool, with full discussions 
of problem methods. Index. Bibliography. 108 figures, x 4- 189pp. 5% x 8. 

S733 Paperbound >1.35 

Aerodynamics and hydrodynamics 

AIRPLANE STRUCTURAL ANALYSIS AND DESIGN, E. E. Sechler and L. G. Dunn. Systematic 
authoritative book which summarizes a large amount of theoretical and experimental work 
on structural analysis and design. Strong on classical subsonic material still basic to much 
aeronautic design . . . remains a highly useful source of information. Covers such areas 
as layout of the airplane, applied and design loads, stress-strain relationships for stable 
structures, truss and frame analysis, the problem of instability, the ultimate strength of 
stiffened flat sheet, analysis of cylindrical structures, wings and control surfaces, fuselage 
analysis, engine mounts, landing gears, etc. 01 „ nally published as part of the CALCIT 
Aeronautical Series. 256 Illustrations. 47 study problems. Indexes, xi 4- 420pp. 5% x SVi. 

S1043 Paperbound >2.25 

FUNDAMENTALS OF HYDRO- AND AEROMECHANICS, L. Prandtl and 0. G. Tietjens. The well-
known standard work based upon Prandtl’s lectures at Goettingen. Wherever possible hydro¬ 
dynamics theory is referred to practical considerations in hydraulics, with the view of 
unifying theory and experience. Presentation is extremely clear and though primarily physical, 
mathematical proofs are rigorous and use vector analysis to a considerable extent. An 
Enginering Society Monograph, 1934. 186 figures. Index, xvi 4- 270pp. 5% x 8. 

S374 Paperbound >1.85 
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Technological, historical 

A DIDEROT PICTORIAL ENCYCLOPEDIA OF TRADES AND INDUSTRY, Manufacturing and the 
Technical Arts in Plates Selected from “L’Encyclopédie ou Dictionnaire Raisonné des Sciences, 
des Arts, et des Métiers’’ of Denis Diderot. Edited with text by C. Gillispie. This first modern 
selection of plates from the high point of 18th century French engraving is a storehouse 
of valuable technological information to the historian of arts and science. Over 2000 
illustrations on 485 full-page plates, most of them original size, show the trades and 
industries of a fascinating era in such great detail that the processes and shops might 
very wêll be reconstructed from them. The plates teem with life, with men, women, and 
children'performing all of the thousands of operations necessary to the trades before and 
during the early stages of the industrial revolution. Plates are in sequence, and show 
general operations, closeups of difficult operations, and details of complex machinery. Such 
important and interesting trades and industries are illustrated as sowing, harvesting, bee¬ 
keeping, cheesemaking, operating windmills, milling flour, charcoal burning, tobacco process¬ 
ing, indigo, fishing, arts of war, salt extraction, mining, smelting, casting iron, steel, 
extracting mercury, zinc, sulphur, copper, etc., slating, tinning, silverplating, gilding, 
making gunpowder, cannons, bells, shoeing horses, tanning, papermaking, printing, dyeing, 
and more than 40 other categories. Professor Gillispie, of Princeton, supplies a full com¬ 
mentary or all the plates, identifying operations, tools, processes, etc. This material, pre¬ 
sented in a lively and lucid fashion, is of great interest to the reader interested in history 
of science and technology. Heavy library cloth. 920pp. 9 x 12. T421 Two volume set >18.50 

CHARLES BABBAGE AND HIS CALCULATING ENGINES, edited by P. Morrison and E. Morrison. 
Babbage, leading 19th century pioneer in mathematical machines and herald of modern 
operational research, was the true father of Harvard’s relay computer Mark I. His Difference 
Engine ano Analytical Engine were the first machines in the field. This volume contains a 
valuable introduction on his life and work; major excerpts from his autobiography, revealing 
his eccentric and unusual personality-, and extensive selections from “Babbage's Calculating 
Engines,’’ a compilation of hard-to-find journal articles by Babbage, the Countess of Lovelace, 
L. F. Menabrea, and Dionysius Lardner. 8 illustrations, Appendix of miscellaneous papers. 
Index. Bibliography, xxxviii 4- 400pp. 53/s x 8. T12 Paperbound >2.00 

HISTORY OF HYDRAULICS, Hunter Rouse and Simon Ince. First history of hydraulics and hydro¬ 
dynamics available in English. Presented in readable, non-mathematical form, the text is made 
especially easy to follow by the many supplementary photographs, diagrams, drawings, etc. 
Covers the great discoveries and developments from Archimedes and Galileo to modern giants— 
von Mises, Prandtl, von Karman, etc. Interesting browsing for the specialist; excellent intro¬ 
duction for teachers and students. Discusses such milestones as the two-piston pump of 
Ctesibius, the aqueducts of Frontius, the anticipations of da Vinci, Stevin and the first book 
on hydrodynamics, experimental hydraulics of the 18th century, the 19th-century expansion of 
practical hydraulics and classical and applied hydrodynamics, the rise of fluid mechanics in 
our time, etc. 200 illustrations. Bibliographies. Index, xii + 270pp. 5% x 8. 

S1131 Paperbound >2.00 

BRIDGES AND THEIR BUILDERS, David Steinman and Sara Ruth Watson. Engineers, historians, 
everyone who has ever been fascinated by great spans will find this book an endless 
source of information and interest. Dr. Steinman, recipient of the Louis Levy medal, was 
one of the great bridge architects and engineers of all time, and his analysis of the great 
bridges of history is both authoritative and easily followed. Greek and Roman bridges, 
medieval bridges, Oriental bridges, modern works such as the Brooklyn Bridge and the 
Golden Gate Bridge, and many others are described in terms of history, constructional prin¬ 
ciples, artistry, and function. All in all this book is the most comprehensive and accurate 
semipopular history of bridges in print in English. New, greatly revised, enlarged edition. 
23 photographs, 26 line drawings. Index, xvii + 401pp. 5% x 8. T431 Paperbound >2.00 

Prices subject to change without notice. 
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