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Foreword

HE tremendous research and development effort that went into the

development of radar and related techniques during World War 1I
resulted not only in hundreds of radar sets for military (and some for
possible peacetime) use but also in a great body of information and new
techniques in the electronics and high-frequency fields. Because this
basic material may be of great value to science and engineering, it seemed
most important to publish it as soon as security permitted.

The Radiation Laboratory of MIT, which operated under the super-
vision of the National Defense Research Committee, undertook the great
task of preparing these volumes. The work described herein, however, is
the collective result of work done at many laboratories, Army, Navy,
university, and industrial, both in this country and in England, Canada,
and other Dominions.

The Radiation Laboratory, once its proposals were approved and
finances provided by the Office of Scientific Research and Development,
chose Louis N. Ridenour as Editor-in-Chief to lead and direct the entire
project. An editorial staff was then selected of those best qualified for
this type of task. Finally the authors for the various volumes or chapters
or sections were chosen from among those experts who were intimately
familiar with the various fields, and who were able and willing to write
the summaries of them. This entire staff agreed to remain at work at
MIT for six months or more after the work of the Radiation Laboratory
was complete. These volumes stand as a monument to this group.

These volumes serve as a memorial to the unnamed hundreds and
thousands of other scientists, engineers, and others who actually carried
on the research, development, and engineering work the results of which
are herein described. There were so many involved in this work and they
worked so closely together even though often in widely separated labora-
tories that it is impossible to name or even to know those who contributed
to a particular idea or development. Only certain ones who wrote reports
or articles have even been mentioned. But to all those who contributed
in any way to this great cooperative development enterprise, both in this
country and in England, these volumes are dedicated.

L. A. DuBRIDGE.



Preface

oon after Drs. I. I. Rabi and L. A. DuBridge decided that the tech-

nical knowledge of the Rsdiation Laboratory staff should be pre-
served, it was evident that at least one complete book would be required
on lumped-parameter circuits. The early planning for that book was
done during a series of conferences called by L. J. Hawworth, and attended
by B. Chance and G. E. Valley, Jr.

It was difficult to arrange all the subject matter in a way that would be
easy to read and economical of space. It would have been possible to
describe the various electrical devices in order, but to describe each
instrument completely would have involved an intolerable amount of
repetition concerning basic circuits, such as multivibrators and ampli-
fiers. It would also have required an intolerable amount of cross-
indexing if the work were to be usable by those interested, not in the
particular instruments described, but in the application of their design
principles to completely different problems. It was apparent, too, that
the work should not stress radar.

The material was therefore divided into two parts: the first part to
include the basic principles of circuit design, the second to pertain to the
assembly of basic circuits into functional instruments such as receivers
and data display systems. These decisions were made in the interests of
clarity and brevity. Even so, upon completion of the consequent
outline, it was evident that several volumes would be required. Accord-
ingly new outlines were prepared for each of these and were then revised
separately for each volume by committees composed of the editors and
authors concerned.

The first of these books, Components Handbook, discusses the physical
embodiments of the lumped-parameters themselves: resistors, cables,
motors, vacuum tubes, etc. Next, Vacuum Tube Amplifiers and Wave-
forms discuss the principles of circuit design, respectively, for circuits that
are essentially linear (amplifiers) and for circuits that are essentially
nonlinear (oscillators, electronic switches, and the like). The four
following volumes concern themselves with the design of complex func-
tional devices. They are Electronic. Titme Measurements, Electronic
Instruments, Cathode Ray Tube Displays, and Microwave Recetvers.

The amplifiers discussed in this volume are designed to have extreme
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X PREFACE

values in one of several of the pertinent characteristics: bandwidth,
sensitivity, linearity, constancy of gain over long periods of time, etc.
In most cases the design of such amplifiers, in which the ultimate per-
formance is obtained from available types of components, cannot be
carried out by simple rules of thumb.

The volume therefore begins with a chapter on ‘‘Linear Analysis and
Transient Response” which lays the theoretical basis for the high-fidelity
reproduction of transient signals, such as rectangular pulses. Although
the chapter is rather theoretical, a summary is contained in Sec. 110 of
the precise steps needed to determine the transient response of a given
network. The practical application of these principles is examined in the
next chapter, ‘‘ High-fidelity Pulse Amplifiers,”’ for direct, or ‘‘video,”
pulses. The resemblance of this material to that contained in Chap. 3
is only superficial; ‘ Pulse Amplifiers of Large Dynamic Range” is about
the design of amplifiers intended to deal with pulses of widely varying
magnitude, all other characteristics being secondary. Chapters 4 through
7 deal with the theoretical and practical aspects of several methods of
amplifying, with varying degrees of fidelity, pulse-modulated carrier fre-
quencies as high as 200 Mc/sec. Although the design principles are
examined in these chapters chiefly from the standpoint of relatively high
frequencies, they are perfectly general in their application. That this is
true is exemplified by Chap. 10, ‘“Low-frequency Feedback Amplifiers,”
wherein some of the results of Chap. 4 are applied to filter amplifiers oper-
ating at frequencies as low as 50 cps.

Chapter 8 deals with the examination and adjustment of the amplifiers
previously described, especially when they are employed as intermediate
frequency amplifiers in superheterodyne receivers. Chapter 9 discusses
some of the innumerable ways in which inverse feedback can be empioyed
to stabilize the gain of an amplifier. The well-known principles of
Nyquist, Bode, and others are applied particularly to circuits in which
inductances do not appear, and use is made of this fact to simplify the
analysis; in addition the chapter describes the successively less approxi-
mate phases through which the design of such an amplifier can proceed.
Chapter 11 recounts the experience at the Radiation Laboratory concern-
ing the design of rugged and reliable direct-coupled amplifiers, no par-
ticular emphasis being placed upon extreme sensitivity.

Chapter 12, ‘“ Amplifier Sensitivity,”” examines the subject of noise
in a rigorous and very theoretical manner. The design of amplifiers for
best signal-to-noise ratio is discussed in Chap. 13, ‘‘Minimal-noise Input
Circuits,” and in Chap. 14 the experimental measurement of amplifier
sensitivity is explained.

Appendix A contains an existence theorem on the physical realizability
of filter amplitude characteristics.



PREFACE xi

In addition to the material contained in this volume, information
concerning the application of amplifiers to specific purposes will be found
in other volumes. In particular the use of amplifiers in computers and
servomechanisms is discussed in Electronic Instruments. In Cath-
ode Ray Tube Displays is included a chapter devoted to amplifiers
specifically designed to drive inductive loads (i.e., cathode-ray tube
deflection coils). Microwave Receivers contains a good deal of infor-
mation on the use in microwave receivers of the types of amplifier
described in Chaps. 3 through 7. It also contains a discussion of the
noise problem as it affects superheterodyne receiving systems.

The editors wish to acknowledge the inspiration and guidance of
the Editor-in-Chief, L. N. Ridenour, and of his editorial board. This
book is the product of a large organization, much of the credit for whose
successful operation goes to Charles Newton and his able assistants
Dr. V. Josephson, M. Dolbeare, and M. Phillips. Whatever uniformity
of style and format the book may present is largely due to the Technical
Coordination Group operating under the direction of Drs. L. B. Linford
and A. M. Stone. To the authors, the editors extend their thanks for a
task conscientiously performed and their congratulations upon its com-
pletion. The assistance of Mr. J. H. Irving in furnishing important back-
ground material for Chap. 1 is gratefully acknowledged. It is due to the
generosity of the British Air Commission that Mr. R. Q. T'wiss was able
to work on the several important chapters that bear his name.

The preparation of the illustrations for the volume was ably supervised
by Martha Murrell. The timely assistance of Margot Cheney and Beka
Hepner resulted in the volume’s being prepared within the allotted time.
It was the task of Doris Williams to type over the most illegible of the
original manuscript.

Tre EpITORS.

CAMBRIDGE, Mass.,
July, 1948.
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CHAPTER 1
LINEAR-CIRCUIT ANALYSIS AND TRANSIENT RESPONSE

By RicEARD Q. T'wiss

1-1. Introduction.—The purpose of this chapter is to provide a sys-
tematic procedure for finding the response of & linear network to an
applied signal under arbitrary initial conditions. The mathematical
machinery used in deriving this procedure is based upon the Laplace
transform.!

The Laplace transform analysis is not the only method that has been
used to solve linear network problems; and because some of its present-
day aspects have been influenced by earlier work, a short historical
discussion will be given.

Long before the first statement of Kirchhoff’s laws or the development
of linear-network analysis, Laplace had used transform theory to solve
differential equations while Cauchy had employed the Fourier transform
as the theoretical basis for an operational calculus. However, in the
early treatment of the linear network by Clerk Maxwell, the classic
theory of linear-differential equations was used. This method provides
a solution in the form of the sum of a ‘particular integral”’ and the
‘“‘complementary function,” the latter containing a number of arbitrary
constants that have to be determined, from the initial conditions, by an
auxiliary set of equations.

This treatment can be made entirely rigorous if the scope of applica-
tion is sufficiently restricted, and it is still used in elementary textbooks.
Unfortunately it is cumbersome in application, particularly when there
are a large number of arbitrary constants to be determined. It was
largely the search for a compact and simple solution that led Oliver
Heaviside to develop the attack usually referred to as the Heaviside
operational calculus. Heaviside himself was either ignorant of or
indifferent to the work of his predecessors, and his system was presented
as a set of disconnected and arbitrary rules which did, in fact, solve a
wide range of problems with a minimum of computation but which
totally lacked a valid theoretical basis,

The wide application of linear-differential equations in physics and
engineering, the fact that Heaviside’s calculus (as it stands) is applicable

! For an excellent general reference see M. F. Gardner and J. L. Barnes, Transienis
in Linear Systems, Wiley, New York, 1942,

1
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only to the case where the initial electrostatic and magnetic energy in the
circuit is zero, and the desire to furnish a rigorous mathematical founda-
tion led a whole army of workers, most of whom appeared equally
ignorant of Cauchy’s original work, into this field; it was not until a vast
contribution to the theory of the operational calculus had been made that
it was realized that this calculus is intimately related to the theory of the
Laplace transform and that a proof of all Heaviside’s results can be
provided on the functional transform basis.

This result naturally suggested the question as to whether or not the
direct application of the Laplace transform theory could provide a solu-
tion as simple and compact as that given by the operational calculus, but
wider in application and completely rigorous and systematic in method.
This question has now been answered in the affirmative; hence it can be
expected that the Heaviside calculus will drop into desuetude and will
be replaced by the transform analysis.

At the same time as the operational calculus was being investigated
and extended, other writers were using the Fourier series and Fourier
integral to derive the response of a network to an applied signal from its
steady-state response. This line of approach, at least in its elementary
form, is less powerful than the Heaviside calculus and is also directly
applicable only to the case in which the initial electrostatic and magnetic
energy in the network is zero. When the method is extended to over-
come these disadvantages, it becomes virtually equivalent to the Laplace
transform method. It is shown in Sec. 1'9 that both these methods can
be regarded as special cases of the general transform theory in the complex
plane.

It must be emphasized that in this chapter the mathematical machin-
ery is regarded merely as scaffolding, as much as possible of which is to
be dispensed with as soon as the fundamental form of the general solution
has been found. Accordingly, only the most important results of the
theory are proved, the auxiliary theorems being stated without justifica-
tion, and no attempt is made to discuss those aspects of the Laplace
transform theory which do not bear directly upon the linear-network
problem.

Instead, emphasis is placed upon the methods for setting up the
network equations, illustrated by practical examples. In Sec. 12 a
condensed account is given of the basic properties of linear networks.
In Sec. 1-3 the integro-differential equations for several practical net-
works are derived, the results extended to the general case, and the mesh
and nodal methods of setting up those equations are compared. In
Sec. 1-4, which contains all the fundamental mathematical theory, the
concept of the Laplace transform is introduced, its principal properties
derived, and its ability to transform a set of differential equations into a
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set of algebraie equations is illustrated for the case of the nth-order
equation in a single independent variable. The inverse Laplace trans-
form is then derived and used to complete the solution of the nth-order
equation. The section terminates with a discussion of the convolution
theorem and its application to network analysis. The theory is then
applied to the equations of Sec. 1:3; the general solution is derived; and its
form discussed.

It is at this stage that the concept of the ‘‘transform network” is
introduced. This concept can often be of great help in solving practical
problems; and because its use is not widespread, it is treated very fully.
It might be regarded as a mistake in emphasis to attach such prominence
to what is, in essence, merely a mechanism for shortening a part of the
analysis, but this view can be countered by two powerful arguments.
In the first place the most difficult and least standardized part of network
analysis is the setting up of the transform equations. Once these equa-
tions have been derived, a condensed procedure can be followed that is
always the same whatever the particular problem to be solved. Secondly,
the transform equations can be derived from the transform network
by the conventional methods of the steady-state analysis without
introducing the integro-differential equations at all. Thus the use of
the transform network not only shortens the analysis but greatly sim-
plifies it as well.

The standard procedure for solving network problems is summarized
in Sec. 1-11; and in Sec. 1:12 this procedure is applied to derive the com-
plete solution of two practical examples.

The chapter also contains a section on the Fourier transform theory,
the merits of which are compared with those of the Laplace transform.

1.2. The Basic Properties of Linear Networks.—Most of the concepts
introduced in this section will already be familiar to the reader acquainted
with the conventional steady-state network analysis. Reference can be
made to any of the standard textbooks and in particular to Gardner and
Barnes Transtents in Linear Systems for a detailed discussion.!

The Class of Networks Considered.—The networks considered in this
chapter are composed partly of lumped passive elements (inductors,
capacitors, and resistors) and partly of active elements (voltage and
current generators). These active elements are not physical entities but
mathematical idealizations; in practice active networks will contain not
pure generators but vacuum tubes. However, it is assumed that all the
vacuum tubes treated in this analysis ~an be completely represented by a
three-terminal network consisting of lumped-passive elements together
with voltage and current generators.

1 The whole of the treatment of this section follows along lines similar to those
adopted by M. F. Gardner and J. L. Barnes, op. cit.
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All the elements, both passive and active, are assumed to be linear
(thus ensuring that the superposition principle can be applied) and
invariant with time.

The Network Elements.—The integro-differential equations relating
the voltage across a passive element to the current through it are set out
in Table 1-1.

TABLE 1:1.—PA8SIVE-ELEMENT REPRESENTATION

Element SK:I' - Impedance basis Admittance basis
; ¢
wut) = L 4L0 i@ = iv@+) + 1 [[or as,
Inductor where L is the self inductance | where T is the inverse self in-
of the element, L = r-! ductance of the element,
=L

| : )
| va()) = va0+) + 8 [['ia0) &, io(t) = ¢ 22,
! where S is the elastance of the | where C is the capacitance of the

:II( element, § = C! element, C = S-!

Capacitor

- vr(t) = Rir(t), ig(t) = Gug(t),
where R is the resistance of the | where G is the conductance of the
element, B = G! element, @ = R!

Resistor

Norz 1. The values ir(0+) and vg(0+) are the limiting values of ir(t) and vg(f) respectively as ¢
decreases toward gzero.

Norr 2. The parameters L, 8, R, T, C, @ are descriptive of the element only and are independent
of the time or of the magnitude of the voltage across the element.

It will be shown later in this section that there are two fundamental
methods of deriving the basic equations: One uses the concepts voltage
generator, impedance, and mesh; the other uses the concepts current
generator, admittances, and node; and it is for this reason that in one
column of Table 1:1 the voltage-current relation has been set out on an
impedance basis and in the neighboring column on an admittance basis.

In the special case in which »(t) and () are exponential functions of
the time, V(p) exp pt and I(p) exp pt respectively,




8xc. 12] THE BASIC PROPERTIES OF LINEAR NETWORKS 5

1’253 =Lp, i) = g[ir(O-i-) = 0],

wsl) S ie(t) _ ~
20 =7 2 Cplvc(0+) = 0],
ve(t) _ ir(t) _
() va()

and the ratios Lp, S/p, R, are called p impedances; I'/p, Cp, G, are called
p-admittances. In the particular case where p = jw is purely imaginary
the ratios are simply called impedances and admittances and are the
familiar steady-state concepts.

The main properties of the active elements are set out in Table 1-2.

TABLE 1.2, —ACTIVE-ELEMENT REPRESENTATION

Element Symbol Internal impedance | Internal admittance
Voltage source . Zero Infinite
v (@
Current source Infinite Zero
(@0

Voltage-current Source Transformation.—In the mesh analysis it is
desirable that all the sources be voltage generators, but in the nodal
analysis it is desirable that all the sources be current generators. In
many cases it will be possible to achieve this state of affairs with the aid
of one or the other of the transformations set out in Table 1-3.1

In the steady-state case when v(¢) and i(f) are exponential functions
of the time V(p) exp pt and I(p) exp pt respectively, these transformations
are all special cases of the general transformations of Fig. 1-1 where Z(p)
and Y (p) are p-impedances and p-admittances respectively related by the
equations

Z(p) = 7—(1;)»
V) = Z(p)I(p),

1 For a proof of these transformations see Gardner and Barnes, op. cit. p. 23.



TABLE 1-3.—VOLTAGE-CURRENT EQUIVALENCES

Voltage generator

Current generator

u(t) = Ri(t),
where R = G}
+
v ()
—0
¢
S o) =8 fo i(t) dt,
- {"' where S = C~1 and Q is the initial charge
+ Q on the condenser
v ()
|
| °
|
———um&f—-—o”“>=Lf3%
‘ f where L = I'"! and % is the initial current
| ¢ 0 through the inductor
G- v ()
0

0

1 {t)

? i(t) = Go(t),
where G = R™!

I(t) = d%d(:—%

where C' = S~! and Q is the initial charge
on the condenser

=c

1O+
\

2 i0 = [fowa,

i

where T' = L~! and 7 is the initial current
T r through the inductor

%o
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where V(p) and I(p) are constant-voltage and constant-current p-gen-
erators respectively.

This general transformation can be used when deriving the transform
equations from the transform network, but it cannot be used directly
when setting up the integro-differential equations.

{

Z ) <

+

@ I Yo
V()

F1a. 1-1.—Voltage-current source equivalence.

Mutual Inductance.—Mutual inductance is not an element of a net-
work in the sense discussed above; but, since the presence of magnetic
coupling between the various inductances of the network affects the form
of the network equations, this concept must be introduced.

A full discussion of mutual inductance will be found in all the stand-

ard textbooks on electromagnetism.!

Consider the simple transformer of Fig. 1-2, where the two inductances
across 2-2 is + M diy/dt. Similarly
if L, is open circuited, the voltage
drop in the arrow direction, the sign is positive; if a voltage rise is induced,
the sign is negative.

L, and L. are coupled together by
mutual inductance M. 1

If the inductor L, is open cir- - M

2
) iz

acrossthe terminals 1-1 is + M dis/dt. 1 Y
The ambiguity of sign is resolved as L L 2
follows: If a positive rate-of-change

More generally if a coil L; is coupled by mutual inductances M;; toa
system of coils Lx(j ¢ k, k = 1, + - - , n), then the open-circuit voltage
across the coil L; is

cuited so that 7 = 0, the voltage

N g A ! F1a. 1:-2.—Mutual-inductance coupling.
of 72 induces in Circuit 1 a voltage
!'M. Abraham and R. Becker, Classical Electricity and Magnetism, Blackie,

Glasgow, 1932; Sir James Jeans, Mathematical Theory of Electricity and Magnetism,
4th ed., Cambridge, London, 1923.
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51% is%i s tM;”%"T':
where the signs of the various terms are determined by the rule above.
The Network Structure.—In setting up the basic equations such con-
cepts as node, branch, mesh, etc., will be used, and in comparing the
merits of the mesh and nodal analysis, it is necessary to
enumerate the number of independent node pairs and
meshes. Because different writers have given these terms

Fro. 13— different meanings, it seems desirable to remove the possi-
Universal ele- bility of ambiguity by defining them here. The notation
ment symbol.  yigeq ig gimilar to that of Gardner and Barnes (loc. cit.),
but a few minor changes, intended to bring out the difference between the
steady-state and the transient analysis, have been made.

Such terms as “node” and ‘“mesh” are primarily geometrical and
do not depend upon the detailed nature of the elements making up the
network. Accordingly the symbol of Fig. 1-3 will be used to represent
any of the five basic elements (three passive and two active) whenever
this appears desirable in the interests of clarity.

The various terms descriptive of the network structure will now be
defined.

1. Terminal. The end points of an element are called its terminals.
2. Node. The junction point of two or more terminals is called a node.
The junction point of no more than two terminals is called a simple

M M

¢ - node

4——-8-““"

(@) ®)

F1a. 1-4.—Network geometry I.

node or s-node. The junction point of more than two terminals is
called a complex node or c-node. The network in Fig. 1-4a has
three s-nodes; the network in Fig. 1-4b has three s-nodes and two ¢-
nodes.

3. Branch. The series connection of elements, none of whose internal
nodes is a ¢-node, is called a closed branch if the series connection is
closed in an s-node or c-node and an open branch if the end points
of the branch are both c-nodes. Examples of both closed and
open branches are shown in Fig. 1-5.
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4. Mesh. Any closed path via one or more branches in series forms a
mesh. A closed branch is a special case of a mesh.

5. Separable part. A part of
the network having only
mutual inductive coupling
with the rest of the network
is called a separable part.
Thus the network of Fig. 1-6,
which has four ¢-nodes, two
s-nodes, six open branches,
and one closed branch, hag Closed branch
three separable parts. Open branch

6. Refere,we node. One node F16. 1:6.—Network geometry II.
of each separable part of a network is called the reference node of
that part. The choice of reference node is arbitrary.

7. Independent node pair. The combination of the reference node
with any other node of the same separable part is called an inde-
pendent node pair.

T ]
I

It is clear from the above definitions that if N is the total number of
nodes in the network, P the number of separable parts of the network, and
N, the number of independent node-pairs, then

Np=N-—-P.

Another most important result, which can be proved by topological
methods,! is that M, the number of independent meshes, is given by

M =E - N,

where E is the number of elements in the network. A heuristic proof of
this result is given in Sec. 1-3.

It remains only to discuss the reason for dividing the nodes into s- and
c-nodes. In theelementary steady-state analysis s-nodes are not regarded
as nodes at all. The condition that no charge accumulate at any point of
the network will be satisfied automatically at an s-node if it is assumed
that the instantaneous current flowing in any element of a branch is equal
to that flowing in any other element of the same branch. The impedance

1 8ee M. F. Gardner and J. L. Barnes, op. cit., for a bibliography of papers on this
subject.

¢-node

c-node

A\
A

F1a. 1-6.—Network with three separable parts.
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or admittance of a branch can then be written down by inspection. This
cannot be done, however, when the integro-differential equations for the
network are being set up.

The point will become clearer after the concept of the transform net-
work has been introduced, when it will appear that an s-node can be
neglected only if the initial potential of the node is zero and if the initial
currents flowing into it from inductors are zero.!

1.3. The Integro-differential Equations of the Linear Network.—It
was pointed out in the introduction that the solution of practical problems
is effected by deriving the trans orm equations from the transform net-
work? so that the integro-differential equations are not formulated
directly. Nevertheless the methods of setting up these integro-differen-
tial equations are discussed in some detail and illustrated with several
examples in this section. This course of action is followed for two reasons.
In the first place the transform network can be employed with confidence
only when the theory underlying it is fully understood, and this theory can
be developed only from the integro-differential equations themselves.
Second, the method of setting up the transform equations from the trans-
form network is very similar in form, though more powerful in scope, to
the methods of setting up the integro-differential equations from the
original network.

The examples given in this section are not necessarily practical net-
works; they have rather been chosen to demonstrate some particular point
of the theory. This is not true, however, of the examples given at the
end of this chapter, which are selected to illustrate the power of the
method in solving practical problems.

Kirchhoff’s Laws and the Mesh-nodal Analysis—Kirchhoff’s laws,
which are the fundamental basis for the whole of network theory, can be
stated as follows:

Law 1. The total voltage drop around any mesh of the circuit is zero.
Law 2. The total instantaneous current flowing into any node of the
network is zero.

The basic equations can be obtained by applying these laws to every
branch and node of the network, but this is usually an excessively clumsy
procedure. A much shorter analysis can be obtained from the so-called
“mesh-nodal analysis” which will now be described.

1t may be emphasized here that Kirchhoff’s laws apply to both linear
and nonlinear circuits, but the mesh-nodal analysis can be applied only to
the former.

11t will beshown that only under these circumstances will an s-node in the original

network transform into an s-node in the transform network.
2 See Sec. 1-7.
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In the mesh method all current sources are replaced by voltage
sources,! and the variables are the M currents flowing in the M inde-
pendent meshes. This system automatically satisfies Kirchhoff’s second
law at every node, because as much current flows into any node as flows
out of it. M independent equations are obtained by applying Kirch-
hoff’s first law to the M independent meshes in turn, thus determining the
system.

In the nodal analysis all voltage sources are replaced by current
sources. If the network has N nodes and P separable parts, the variables
are the N — P voltage differences across the N — P independent node
pairs. N — P independent equations are obtained? by applying Kirch-
hoff’s second law to every node of the network in turn, thus determining
the system.

Before the mesh-nodal analysis is applied to a few typical network
structures, a heuristic proof will be given of the formula stated in Sec. 1-2
relating the number of independent meshes to the number of elements and
nodes in the network.

Let E be the number of elements, P the number of separable parts, and
N the number of nodes. Then there will be E equations relating the
currents flowing in the elements to the potentials across them, and N — P
equations obtained by applying Kirchhoff’s second law to every inde-
pendent node pair in turn. These N — P equations determine N — P of
the currents in terms of the others; hence if the analysis is set up on the
mesh basis, E — (N — P) equations will be needed to determine the
unknowns, and this is therefore the number of independent meshes.

It may be observed that the mesh analysis will require fewer equations
than the nodal if £ < 2(N — P).

The Mesh Analysis and Ezamples.—In general the mesh equations
may be set up in a large number of ways, subject only to the two provisos:

There are E — N + P mesh equations.

Every element of the network is included in at least one mesh.

The actual choice will depend upon which voltage or current is to be
calculated. Usually it is required to find the voltage across a single
element or branch of the network when an arbitrary signal is
applied across some part of the network. If this is the case, it will
be best to set up the mesh analysis in such a way that this element
or branch is contained in only one mesh. In the general theoretical
case, of course, where the solution for every current and voltage in
the network is required, one choice of the independent mesh system
is as good as another.

1 By one of the transformations of Table 1-3.

?Not N equations. If Kirchhoff’s second law is satisfied at all but one of the
nodes of a separable part, it will automatically, be satisfied at the remaining node.
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Two-mesh Network.—As a first example, consider the network of Fig.
1-7. Initially it will be supposed that the condensers have charges @,,
Q1s, Qs, respectively, and that currents p,, p; are flowing in coils L,, Lz in
the directions indicated. It will be assumed that the inductances are
coupled by mutual inductance M and are wound in phase. This network
has one separable part, eight elements, and seven nodes; hence there are
two independent meshes. The mesh system of Fig. 1-7 is the natural one
to take if the voltage across R: is to be determined. Had the voltage
across Si2 been of primary interest it would have been better to have
taken the mesh system of Fig. 1-8.

R, S 1, X L, S
~ —

IS ry i
Qb | —P Q@

+
+ o' 190 1z

~ R.
e ST= § ?

F1a. 1:7.—Two-mesh network. F1a. 1-:8.—Alternative two-mesh network.

If Kirchhoff’s first law is applied to the first mesh of Fig. 11 and the
results given in Table 1-1 are utilized, one gets

iz

d’Ln

e() = Rity + @81 + Sy f 1 dr + Lx d“ + Q12512

+ 812 fo (2, — o) dr;

applying the law to the second mesh gives

dz
0= —Q1:S812 — Sia / (G — i) dr + Lo ;;

¢
dh + Q18: + S, / 12 dr + Rgis.

Collecting similar terms and transposing the equations gives
e(t) — @181 — QueS12 = [R1 + ng—t
t t h
+ (Sl + Su) /; d‘r] 1:1 - []ll- + Sm /(-) d‘r ’iz.
d t
- Qu1eS12 — @8: = — (Md—t- + Sie ﬁ dT) o

. 1
+[R2+La‘%+(52+slz)j:)dr 9.
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Two of the initial conditions (the total voltage drop around the con-
densers in the two meshes) have already been included in the equations;
the two remaining conditions are

11(0) = py, 72(0) = pa.

If the following integro-differential operators are defined,

¢
zll=Rl+(Sl+Sl2)/d7+le£’
0 t

d t
212 = —Ma - Slz f dT,
0 (1)

d t
291 = —Ma iand Slg /; dT,
t
222 = R2 + (S + Si2) /; dr +L’¢%’

and if #:(0) = Q181 + Q1252 is the initial voltage drop around the first
mesh in a clockwise direction and if u:(0) = —Q12S:12 + QeS: is the
initial voltage drop around the second mesh in a clockwise direction, then
the equations can be put in the condensed form

e(t) — us(0) = zuris(t) + 2usia(t), ‘ @)
—u2(0) = 2212,(2) + 2a28s(t),
where
,(0) = ps and 22(0) = pe. 3)

It will be noted that z, = zs;. This is a characteristic of all passive
networks.

In normal network parlance e,(t) is called the driving function, and
7:(¢) and 72(¢) are called the response functions.

The General Mesh Equations for the Passive Network.—The discussion
in the first example was made as general as possible so that the develop-
ment of the general case would not be too abstract when the condensed
notation, defined below, is employed.

Let L;;, R;;, S;; be the total self-inductance, resistance, and elastance,
respectively, in mesh j.

Let L, Rz, S;ix be the total self- and mutual inductance, resistance,
and elastance, respectively, common to meshes j and k.

Let ¢;(t) be the driving voltage in mesh j.

Let u;(0) be the total initial voltage drop around the elastances in
mesh j, in a clockwise direction.

Let 7;(t) be the current flowing in the jth mesh in a clockwise direction.



14 LINEAR-CIRCUIT ANALYSIS AND TRANSIENT RESPONSE |[Skc. 13

Let

d t
zi = Lii 5, + Bij + 8; ﬁ dr.

Let
d t
Zix = —L,'k% - R,‘k - S,'k '/; dr.

Then 2;; is the total impedance in the jth mesh and —zj is the
impedance common to the jth and kth meshes. If Kirchhoff’s first law

224

-

q“

b o = e = e e

(@ ()
F1a. 1-9.—Equivalent circuit for a tube.

is applied to each of the n» independent meshes in turn, the following
system of equations results.

et) — ui(0) = z wi)  G=1, ), )
k=1

where z;, = z;. Of the initial conditions n are already included in the
equations. The remaining n are given by the initial values of ¢;(t)
G=1,---,n).

It will be seen that Eqgs. (2) are a special case of Eqs. (4) whenn = 2
and ey(t) = 0.

The General Mesh Equations for the Active Network.—In this chapter
attention will be confined to the case where the three-terminal vacuum-
tube network of Fig. 1-9a can be replaced by the equivalent network of
Fig. 1-9b.

To demonstrate the modification produced in the network equations
when vacuum tubes are present, let it be supposed that the grid-cathode
circuit impedance operator

|

t
Z,=1L, +R,+S,f°dr

<%

¢
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pertains to the jth circuit and that the anode-cathode path is in the kth
circuit.
Then application of Kirchhoff’s first law to the kth circuit gives

Zrty + ziste + 0 ¢ 0 @i 0+ Zeale = () — ue;
and since ¢, = z,;, this equation can be written
Zaty + Zete + - ¢ 0+ (@ pz)G 0 T zkate = e(l);

thus the general form of the active network equations are the same as
those of the passive network save that it is no longer possible to assume

Zik = Zj.

The Nodal Analysts and Examples.—The nodal analysis is less widely
used than the mesh analysis. However, in many cases, particularly for

:"13 =

+ +
i Cﬁjiox n 1,, Glg ng FzEt CHF_Q,
P,
2

F1a. 1:10.—Two-node network.

active networks, it is much more convenient, as the succeeding examples
show.

Two-node Network.—Consider the network of Fig. 1-10, where the
condensers C, Cs initially carry charges @, @2 and where initial currents
p1, P12, p2 flow in the inverse inductances Ty, I'y, T2 in the directions
shown in the figure. This network has one separable part, three nodes,
and nine branches; hence in the mesh analysis seven equations would be
needed to determine the system. But th s network has only two inde-
pendent node pairs, whose voltages may be taken as e;(t), es(f), the
grounded node being taken as the reference node. If Kirchhoff’s second
law is applied to these two nodes in succession and if the results given in
Table 1-1 are utilized, one gets

¢t

¢
1(2) =Cld%€1+111/ eldT_Pl+Glel+F12-/;(el"e?)dT+Plty

0

¢ ¢

esdr — p2 + Gaea + I'y2 / (e2 — e1) dr — puz;

d
0=C:a€z+]12/ .

o
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collecting similar terms and transposing the equations one gets
t ¢t
i) +p1— P12 = [01% + G, + (T'1 + T'1a) /; d’r] ey — (I‘m /; dr) es,

t t
p2 + p12 = — (rlz /(; dT) e+ [Pz% + G2 + (T2 + ') /0 dr] es.
If the following integro-differential operators be defined

t ¢
Yy = Cl% + G, + (I'1 4+ T . dr, Yiz = —Tp /0 dr,

¢ ¢
yu = —Type / dr, Y = C’d% + G+ (T2 4 T'yp) f dr,
0 0

and if j1(0) = +p1 — p12 is the initial current in the inductances flowing
into the first node and if j2(0) = +(p2 -+ p12) is the initial current in the
inductances flowing into the second node, then the equations can be put
in the condensed form

() + 51(0) = yues(t) + yasea(t), ] )
+72(0) = yaier(t) + yazes(t),
where

e(0) = Q—‘, e2(0) = Q’

In this case i1(¢) is called the driving function, and e;(t), e(¢) the response
functions.

L, %é L, M _—
o— o o- o

(a) (b)

F16. 1-11.—Transformer equivalent networks.

Mutual Inductance in the Nodal Analysis.—In general where mutual
inductance is present it is better to employ the mesh analysis. In the
case where the d-c levels of the various parts of the network are not of
interest it is possible, however, to replace a transformer by its equivalent
T- or H-network. Thus except for their d-c characteristics the three
networks of Fig. 1-11a, b, c are equivalent. The number of independent
node pairs is not increased by this transformation because, provided the
d-c characteristics are not important, the reference nodes for the various
separable parts can be taken as coincident. Thus, although the number
of separable parts in the nodal analysis is always reduced from P to 1 by
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this transformation, the number of nodesis reduced from NtoN - P + 1,
and hence there are still N — P independent node pairs.

To illustrate the above discussion by a practical example, consider the
network of Fig. 1-12,

Since this network as it stands has two separable parts, seven ele-
ments, and five nodes, there are
no less than four independent .
meshes, and four equations would
be needed to describe the network y %

L, =<8

R,

on the mesh basis. If, however, v 5= L 2 2 R,
the voltage generator is replaced ~ $
by the equivalent current genera- ‘[
tor and the transformer is replaced
by its equivalent O-network, the
network assumes the general form
of Fig. 1-10, which, as has already been shown, can be described on the
nodal basis by only two equations.

Two-node Active Network.—The chief importance of the nodal analysis
lies in the fact that it is especially suitable for application to active net-

F1e. 1-12.—Mutual-inductance-coupled net-
work.

F16. 1:13.—Two-node active network.

e

C
- . . i . ‘2 . _——
-]- J. ; I
. G,, 1
e m1 i r, G, T c, 1 ¢, T C T, } jz 0)
] e -

- ~ge, (0 7

F1a. 1-14.—Equivalent two-node active network.

works in which the vacuum tube acts not merely as a buffer between
successive stages but is embedded in the network. The equations for the
active network of Fig. 1-13 will illustrate this point. This network is the
basic circuit of a negative feedback pair when stray anode-grid capacity
is taken into account.
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The equivalent circuit for this active network is drawn in Fig. 114,
where all voltage generators have been replaced by current generators.
It is assumed that all the initial currents in the coils and the charges on
the condensers are zero; g is the transconductance of the tube: R, is the
internal resistance of the tube; G, equals G; + (1/R,); and

¢
i(t) = I‘lﬁ v(r) dr.

This network has two independent node pairs. If ground is taken
as the reference node and e;(¢), e2(f) as the potentials of the independent
node pairs, then application of Kirchhoff’s second law to the two inde-
pendent nodes in turn gives

. ¢ ¢ d81 d
=1, vdr =T, exdr + C1—; + Gier + Cr2 5 (61 — €2)
0 0 dt dt
+ GIZ(el - ez),
¢ de,y d
—ge, = T, ]; esdr + C, W + Gre: + C:za (62 - 61) + Glz(ez - 81).

After rearrangement the equations can be put in the form
t d t
Px/; vdr = [(Cl +Cx2)gi+G1 + G+ T ‘/;) dr]e,

—(G12+Clzgi) €2,
0 =g~ 6u-Cel)eq
=\9 12 L e
t
+[(Cz+012)%+G2+Gn+1‘zﬁdr]eg.

It may be seen that these equations are of the same general form as Eq.
(5) save that yy2 # ya1.

Because the network of Fig. 1-14 has no less than 10 branches, it is
obvious that the mesh analysis would prove formidable indeed.

The General Nodal Equations.—When setting up the general nodal
equations for the passive network, it will be assumed that all voltage
sources have been replaced by current sources and all mutual-inductance-
coupled circuits replaced by the equivalent II- or T-networks.! The
following notation will be used.

1 Thus the network has only one reference node, the reference nodes of the various
separable parts being taken as coincident.
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Let

T;, Gj, C; be the inverse inductance, conductance, and capacitance
linking the jth node to the reference node.

T, Gi, Cia: be the inverse inductance, conductance, and capacitance
linking the jth node to the kth node.

t;(2) be the driving current in the jth node.

p; be the initial current flowing into the jth node from the inductances.

ei(t) be the voltage of the jth node with respect to the reference node.

¢t
d
1/:‘=I‘i/ dt + G+ Cipp
0o

¢ d
Yixk = — (Pik ‘/; di + G,’k + C,'g Et—);

Yii = Yi — z Yiks
kei=1
where n is the number of independent node pairs. Then y;; is the
admittance linking the jth node to all other nodes; y; is the admittance
linking the jth node to the kth node. Application of Kirchhoff’s second
law to each independent node pair of the network in succession yields the
system of equations

B0 + i = zy,-kek(t) Ge=1, -, n); ©)
k=1

n of the initial conditions are contained in this system of equations. The
remaining n conditions are given by the initial values of e.(t) (k = 1,

., n).

In the active network the equations assume the same general form as
those of Eq. (6) save that it is no longer possible to assume y;; = yu;.

Comparison of the Mesh and Nodal Analyses.—As developed in this
section, there is a formal symmetry between the mesh-nodal methods of
setting up the integro-differential equations which is summarized in
Table 1-4.

In any particular case the mesh analysis requires more equations if
E > 2(N — P) and fewer equations if E < 2(N — P). The mesh
analysis is usually to be preferred where there are a considerable number
of mutual inductances, and the nodal analysis is usually better when
there are vacuum tubes embedded in the network.

In general, the above comparison of the mesh and nodal analyses is
valid for the steady-state equations of the transform network. It is no
longer possible to choose the shorter solution simply by comparing E
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TABLE 1:4,—COMPARISON OF MESH-NODAL ANALYSES

Comparative basis Mesh analysis Nodal analysis

Passive elements. .. | Resistance, elastance, induct- | Conductance, capacitance, in-
ance; more generally imped- | verse inductance; more gener-

ance ally admittance

Active elements. . . .| Voltage sources Current sources

Connections. . .. ... Elements in series Elements in parallel

Basic law.......... Kirchhofi’s first law: The volt- | Kirchhoff’s second law: The
age drop around a closed mesh | current flowing into any node
is zero is zero

Number of inde-({M = E — N + P, where M is |N, = N — P, where N, is the
pendent equa-| the number of independent | number of independent node
tions. meshes pairs

with 2(N — P), however, because more condensed methods of setting
up the transform equations from the transform network may be available,
giving in the mesh case fewer than E — N + P equations and in the
nodal case fewer than N — P equations.

The Principle of Superposition.—It is one of the most important
results of the theory of linear integro-differential equations that the solu-
tions satisfy the principle of superposition. This principle may be stated
in its simplest form as follows:

Any linear combination of two or more solutions of a set of linear
integro-differential equations is itself a solution.

In network theory the principle takes a form that will now be illus-
trated for the general mesh case.!

Let 2:1(8) (k =1, . . . , n) be a set of solutions of the general mesh
equations
Zik'ik(t) = ei(t) (.7 = l; ) n);
k=1
and let 4;2(¢) (k = 1, . . . , n) be a set of solutions of the general mesh
equations
Zain(t) = €i(?) G=1---,n);
k=1

then 7,1(t) + %2(?) is a solution of the equations
Zpin(t) = es(t) + () G=1,--+,n).
k=1

! The analysis for the nodal case follows exactly the same course.
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This result follows from the fact that
Zadn(t) + Zatrea(t) = Zplina(t) + 2a(t)].

The principle of superposition may be extended by continuity to
state that the response of a network to the convergent sum of an infinite
set of driving functions is equal to the sum of the responses of the net-
work to each driving function taken separately, and it will be so used in
Sec. 1:8 when considering the response of a network to a periodic driving
function.

A particular use of the superposition principle occurs in regarding the
system of driving functions

alt) = fi(t), e =f), -, et)=/Jal®)
as a superposition of n systems, the first consisting of driving function
a() =), e® =0 -, =0
the second of
ea() =0, el =f{), ---, e)=0,

and so forth, thus reducing the general problem of finding the network
response to an arbitrary system of generators to one of finding the
response to a single generator.

The superposition principle is not given much prominence in this
chapter and is introduced here chiefly because it will be needed in the
analysis of the Fourier transform. It may be remarked, however, that
it can be utilized to derive, heuristically at least, an expression for the
transient response from the steady-state response.

1.4, The Theory of the Laplace Transform. Introduction.—In this
section the theory of the Laplace transform is developed as far as is neces-
sary for the solution of the linear-network equations.

There are two main alternative methods for deriving this theory.
One, which employs the principle of superposition to synthesize the
response to component generators, is similar to that often used in heuristir
discussions of the Fourier transform theory, the response to an aperiodic
function being regarded as the limiting case of the response to periodic
functions. Unfortunately a considerable amount of discussion is required
if the full power and rigor of the Laplace transform are to be made
apparent on this basis. The second attack, which is followed exclusively
in this chapter, introduces the Laplace transform as a mathematical
concept with properties that fit it for use in the solution of linear integro-
differential equations. The latter method is much more compact than
the former and has the additional advantage of starting from funda-
mentals and of requiring no special circuit theory. A possible drawback,
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however, is that the abstract and formal nature of the discussion may
obscure both the reasons for the various steps in the development and the
physical interpretation of the results obtained. In order to mitigate this
possibility the purpose of the various theorems will be pointed out when
they are stated. In addition, the theory will be illustrated by applying
it to a particular problem, the various steps of whose solution will be made
as the appropriate stages are reached.

The Laplace transform sets up a one-to-one correspondence between a
function f(¢) defined along the real axis and a function F(p) defined in
the right half of the complex plane. Since it often happens that the
transform of a function is a much simpler function than the original, a
complicated relation involving the original function becomes a simple
relation involving the transform function. In particular, linear integro-
differential equations in a real variable transform into linear algebraic
equations in the complex plane. It is this last property that makes the
Laplace transform such a powerful tool in the solution of integro-differen-
tial equations.

The procedure for solving problems with the aid of the Laplace
transform follows essentially the same course in all cases.! A mathe-
matical process is found that transforms the set of equations in the
original variables into a set of equations in the Laplace transforms of
these variables. These equations are then solved to give explicit rela-
tions for the Laplace transforms of these variables. The solution for the
original variables is then obtained with the aid of the inverse Laplace
transform.

The development given in this section is along lines parallel to the
procedure outlined in the previous paragraph. The Laplace transform
is first defined; the transforms of some typical driving functions are
derived ; and the convergence of the defining integrals is discussed. The
mathematical process for obtaining the transform equations is then
outlined; expressions are obtained for the Laplace transform of the
integral and derivative of & function; and the solution of the transform
equation is obtained in a particular case. The basic theory is completed
with the introduction of the inverse Laplace transform and the derivation
of its relation to the direct Laplace transform. The section terminates
with a proof of the so-called ““convolution theorem” and a short discus-
sion of its application to network theory.

1 The Laplace transform is used to solve not only linear integro-differential equa-
tions in a single independent variable but also linear equations with an arbitrary num-
ber of independent variables, as well as partial differential, integral, and finite difference
equations. The Laplace transform may also be applied to evaluate definite
integrals, to sum series, and to develop the theory of functions both of the real and the
complex variable.
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On the first reading it may be desirable to turn, at this stage, to Sec.
1-10 where a summary of the £-transform theory is given. The reader
untrained in mathematics can utilize this summary as a guide to the
important parts of this section and can ignore the remainder, which is not
essential for the practical application of the methed, although it cannot
be omitted if the underlying theory is to be understood clearly and its
limitations, as developed in this chapter, made apparent.

The Laplace Transform.—As stated in Sec. 1-3 no attempts are made
to provide a theory more general than will be needed in circuit analysis.
Accordingly the class of functions discussed will be restricted to those
normally encountered in practice. These functions, which are all of
exponential type, will now be defined.

DeFiNiTION 1. THE E-runctionNs. Let f(f) be a function of ¢
defined at least for all positive values of {. Then if real positive finite
numbers 4 and % exist such that

lf@O] < Ae*

for all positive ¢, f(¢) is said to be an E-function, or a function of expo-
nential type. If values of ¢ exist such that |f(t)| > Be** where &' < k
and B is any real positive finite number, then & is called the normal
exponent.

The E-functions have a number of interesting properties of which only
one will be stated here.! It will be needed when the Laplace transform
of the integral® of a function is being considered.

TeEOREM 1. Let f(¢) be an E-function; then ﬁf("') dr is also an

E-function of normal exponent k.

It might be thought that by confining attention to the E-functions an
appreciable loss would be suffered in the power and flexibility of the
method. Thus all functions possessing poles on the real axis are barred
from discussion and in particular the Kirchhoff-Dirac 8-function defined
by

() =0, t#0,

f_“ 5(t) dt = 1. @

! 8ee Gustave Doetsch, Theorie und Anwendung der Laplace-transformation, Dover
Publications, New York, 1943, for a discussion of those properties relevant to the
Laplace transform theory. .

2 All the integrals considered here are to be taken in the sense of Lebesgue. The
use of & more general integral such as the Young-Stieltjes integral would have con-
siderable advantages, and there would certainly be a good case for deriving the £-trans-
form theory on this basis in a mathematical monograph, but the resulting analysis is
too lengthy for a book of this kind.
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Fortunately the difficulty can be overcome simply by defining these
functions as the limit of E-functions. Thus 5(¢) can be defined, among
many possible alternatives, by the equations

8(1t) =0:t <0,
5(t) = lim ae:f =0, (7a)

where it is to be understood that the limiting process will be carried out
only at a stage in the analysis such that all subsequent operations are
valid in the present theory.!

The arguments employed to justify the use of an analysis restricted
to the class of E-functions naturally provoke the query as to whether or
not further restrictions are advisable. Would anything be lost if atten-

tion were confined to those functions where the integral f : |f(®)] dt is

convergent? After all, every function realizable in practice is of this
type. It is not possible to obtain infinite voltages and currents or even
infinite rates of change of these quantities, because none of the applied
signals can ever be infinite in duration. Nevertheless this further
restriction will not be made in this chapter, because a considerable
simplification of the mathematics is often achieved by employing mathe-
matically idealized driving functions. If this additional restriction was
imposed, it would not be possible to deal directly with the simple Heavi-
side step function

=0, t<0,

f=1 tz0;

a limiting process, as used for the é-functions, must be employed. This
process gets increasingly clumsy when functions such as

& =t t>0,
or
fity =e, t>0

are discussed. It is true that such functions cannot in practice be
obtained, but when considering the response of a network to a sawtooth
waveform or to the built-up waveform of an oscillator it is much simpler
to regard those processes as continuing indefinitely rather than ending
after an arbitrary time 7. It may be further noted that in the theory
of linear networks, unstable networks or even networks with zero damping
cannot be discussed with the restricted theory.

11t may be noted that nothing would be gained, even if the restriction that all func-
tions be E-functions, were removed. The integral in Eq. (7) is not a Lebesgue integral,
but a Young-Stieltjes integral; such a function could not be introduced into the theory

unless the latter were based throughout on the more general integral, a course of action
already rejected because of its associated complexity of proofs.
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The functions to be dealt with have now been defined The concept
of the Laplace transform may now be introduced.

DerFinNiTION 2. THE Laruack TransForM. The Laplace transform
F(p) of a function f(¢), which is defined “almost everywhere”’ for non-
negative values of ¢, is defined by

F(p) = ﬁ " () dt

for these values of p for which the integral converges.!
F(p) can be written symbolically as

F(p) = £lf(®)],

where £ is called the direct Laplace operator and is equal to /(; Y e at.

In the remainder of this book the Laplace transform, operator, inte-
gral, and so forth, will be written £-transform, £-operator, £-integral,
respectively.

In those regions of the complex plane where the £-integral is not
convergent, F(p) is defined by analytic continuation. As an example
consider the case when f(tf) = 1. The £-integral of f(¢) is convergent
for all R(p) > 0 and is equal to 1/p. But 1/p is a function regular all
over the complex plane except for a simple pole at the origin. Hence
F(p) may be defined as equal to 1/p in the left half of the complex plane,
where the £-integral of f(t) diverges.

It may be emphasized at this point that no restrictions whatever are
placed upon f(¢) for negative values of ¢. Thus the three functions

(@) ft) =0, t<0; f®=1 t20;
(b) J@t) = e*, t<0; f(h=1 tz0;
(c) J@) =T@®), t<0; f)=1, t20;

all have the same £-transform, namely, 1/p. As will appear later, some
advantages are to be gained by assuming that f(t) = 0 for ¢ < 0, but
there is no necessity that this be so.

1 This definition is the most general one possible if the integral, regarded as the
improper integral
lim f “ e2i5(t) dt,
z—0 /2
w—> 00
is defined in some sense.
A function is defined ‘‘almost everywhere”’ if it is defined everywhere save in a
set of ‘‘zero measure.” In most practical cases the words ‘‘almost everywhere’ can

be omitted from the above definition, the term being introduced for reasons connected
with the proof of the theory, not its application.
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The £-transform of a few simple functions common in network theory
will now be derived.

1. f(t) = t*:
F(p) = L e~ ™" dt is convergent for R(p) > 0.

Let pt = 7, then

" p—wtpmgr gy = L0+ 1)
F(p)=j; p~Hrme T dr = T

n!
pn+l

if 7 is an integer.
2. f(t) = e, a complex:

F(p) = / e~ P2t dt is convergent for B(p) > R(a) and = 1/(p — a).
0
From the transform for e it is possible to deduce the £-transform of

208 f8t, sin ft.
Thus

_ eiﬂl + e—iﬁl _ l 1 1 _ p .
S(COSBt)-—-ue‘—T _2(p—’LB+p+1ﬂ)-P2+52’

similarly

_—ﬁ .
p2 + B?

The £-transform of the hyperbolic sine and cosine can be found similarly.
3. f(t) = 8(t): From the transform of e it follows that

£(sin Bt) =

F(p) = lim _*_.
P a—vuop+a

F(p) is commonly taken equal to 1 (that is, the limiting process is carried
out immediately), but this will not be done here until it has been shown
that this course of action is legitimate in network analysis.

A fuller list of £-transforms will be found in Table 1-5 at the end of
this chapter. A number of basic theorems needed later in this section
will now be stated.

TrEOREM 2. If f(f) is an E-function with normal exponent &, then
F(p) is convergent for all R(p) > k, so that F(p) converges over a right
half of the complex plane.

TraeorEM 3. If f(¢) is an E-function with normal exponent k, then
pF (p) is bounded for all R(p) > k and F(p) tends uniformly to zero as
p — . This result is needed to establish the inverse £-transform.
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Taeorem 4. If f(t) is an E-function of normal exponent k, then
F(p) is regular in the half plane R(p) > k and

dF(p) _ Y
B =(=1) [, e=Pnf(t) dt.

The next theorem is concerned with the important questions of the
uniqueness of the Laplace transform.!

THEOREM 5. If fi(t), f2(t) are E-functions with £-transforms F,(p),
F,(p) such that F,(p) = F:(p) wherever the £-integrals of f1(f) and f.(¢)
converge, then f(f) = f2(!) almost everywhere for nonnegative values
of ¢t.

As stated above, the concept of ‘‘equals almost everywhere” is not
one that plays an important part in network theory; and if we neglect this
refinement, the theorem can be loosely stated : ‘“If two functions have the
same £-transform, then they are equal for nonnegative real values of ¢.”

The £-Transform of Integro-differential Eguations.—In the previous
section the £-transform concept has been introduced, and some of its
fundamental properties stated. In this section it is proposed to show
how it can be applied to transform integro-differential equations.

To keep the discussion concrete, attention will be focused on the
linear equation with one dependent variable,

. n—1,; . t
Qn dztgt) =+ @n- ddt:l_(lt) + - +a %(tt—) + ao'i(l) + a, /; ‘L(T) dr

¢ m
+ -+ am (/; dr) i(r) = e(t). (8)

The solution of this equation will illustrate all the fundamental aspects
of the general network solution, and in fact the network equations can
often be reduced to the form of Eq. (8) by a judicious elimination process.

In the particular case of the solution of linear equations with one
independent variable the mathematical process, mentioned above, for
obtaining the transform equations is almost trivial.? It consists merely
in taking the £-transform of both sides of the equation. In order to
effect this, three auxiliary theorems will be needed to give (1) the trans-
form of a sum of functions, (2) the transform of the integral of a function,
and (3) the transform of the derivative of a function. As these theorems
are fundamental to this chapter, the proofs are given in full.

THEOREM 6. AbpDITIVITY. Let fi(2), f2(f) be two E-functions with
normal exponent k¥ and £-transform Fi(p), Fa(p), respectively. Then

! See Gustave Doetsch, op. cit., Chap. 3, p. 7; M. Lerch, Acta Math., 27, 339-351,
(1903).

*In other applications of the £-transform this is far from being the case.
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a1f1(t) + asfs(t) is an E-function with normal exponent k and £-transform
a\F1(p) + asFs(p), where a1 and a, are arbitrary constants.

Proof: The first part of the theorem is trivial. To prove the second
part one has by definition,

® o

Llarfi(t) + aefa(t)] = ﬁ e~ "a:f1(t) + aaf2(t)] dt = a, /0 e~Pfy(t) dt

+ as ﬁ *alt) dt = aF1(p) + asF(p),

as required.
This result may be generalized by induction to give

N N
o [2 a,f,a)] - 2 aF (D). ©)

r=l r=1
THEOREM 7. TRANSFORM OF THE INTEGRAL OF A FuncTioN. If f(¢)
is an E-function with normal exponent %, then j; ' f(7) dr has an £-trans-

form F(p)/p, where F(p) is the £-transform of f(¢).
Proof: By definition,

£ Uo'f(f) df] = lim o’ oot [ﬁ‘f(r) dr] dt;

now since f(¢) is an E-function, /0 ' f(z) dr is differentiable with respect to

¢t for all finite ¢. Hence integrating by parts one gets

.e[ ﬁ ' 1) df] = lim [-‘%‘ L 1) dr]:+ im [ 250 dt

Z— z—w JO D

But, since by Theorem 1 f() has normal exponent k, there exists A such
that

t
](; J(r) dr < Ae¥,
hence for R(p) > k,

e_.pg t z
lim — [—— f f(@) dr] = 0.
z— p (1] 0
Accordingly,

‘ = L l : — pt —-M.
£[/(;f(r)dr]— lim 2 Jo e~?f(t) dt = »

xX—> %

This theorem may be generalized by induction to give
THEOREM 7a. If f(¢) is an E-function of normal exponent k and

£-transform F(p), then the n-fold iterated integral ( j; f dr)(") fG@) (n a
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positive integer) is also an E-function of normal exponent k, £-trans-
formable at least for B(p) > k, such that

£ K fo ' df)“ f(r)l = F-"f—’})v- (10)

TaeoreM 8. If f(¢) is an E-function with £-transform F(p) whose
derivative f(t) is also an E-function with normal exponent %, and if F(p)
is the £-transform of f(¢),

Lf" (1] = pF(p) — f(0).

Proof: Since f’(t) is an E-function with normal exponent k, then, by
Theorem 1, ﬁ) ‘ f(r) dr + f(0) is an E-function with normal exponent k.
But

¢t
6 = /;f’(r) dr + f(0+)

and hence

el =< 70 e+ 00|
=g [/:f’(r) dr] + L£[f(0+)]

o[ [rear] - Y,

and, since £[f(0+)] = f(0+)/p,
LI(0)] = pLlf(t)] — f(0+) = pF(p) — f(0+).

This result may be generalized by induction to give
TrEOREM 8a. If f™(t), the nth derivative of f(t), is an E-function
with normal exponent %, if

lime 4o f(t) = fO+),  lime o f/()) = fO+), - - -,
lim,—, 1o f*1(t) = f@D(O0+),

and if the £-transform of f(¢) is F(p), then

L@ = pF(p) — [p~f(0+) + p*4'(0+) + - - - + pf™2(0+)
+ feP0+)]. @11

It is now possible to obtain the transform of Eq. (8). Taking the £-trans-
form of both sides and using the results of Theorems 6, 7, and 8 give

by Theorem 6.
But, by Theorem 7,
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a..pnI(p) + a”_lp'l—lI(p) I aJ(p) + 0_1;(}))

+ - +a_,,.I(p)
p’l
= E(p) + a[i(0)p"' +0)p2 + - - - +(0)]
+ an_x['l:(O)P"’z + i’(o)pn—l + e + iu—z(o)]

+ 011:(0),
= V(p), (12)

where I(p), E(p) are the L£-transforms of i(f) and e(t), respectively.
V(p) is called the excitation transform function of the network. It con-
tains the driving-function transform and the initial conditions.

It is seen that the use of the Laplace transform has in fact reduced the
original integro-differential equation to an algebraic equation which may
be solved for I(p) to give

I(p) = L V@); (13)

ap t it et St 4O

the denominator of Eq. (13) is called the ‘““characteristic function,” and
the equation obtained by setting the characteristic function equal to zero
is called the ‘‘characteristic equation.”

Equation (13) is of the form

Response transform = system transform X excitation transform (14)

and this is typical of all network solutions.

The system function, which is usually a more complicated expression
than the reciprocal of the characteristic function, is the transform of the
response of the system to the driving function whose transform is unity.
It has been proved earlier in this section that the é-function has, in the limit,
the £-transform unity, and this is one of the reasons for the importance
of the -function in network theory. The conditions under which it is
legitimate to take the £-transform of the d-function equal to unity are
discussed in the next section, where it is shown that this operation is valid
for all but an unimportant set of networks.

To complete the solution of Eq. (8), a means must be found for
deriving ¢(f) from the expression for I(p) given in Eq. (13). There are
two main alternative methods for effecting this. One is based upon the
concept of the inverse £-transform. In the other, which is used by a
number of writers, the transform function is broken down into a sum of
simpler functions each of which may be recognized as one of the trans-
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forms tabulated in Table 1-5 at the end of the chapter or in more complete
tables given in other sources.’

The latter method has the advantage of mathematical simplicity in
that no fresh ideas are introduced and no knowledge of contour integration
is required, but the former will be followed here. For one thing it is
quite easy to find network problems where the elementary method would
fail or prove very cumbersome unless a formidable table of transforms
was compiled. Furthermore, it will be shown that the standard pro-
cedure based upon the inverse Laplace transform is at least as short and
compact as any alternative.

The Inverse L£-transform.—A number of the results needed in this
section have already been stated in the discussion of the direct Laplace
transform. One or two auxiliary theorems are required, however, to
complete the introductory material. The relevance of these auxiliary
theorems may become clearer if the explicit expression for the inverse
L-transform, hereafter called the £~)-transform, is stated, the proof being
deferred until later.

If F(p) is the £-transform of an E-function f(f) with normal exponent
k, then f(t) = £~ [F(p)] is given by?

c+iw

) = hmu_.., / ~ F(p)er dp, t20,
c—jw
where c i8 a real positive number greater than k.

THEOREM 9. If F(p) is the £-transform of an E-function f(¢) with
normal exponent k, then

c+jw
lim,, « / ~ e"F(p) dp
C—Jjw

is uniformly convergent for finite ¢ if ¢ > k. This result follows simply
from the theorem that states that pF(p) is bounded in the right half
of the complex plane.

THEOREM 10. Let F(p) be the £-transform of an E-function f(t) with
normal exponent k. Then

c+jw

9(t) = —hmu-m [ _ F(p)erdp

C—)w

is also an E-function with normal exponent k.

! 8ee M. F. Gardner and J. L. Barnes Transients 4n Linear Systems, Vol. 1, Wiley,
New York, 1942.

% Here and throughout this section f(¢) is taken equal to 3[f(t + 0) + f(¢ — 0)] at
a point of discontinuity.
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This result is proved by showing that e~*g(¢) is bounded for all ¢; and
since ¢ is any number > £, g(t) is an E-function with normal exponent &.

The main result of this section will now be proved. Once it is
obtained, the derivation of the explicit relation for the £~1-transform can
be achieved in a few lines.

THEOREM 11. Let F(p) be the £-transform of an E-function f(t) with
normal exponent k. If

ctje

g@t) = —2% lim g, « ]; F(p)er dp where t > 0, ¢ > k,

—jw
then

F(p) = ﬁ e~?'g(?) dt.
Proof: Let

L4 r ctj=
Gpsr) = fo e~vg(t) dt = L ot dt%j f F(o)er do

_j”

when R(s) > ¢ on setting w equal to its limiting value, a step that is
justified by the convergence of the integral. Now the order of integra~
tion may be interchanged, since, by Theorem 9, the integrals involved
are uniformly convergent. Hence

etj=

Glp,r) = 5“1—] f . Fod /0 om0 g

1 ctjw 1 —_ e“(?-')v
= — F(¢) ————— do

2xj ./;—in (@ p—o

But / %‘f is absolutely convergent along the line R(s) = ¢ by
: e R ) i
Theorem 3; and since R(p) > ¢, this implies that Y Tp=e
c—jw
can be made arbitrarily small by choosing 7 great enough. Accordingly
if G(p) = lim G(p,7),
™ ®

1 cti* P(g)
G) = 2rj /;—j«n P — s o

Let & do be the symbol representing integration in a clockwise direction
around the contour composed of the straight line R(¢) = ¢ and the infinite
half circle in the right half of the complex plane (Fig. 1-15). Let [c ds be

the integral around the half circle alone. Now ¢F () is bounded all over

the half plane R(s) > c; hence / :—E‘_’% is zero for all R(p) > ¢ and
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accordingly

1 (M F@e) , 1 f F(o)
00 =g [ e = 5 by

But F(c) is regular in and on the contour ¢; hence by the theory of
residues,

1 £ F(o) y —
2,.7'95;;—— 4o = F(p).

Hence

P(p) = [) " ) d.

C+joo

R@o)=c

¢c-joo

Fra6. 1:15.—The infinite right-half circle.

THEOREM 12. Let f(¢) be an E-function with normal exponent & and
L£-transform F(p); then

ctjw
217. / e?F(p) dp = f(t) almost everywhere for ¢ > 0,
) Je-j=
=0 fort < 0.
The proof of the first part of this theorem follows from Theorems 5
and 11. By Theorem 11, if
1 ety = "
00 = g5 [ e ap,

—ic

e = /0 " emg(t) at,
for R(p) > k.
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But by definition

F(p) = /; e?f(t) dt
for R(p) > k.
Hence by the uniqueness Theorem 5,

f) =g
almost everywhere for { > 0.
To prove the second part of the theorem it may be remembered that
PpF (p) is bounded for all R(p) > k. Hence if ¢t < 0,

ctje

f  eF(p) dp = P #F(p) dp,
C—JO

where £ has the same meaning as in Theorem 11, by Jordan’s lemma.!

Now e?F(p) is regular (and bounded) for all R(p) > k. Hence by

Cauchy’s theorem

¢ e#F(p) dp = 0
fort < 0.
The second part of Theorem 12 provides the main reason why it is
sometimes desirable to assume f(f) = 0 for ¢ < 0, since in this case

1 ctiw

f® e*'F (p) dp

- 51?.7 c=jw
for almost all ¢.
The £-'-transform is an operator that may be written symbolically
1 ctie d
L= —— e? dp. 15
5 J s P (15)
Returning now to Eq. (8) it may be seen that the explicit expression
for the response function is

i) =

1 pese eV (p) dp

2rj - P + Gpip™ F - - +01P+ao+%+ ce +,‘;;:,
(16)

This integral can most easily be evaluated by the theory of residues?
which will be discussed briefly below.

1 See E. T. Whittaker and G. N. Watson, A4 Course of Modern Analysis, 4th ed.,
Cambridge, London, 1927, p. 115.

2 For a fuller treatment see E. T. Whittaker and G. N. Watson, op. cit., pp. 164~
189.
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The Theory of Residues.—The evaluation of integrals in the complex
plane is often best accomplished by transforming them into integrals
around a closed contour. In the £-transform theory the integrals to be
evaluated are of the form

L [ ppyena
— Pt
e /; —je (p)e™ dp,
and these can be transformed into integrals around a closed contour if the
integral of F(p)e?* around the infinite half circle in either the right or left
half of the complex plane is zero.

A sufficient condition that this is so can be deduced from Jordan’s
lemma which states that

f e*F(p) dp

is zero for all positive ¢ when the path of integration is the infinite left
half circle, provided that F(p) = O(1/p) for all R(p) < 0.1
Two corollaries of this result may be stated:

1. [e?*F (p) dp integrated over the infinite left half circle is zero for all
t > T if e*TF(p) = O(1/p) for all R(p) < 0.

2. [e*F(p) dp integrated over the infinite right half circle is zero for
all t < T if e*”F(p) = O(1/p) for all R(p) > 0. In particular the
integral is zero for all ¢ < 0 if F(p) = O(1/p) for all R(p) > 0.

It has already been noted in the previous section that the £-transform
of an E-function is O(1/p) for R(p) > ¢, and the majority of the £-trans-
forms occurring in network theory are, in fact, O(1/p) for all R(p). The
chief exceptions to this rule are functions of the form e—*7G(p) where

G(p) is O(1/p).
ctje
For the time being let it be assumed that 2%:, F(p)er dp is
c—jw
equal to either

i [ F(p)e™ dp

1
I / F(p)e* dp,

where T'; is the contour formed by the straight line R(p) = ¢ and the
infinite 7ight half circle and T, is the contour formed by the straight line

or

+ F(p) is said to be O(1/p) if pF(p) is bounded for all sufficiently large p.
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R(p) = ¢, the infinite left half circle and the two straight-line segments!
jointing the points p = ¢ + jo and p = *j=.

It is a well-known result of the theory of functions that the integral
of a meromorphic function taken in an anticlockwise direction around a
closed contour containing a number of simple poles is equal to 2xj times
the sum of the residues of these poles.2 The residue of a pole is defined as
follows:

Let H(p) be a function regular and nonzerc in the neighborhood of
the point p = p,. Then the residue of the function H(p)/(p — po)" at
its nth order pole p = p, is

1 [d"‘lH(p)] .

n—1!] dp~!
It follows that if F(p) is a function O(1/p) with poles at p,, p., ps,
., PnOf order 7y, ro, 75, . . . , s Tespectively, so that
H
Fip) = 18, a7)
H (p — po)m
a=1

where H(p) is a function regular all over the finite part of the complex
p-plane, then

1 ct+jo - 1
§EP%F@WM=ZGTTAWHm@Mm4 (18)
=

where
F.(p) = (p — p)"F(p). (19)

All the system transforms of the networks considered in this chapter
are similar in form to Eq. (17); since the common excitation transforms
are of this form also, the response of any network to one of the common
driving functions can be evaluated from the formula of Eq. (18). It is
possible to find excitation functions whose transforms are not of the type
of Eq. (17), but a discussion of such cases is outside the scope of this book
and will not be attempted here.?

To illustrate the above theory the £-!-transforms of several functions

will be derived.

1 {F(p)e* dp over the straight line p = ¢ +j  to p = j = is zero if / F(p)eﬂ dp

converges.
2 The function must be regular upon the contour.
3 8ee Gustave Doetsch, op. cit.
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1
1. F(p) = p+a:

1 ctjio ep[
t) = 7—

1 ert
2 Eﬁnp +a dp,

since F(p) = O(1/p); R(p) < 0.
But e?*/(p + a) has a simple pole at p 4+ @ = 0 with residue e,
Hence f(t) = e~

_ 1 [T+ b)
10=53 ) . G o

_ 1 £ e(p+b)
=% Pr @ T o 9P

since F(p) = O(1/p), R(p) < 0.
But e?(p + b)/(p + a)? has a double pole at p + a = 0, with residue

j—p [(p + b)ePlyea = =% + t(b — @)oo,

Hence f(t) = [1 + (b — a)t]e.
3. F(p =

P .
(p+a)(p+b)(p+c)wherea¢b¢c¢0.

_ 1 [cH” et
fO=55);. 5T D@+ %P

pert

=1
T 2mg 96"' @+ o)+ d@+eo) @,
since F(p) = O(1/p), R(p) < 0.

pept

But _ _
U ey ¥ b)(p F o) has threepoles,atp +a =0,p +b =0,
p + ¢ = 0, with residues

ae—at be—b‘ ce—cl
(@ =b)c — a) =t -0 (c = a) =0
respectively.
Hence
ae be» ce—°

U T ) e Bl T T ) B s | Ry
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4 F(p) = <~
. F(p e
Here
1 ctio _pr )
@) = 5;_/ ' ¢ e ap
J Je—j= p
_ 1 e—P(r—‘) dp
_2—1'] I P

for t < 7, since e”F(p) is O(1/p) for R(p) > 0 and t < 7, and

et dp

1
m=ﬁﬁ .

for t > , since e*F(p) is O(1/p) for R(p) <0 and ¢t > . Now since
¢~?" /p has no poles inside contour I'y,

f@&) =0
fort <.
The pole of e~»—*/p is at p = 0, which lies inside I';, and has residue 1.
Hence

0 =1
fort > .

The integral defining f(¢) does not converge at the point of discontinu-

ity ¢ = r, but following the course of action adopted throughout this
chapter, f(7) is taken as

f(‘l') = f(T _ 0) ';f(‘r + 0)

- L
T2

To conclude this section the conditions under which it is legitimate to
take the transform of the &-function as unity will be considered.

As a basis for discussion consider Eq. (16) where V(p) = a/(p + a).
Then if n 2 0,

ap™
(p + a)(a”pm-{-n + an_lpm-f-n—l « o . aopm + a_lpm——l + o * o + a_ﬂ)
i8 O(1/p) for R(p) < 0.
Hence
i()
_1 95 apme” dp .
2’,]' T (P + a)(a"pm+n + aﬁ—lpm+"—l + -+ ap™ + - 4 a_...)'

(20)
this integrand has poles at
pt+a=0
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and

a”pm-ku + aﬂ_‘pm-i-n—l + ) + aopm + a_lp""’l
+ - Fan=0 (21
Two conditions have to be satisfied if £{3(¢)] is to be taken equal to unity.
1. The residues of the poles of Eq. (21) must be the same whether
£[6()] = 1 or £[3(?)] = limay o e,
2. The residue of the pole at p + @ = 0 must — 0 almost every-
where when @ — «. The first condition is obviously satisfied, because

#41 and m(m > 1) — 0 for all finite p, when a — .
The second condition issatisfied onlyif n > 1, for the residueof p 4+ o« = 0
is
( _a)m-{—le—al
a”(_a)m-i-n + a”_l(_a)nﬂ-n—l + .« o + a_m’

which, as may be seen by inspection, >0 as a— o fort 2 0if n = 2,
—0asa— « fort >0and — 1/(a,) asa— = fort =0if n = 1 and
diverges as a — = if n = 0.

It may be concluded that the £-transform of the &-function may be
taken equal to unity when the function is applied to a system whose
system function is O(1/p).

The Convolution Theorem.—One more theorem will be proved in this
section: the so-called convolution or Faltung theorem. Although this
does not play an essential role in the £-transform theory, it is sometimes
useful in solving practical problems and is certainly valuable when
discussing the general solution of the network.

TaEoREM 13. THE ConvoLuTioN THEOREM. Let f(f) and g(t) be
two E-functions with normal exponents ki, k: and £-transforms F(p),
G(p) respectively. Then if h(t) is a function whose £-transform is

F(p)G(p),
h(t) = L fr)gt — 7)dr (22)

almost everywhere.
Proof: Let ¢ be a number > ky, ks, Then

1 ctjw
k@) = o ﬁ e F(p)G(p)e™ dp

almost everywhere, since if F(p) and G(p) are both £~'-transformable,
F(p)G(p) are so a fortiort.
But

F(p) = f " fye dr;
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hence
1 ctj= o
h(t) = 27]-/0_7,“ G(p) [/; f('r)b’""dr] etrt dt
ct+ji= ©
- 5 f [ ﬁ G(p)f(r)ere— dr] dp.

Since the two integrals are uniformly convergent in the region under
consideration, the order of integration can be changed to give

¢ 1 c+joe
h(t) = ﬁf(f) [?7] /c_jm G(p)ere—™ dp] dr

) 1 e (¢~
— t—r.
+ /‘ ) [2”- /c _,. G dp] dr.
Now by Theorem 12

1 feti® =gt—1) ift=r
—_ (¢—7) y
2xj [c—jn Glpyertrdp _ ift <.

Hence
h@) = ﬁ f(7)g(t — 7)dr,

where h(t) is called the convolution of f(t) and g(t) and is written sym-
bolically

h(t) = J() * 9(2). (23)

This theorem will be applied in the next section to find the solution of
Eq. (8).

Conditions for Stability, Steady-state Response, elc., of Integro-differ-
ential Equations in a Single Variable.—In this section some of the general
features of the solution of Eq. (15) will be discussed. Most of the points
made will be applicable mutatis mutandis to the solutions of the general
network case.

It has been shown above that the solution of Eq. (15) is

o ctjw pmV(p)er .

(24)

and provided that ¢** times the integrand is O(1/p), this may be written

i(t) = 5 2V i(p)e”

27 T T (4™ + @™t + - - - Fal) dp. (25)

It is always possible to factor the polynomial denominator of Eq. (25)
into the form
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H an(p — pO)™,

=1

where
8

rn=m-+n
l=1

Now the residue of the pole at p = p; is, in general, a function of the form

e"z‘B;(t),
where B;(¢) is a polynomial in ¢ of degree r; — 1.
If a,, @u_y, . . . , a_m are all real, then to every root p: = a; + jpi

there corresponds a conjugate root o1 = oy — jB: so that #(¢) is & sum of
terms of the kind

et cos ﬂzthc(l) + e« sin ﬂltBl,(t), (26)

where B (t) and Bi(t) are both polynomials of degree r;, — 1 and, pro-
vided that V(p) is also a rational or regular function of p, () consists
solely of terms of the form of Eq. (26).

If ay > 0, the corresponding term in 7(¢) tends to infinity with &
Hence a necessary and, in fact, sufficient condition that the system be
stable is that all the poles of the system transform lie on or to the left
of the imaginary axis in the complex p-plane. If all the poles lie to the
left of the imaginary axis, the system is called absolutely stable. One of
the most important cases occurs when the driving function is of the form

e(t) = e

Then, if all the initial conditions are zero,

1
YO =

If the system is absolutely stable, the residues of the poles of the system
transform all tend to zero as ¢ tends to infinity and the response tends
in the limit to the residue of the pole at p + jw ~= 0. This residue is
of the form
i) = Y(jw)e™,

where Y (jw) is a rational function of jw independent of the time. This
response is the familiar steady-state response to a sinusoidal generator of
angular frequency w. A further discussion of the steady-state response
is given below in Sec. 1-8.

To conclude the discussion of Eq. (8) consider the application of the
convolution theorem to its solution. Let »(¢) be the excitation function
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of the system,'! and let the system function, that is, the response of the
system to a é~function, be @(t). Then

i) = o(t) * Q(t) = ﬁ Qe — 1) dr = ﬁ QU — () dr. (27)

In practice it is usually simpler to evaluate () directly from Eq. (16)
with the aid of the theory of residues than to use Eq. (27). However,
Eq. (27) is a compact form in which to present the solution and may be
preferable should it be desired to evaluate the response of the system to a
whole series of driving functions.

1-5. The Use of the £-transform in the Solution of Network Problems.
In this section the use of the £-transform is illustrated by applying it to

Plz
X - 1
| G, G2 |
. e, “’5 E e,
() : Clt Ql ta c, :
T |
¥ | . A

F1a. 1-16.—Two-node ogginal network.

solve a special problem. As was the case in deriving the network equa-
tions, the discussion is made more detailed than is necessary in order to
bring out the general aspects of the solution. The extension to the
general case can then be made with a minimum of explanation.

In the course of the treatment the concept of the transform network
will be introduced in such a way as to make its practical value clear.

The network chosen as an example is shown in Fig. 1-16. It repre-
sents a terminated low-pass filter section driven from a pentode source.
The response of this network to a &-function will now be found.

To keep the discussion as general as possible it is assumed that there
is an initial current p flowing in the inductor I';, in the direction shown
in Fig. 1-16, and that the condensers have initial charges Q:, Q:, so that

lime ex(t) = €1(0) = %i,

lim._.o ez(t) = 62(0) = g—::

1 Assuming that this is an E-function, which is not the case if the initial conditions
are not all zero.
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where e,(t), es(t) are the voltages across the two independent node pairs,
the grounded node being taken as reference node.

This network is a special case of the network of Fig. 1-10, and hence
from Eqgs. (5) the equations of state can be written

H(t) — p = yuer(t) + yr2e2(0),
4o = yuei(t) + yaea(t), 28)

where Y11, ¥29, Y12, and ¥2; are operators given by

¢ ¢
yn =G’1+01‘%+Fn/ dr, Yz = —1‘12/ dr,
V] )]

t ¢t (29)
d
Y = —I‘m/ dr, y22=G2+Cza+I‘n/ dr
0 0
If
I(p) is the £-transform of #(t),
E\(p) is the £-transform of e,(t),
E,(p) is the £-transform of es(t),
then taking the £-transform of both sides of the Eqgs. (28) yields
I(p) — £ = (CIP + G, + %) E\(p) — &Ez(l’) — @,
r pr (30)
% = - 7;’mup) + (Czp +G: + 72) Ep — Q.
If
Jie) = 10) — 2+ @,
o (31)
Jz(p) = - + Qﬂ)
p
then Eq. (30) assumes the general form
J1(p) = Yu(@)Er(p) + YuEx(p), } 32)
Ja(p) = Yu(p)Ei(p) + Y2E(p),
where
Yu(p) = Cip + G, %, Yulp) = — 12,
Tu r (33)
Yau(p) = — > Ya(p) = Cop + G2 + —?;3

J1(p), Ja(p) are the excitation transforms for node pairs 1 and 2
respectively. They are equal to the sum of the driving transform across
the node pair, the initial charges on the condensers, and p—! times the
initial inductor currents flowing into the nodes.
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Equations (32), the transform equations, are very similar to the
normal steady-state equations for a network, a fact that enables one to
derive them directly from the so-called transform network, which will
now be introduced. Consider the diagram of Fig. 1:17, where the normal
circuit elements have been replaced by the corresponding p-admittances.
If Kirchhoff’s second law is applied to the two node pairs of the network
on the assumption that the current through an element is equal to the
product of the voltage across it and the p-admittance, one gets the
system of Eqs. (32). But since the transform diagram can be con-
structed directly from the network, the transform equations can be
written down immediately without having first to set up the integro-
differential equations and then to transform them.

I‘u/p
-f—-— —J00 = 'y
1
1 !

i A Gl Gz I
El(”)a < ] :Ez(p)
) 4 L @ |
: 4, ’\D c,» T C,» T J, :

' |
| IR WS SN G I S A— {

Fr16. 1:17.—Two-node transform network.

The simplification of the analysis that results from using the transform
network is often considerable, especially if there are a number of nonzeio
constants of integration. Accordingly a special section is devoted to
deriving the procedure for setting it up in the general case, both for the
mesh and nodal analysis, and to developing in greater detail the inherent
advantages thus gained.

This subject is put aside for the moment, however, in order to return
to Egs. (32). These can be solved explicitly for E\(p), Es(p) to give

Exp) = J1(p)Yas(p) — J2(p)Y12(p)
! Yu(@)Yu(p) — Yu(p)Ya(p)

Ex(p) = Jo(@)Y1u(p) — J1(p)Ya(p)
Yu(@)Ya(p) — Yi2(p)Yar(p)

The connection of the special with the general case is made more
evident if this solution is itself put in more general terms.

Let
A(p) = K,';‘ ?j’ (34)

2
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and let A;(p) be the determinant formed by replacing the jth column of
A(p) by (?) Then if Ajx(p) is the cofactor of y;x in A(p), so that

2

2

Y Aje = A(D)
¥

and
2

2 Ji Ay = Ai(p),
k=1

the solution can be written

8:(p) _ J1(P) Aux(p) + Jo(p) Bra(p)

= J1u(p)Qu(p) + J:(p)Qa(p),
Ex(p) = Aq(p) — Ji(p) An(p) + J2(p) Ass(p)
2P) = K(p) A(p)
= J1(p)Qau(p) + J2(p) Q2(p),
or finally
2
Ep) = 2 J®%P)  G=1,2), (35)
where -
Qi(p) = A'A—"(%)

The elements Q;(p) are system transforms in the sense defined above in
Sec. 1-4; thus it may be seen that the transforms of the response functions
can be expressed as the sum of a number of simple products of excitation
and system transforms.

In the important case when all the initial constants are zero,

_ I(p) Au(P)’
Ea(p) = 1 (pZ(A;)l(p).

To complete the solution it is necessary to obtain the explicit expres-
sions for ei(t), es(t). Now the ;(p) are rational functions of p; hence the
J(p) i(p) terms are of the same form as the response transform of Eq.
(13) and response functions may be found by the same means. Asin the
case of Eq. (8) the direct extraction of the residues is usually the quickest
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and most convenient method of obtaining the solution, and this procedure
is illustrated numerically below. The convolution theorem, however,
can be used to express the response function as a sum of convolutions of
an excitation and a system function. Thus if

win(t) = £ u(p)]

Jx) = 7)),

and

shen
2

e(t) = 2 wik(8) * Ju(t).
k=1

In the general case w;:() is the voltage (current) response of the kth
node (mesh) to a é-function impulse applied across the jth node (mesh).

The poles of Qx(p) occur at the roots of the characteristic equation
of the network, that is, at those values of p for which A(p) = 0. A neces-
sary condition that the network be stable is that all the roots of A(p) lie
in the left half of the complex p-plane.

The solution of the chosen example will now be considered for the case
when i(t) is a &-function. In order to simplify the labor of computation
it is assumed that

Q1=Q2=0, 'p=0, G1=G2=G, Cl=Cz=C.
The fact that the system transforms are all O(1/p) justifies taking
£[6(t)] = 1. Substituting these values for the driving function and
initial conditions in Eq. (35) gives

Cp+G+P—12 cp+6+ 12

Ep) = I‘u 1= 2P12
Cp+G+ Cp+H)\Cp+G+—

If 8CT12/G* > 1 the roots of Cp + G + 2I';y/p = 0 are complex and are
of the form —p, + jp,, where

_@q _ G [8ruC _ 1
=g PrTeNe T
E,(p) has poles at Cp + G = 0 and p = —p: + jp,, and the residues of
e E3(p) at these poles are as follows

@),
Residue at Cp + G = 0 is 3G

. .. e‘l’lle”’al —_ + .
Residue at p = —p, + jp: is Tl 7’120 Jps,

. _ . . e‘?lle“f’t‘ . —-D ._jpg
Residue at p = —p; — jp2 18 —2ip: 20
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But e5(t) is the sum of the residues of Ez(p)e*; hence

1 =& pertginpat |, e cos pat
=_—¢ C — \
et) = 35 ¢ Cps T 2C
where
G SCI‘u

- 1.

_G d =G
=3z AN P2 = o0\ "

1.6. General Solution of the Network Equations. The Nodal Case.--
The procedure in the general case is a simple extension of that already
illustrated for the two-node network of Sec. 1-5; thus a detailed derivation
of the results is not necessary.

It was shown in Sec. 1-3 that the general equation in the nodal case
may be written in the form

n

il(t) + pi = 2 yikek(t) (j = 17 ct,m), (37)
k=1
where

d ]
yf=Ci¢§+Gi+I‘i/0dl,

d t
=¥ix = Cing; + Gix + Tin / dt,
1]
Yii = ¥Yi — z Yiks
kj=1
and p; is taken positive if the initial inductor current is flowing into the

jth node. Here n of the initial conditions are included in Eq. (37), and =
more are given by the initial values of the node voltages

lim;.q e1(t) = e1(0), limy e5(t) = x(0), R
limg_.o e,,(t) = 8,.(0).

Taking the £-transform of both sides of each of Eqgs. (37) gives!

n

Lw) + 2 + 2 Calei(0) — ex(0)] + Cre(0)
kptjm]

n

= 2 Yi(p) Er(p) G=1-.+-,n), (38
k=1

e [C;’k ‘% Ck(t)] = pCiEi(p) — Cier(0), ete.
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where I;(p), Ex(p) are the £-transforms of 7;(f) and e(¢) respectively and

—Yap) = Ca(p) + Gp + % i o ks

Y;=Cp +G;+ %r Yi=Y;— z Y. (38a)
k=1
Let

v = 2 Ci: [€j(0) — ex(0)] + Cje;(0).
ki1

Then v; is the sum of the initial charges in the condensers linking the jth
node with all the other nodes of the network, the charge being reckoned
as positive if the plate of the condenser connected to the jth node is
positive.

Then, if the excitation transforms

o =1+ gy G=1m @)

are introduced, the equations assume the general form

n

Jip) = 2 YEr(p). (40)

k=1

The method of arriving at Eq. (40) directly from the transform network
is an immediate generalization of that given in Sec. 1'5, but a detailed
discussion is deferred until Sec. 1-7 in order to avoid duplication.

The close similarity between Eqs. (40) and (32) permits carrying out
the remaining steps of the solution with a minimum of comment. Equa-
tion (40) may be solved by Cramer’s rule to give

n

N ) Aale) _

where A(p) is the principal determinant of the Y;'s, Au(p) is the cofactor
of Y in A(p), and

ou(p) = 28.
If
LT ()] = Jx(®)
and

wi(t) = £ (p)],
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then the convolution theorem may be invoked to give the solution in the

form
n

e(t) = 2 Jk(t) * wn(t).
k=1

The Mesh Case.—In Sec. 1-3 it was shown that the general equations
in the mesh case may be put in the form

elt) — w(0) = Z i =1, - ,m), (42)
k=1

where u;(0) is the initial voltage drop around the elastances in mesh jin a
clockwise direction and

d ¢ d ¢
—zik=Lika+Rik+Sikj:) dt, zif=Lﬁd—t+Rsi+Sii/;dL
Here n of the initial conditions are included in Eq. (42), and » more are

given by the initial values of the mesh currents:

limeo ia(t) = 4:(0),  Limy.oda(t) = 42(0), - - -,
lim,—o in(f) = 7a(0).

If E;(p), I(p) are the £-transforms of ¢(t), 4 (¢) respectively, then taking
the £-transform of both sides of Eq. (42) gives

Eiw) — 0 + Li0) - z Lii(0) = Z Za(@)14(p).

krij=1 k=1
Let
$(0) = L;;(0) — 2 L;xix(0); (43)
kej=1
#:(0) is, therefore, the total initial flux through mesh j. Then, if
Vi) = Eo) - 42 + 400), ()

the equations assume the simple form

n

Vi) = 2 Zu(o) (o). 45)

kel

From here the solution is carried out exactly as for the nodal case.
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Unfortunately, Ji(p) 2:(p) in Eq. (41) is not always the £-transform
of an E-function, although this is the only case with which the analysis
developed in the previous section is competent to deal; it is, therefore,
impossible to say that a solution always exists. For example, consider
the case where pentodes with infinite internal impedances are connected
by two-terminal interstage-coupling networks composed of a pure
inductance, as in Fig. 1-18. Then if this system is driven by a current
source Z(t) and if the initial currents are zero, the expression for the out-
put transform voltage is

E(p) = I(p)p",

where 7 is the number of stages. This function has no £--transform.
All that can be said is that Eq. (41) is the general solution for the
nodal network if the response transforms are £-'-transformable. In any

é_"" ]

F1a. 1-18.—The n-stage inductance amplifier.

achievable physical network this is, of course, always the case; it is also
the case for most of the idealized networks with which one wishes to deal.

1.7. The Transform Network.—The concept of the transform network
was first introduced in Sec. 1-5. In this section it will be shown how
to set up the general transform network both in the mesh and the nodal
case and how to apply it to derive the transform equations. A discussion
is given of the value of the concept in practical cases.

The General Nodal Case.—The general equations for the nodal case
are given by Eq. (40). These equations can be derived without setting
up the general integro-differential equations, as follows. Replace the
various elements of the network by their appropriate p-admittances.?
Place across the kth independent node pair a constant-current p-generator
J«(p) of magnitude equal to the sum of three quantities:

1. I.(p), the £-transform of ¢;(t), the driving function current gener-
ator in the kth independent node pair.

1 8ee Sec. 1-2 for the definitions of these quantities. It is assumed that all trans-
formers are replaced by their equivalent. II- or T-networks.
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2. pi/p, where p; is the total initial current flowing info the nth node
from the inductors linking the nth node with the other nodes of the
network:

3. v, where v, is the sum of the initial charges on the condensers
linking the kth node with all the other nodes of the network, the
charge being reckoned as positive if the plate of the condenser con-
nected to the kth node is positive.

Thus
Jiu(p) = I(p) + ;Tk + 7

The general nodal equations are now set up by applying Kirchhoff’s
second law to the independent node pairs of the transform network in
turn, remembering that the current flowing into a p-admittance Y(p) is
equal to Y(p) times the voltage across it.

The procedure has been illustrated for a two-node network in Sec. 1-5.

The General Mesh Case.—Equations (45), the transform equations, of
the general mesh case can be obtained in a similar fashion as follows.
Replace the various elements of the network by their appropriate
p-impedances.! The method of taking account of mutual inductance
will be discussed below. Place in the jth mesh a constant voltage
generator V;(p) equal in magnitude to the sum of three quantities:

1. E;i(p), the £-transform of the driving function voltage generator
in the jth mesh.

2. —u;(0)/p, where %;(0) is the initial voltage drop round the capaci-
tors in mesh j, in a clockwise direction.

3. ¢;(0), where ;(0) is the initial flux through the jth mesh, given by
Eq. (46).

Thus
Vo) = Eip) — 2 + 6,0).

The general mesh equations are now set up by applying Kirchhoff’s
first law to each successive mesh of the transform network in turn,
remembering that the voltage across a p-impedance Z(p) is equal to Z(p)
times the current through the impedance.

Mutual inductance terms are allowed for, as in the conventional
steady-state analysis, by assuming that the open-circuit voltage across
coil L; coupled by mutual inductances M ;: to a system of coils Li(k = j,
J=1+"+ -, n)is simply

1 See Sec. 1-2.
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+ pMj,
kptje=1

where the ambiguity of sign is resolved as in Sec. 1-2.
If this procedure is applied to the network of Fig. 1-9, then the trans-
form network will be obtained in the form of Fig. 1-19,

Sy» Lo M Lp S,/p %,

R, ’C:

+ /\ /\ _
Jy(p) A 45(p)
Ore ' = e

S12
»

F16. 1:-19.—Two-mesh transform network.
vhere

Vi(p) = Ei(p) — Q181 — Q12812 + Lips — Mpa, } (46)
Vap) = +Q12812 — Q282 + Lop: — Mpy.

Applying Kirchhoff’s first law to the first and second meshes consecu-
tively gives

Vi(p) = I«(p) (Rl + 5, + Lip + &3) — L(p) (Mp + S_I:z ,

Vap) = =Ii(p) (Mp 4 Sm) 4 I,(p) \ R: + o e S“ + sz)-

(47)
These equations may be compared with the ongmal Eq. (2) and it is
easily verified that Eqs. (47) are, indeed, the transforms of Eqs. (2).

Advantages of the Transform Network.—The value of the transform
network is chiefly evident when the initial electrostatic and magnetic
energy in the circuit is nonzero, this being the case in which use of the
original Heaviside calculus was most cumbersome. It is also the case
where the possibility of getting a sign wrong or of miswriting a term is
most serious. The transform network not only is valuable as a reliable
short cut to writing down the transform equations but also can be used
to derive these equations in a simpler form.

In the first place it i8 now possible to use Thévenin’s theorem in the
general form given in Fig. 1:1, and this may decrease the number of
equations required.
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Second, consider the transform network of Fig. 1:20. The transfer
voltage of this network can be written down by inspection to give

_ Ja(p) .
Va(p) = Yi(p) + Yap) + Yi(p)YAp)Z1o(p)’

and if Y,, Y,, Z,, are complicated networks, this may represent a con-
siderable saving in labor.

Examples of this kind could be 2,00 °
multiplied indefinitely, but enough }
has now been written to demon- :
strate the statement tl?at the Y, Y, V0
£-transform method, using the

Jy(p [
concept of the transform network,

|
is as simple and compact as the ‘},
Heaviside calculus but is more
rigorous and also more powerful
because of the ease with which it can be applied to the case of nonzero
initial conditions.

1.8. The Steady-state Response of the General Linear Network.—Up
to now attention has been focused solely on the response of a network to
a nonperiodic driving function. There has been nothing in the analysis
making it inapplicable to the periodic case, but the necessity of knowing
the initial conditions prevents direct use of the £-transform theory.
There are two ways out of this difficulty, both of which will be discussed
in this section. In the second and more valuable method a modified
L£-transform, the so-called §-transform, is employed. In the former, the
periodic driving function is expressed as a series of sinusoidal driving
functions. Because the response to a sinusoidal driving function can be
written down from the transform network, the response function can be
represented in the form of a series that may converge rapidly enough to
justify the neglect of all but a few terms.

The first step in outlining the application of this method is to con-
sider the response of the network to a signal Iei«t applied at time ¢ = 0.

Now the £-transform of Ieit is

F1a. 1-20.—Transform II-network.

I .
p — jw’

thus, if the signal is applied across the jth node! (mesh), the transform
response across the kth node (mesh) is

! From the superposition principle of Sec. 1:3 there is no loss of generality involved
in confining attention to the case where the driving function is applied across a single
node (mesh).
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n

? _I. 7o Cu(p) + 21 Qu(p) Vi(p),

-
where Q(p) are system functions of the type discussed in See. 1:6 and
Vi(p) are excitation functions due to the initial conditions and are all
of the form a; + (bi/p).

Let us assume that Qi.(p)Vi(p) are O(1/p) and that all the poles of
Q(p) Vi(p) lie to the left of the imaginary axis! in the complex p-plane.
Then the residues of all these poles decay exponentially with time, and
after a sufficiently long time their sum is vanishingly small. The residue
of the pole at p — jw = 0, however, is I¢“*Q;.(jw), which is oscillatory for
real values of w.

It is clear from the above that after a sufficiently long time the
response of the network differs by an arbitrarily small amount from

Exp) =

e(t) = Ie“Qp(jw). (48)
More loosely, Eq. (48) is the response across the kth node (mesh) to a
signal Iei* applied at time { = — « across the jth node (mesh). It is, of

course, the familiar steady-state response and could have been obtained
directly from the transform network by assuming p to have the special
value jo.

The steady-state response to an arbitrary periodic waveform can be
obtained from the above with the aid of the principle of superposition as
follows:

If f(t) is a periodic function of ¢ with period 7', that is,

fe+ 1) =50

for all ¢, then f(t) may be expressed as a Fourier series of the form

J@O) = ianezﬂ’l‘,

where (49)

2xjnt
an = "' Tj(t)e T dt,

provided that f(f) satisfies smtable conditions? which are always satisfied
for practical driving functions.

! Both these assumptions are essential if the network is to have a steady-state
response at all, at least in the sense employed here.

2 Sufficient conditions, general enough for the present purpose, were given by
Dirichlet. These are that

L ft + T) = f().

2. f(t) defined and bounded in the range —7'/2 to T/2.

8. f(¢) has only a finite number of maxima and minima in the range —7/2 to T/2.

4. f(¢) has only & finite number of discontinuities in the range —7/2 to T/2.
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If w = 2x/T then Eq. (49) may be written as

INgt

JO = ) ane,
where
T
1fz
= T _Zf(t)e b dt.
2
But the response of the system to a signal a,e** applied at time { = —
is, by Eq. (48),
anei ™t Ry (Jnw) ;

hence, by the principle of superposition, the output response to the
periodic driving function f;(¢) is

. T
alt) = 2 e"""‘Q,-,‘(jm)%,- /_2! fi(t)e=inot dt. (50)
2

N — o

It may happen that only a few of the terms of this series are significant,
but often the series must be summed in closed form if the expression for
the response function is to be useful.

There is another method of tackling the steady-state analysis, based
upon a generalized form of the £-transform theory. This will now be
discussed and illustrated by a practical problem.

Let f(t) be a periodic function with period T. The ‘steady-state
Laplace transform” of f(¢) which, following Waidelich,! will be called the
S-transform and written symbolically

SO = Fu(p), (51)
is defined by the equation
T
Slf(] = Fu(p) = ‘/; e ?f(¢) dt. (52)
The “inverse $-transform,” or ‘‘§~'-transform,” is given by
= o -1 e*F.(p)
J() = §7F.(p)] = e fw T —gr 9P (63)

For the inverse transform, the path of integration W in the complex
plane is the closed contour of Fig. 1:21 composed of W, W, and two

1D, L. Waidelich ‘“The Steady-state Operational Calculus,” Proc. I.R.E., 34, 38—
83, February 1946. The treatment given in this section is based directly upon this
paper, and reference should be made to it for more complete references and for an out-
line of the proof of the results quoted.
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rectangular lines parallel to the real] axis joining the ends of W, and W.,.

[n the limit in which these end points tend to infinity, the integral of

F.(p)erT/(1 — e~?T) over those short rectilinear arcs is zero. The path

W3, to be used later, is the same as W. except that the direction is

reversed. All the poles of F.(p)/(1 — ¢?) must lie to the left of W,

except for the points p = (jn2r)/T, where n is an integer, which must

lie between W, and W, If F.(p)

L has any poles on the imaginary axis

@+ jor—=f———q8tin or in the right half of the complex

plane, W3 must be indented to ensure

that these poles lie to the left of Ws.

The method of applying the §-

W, transform theory to the steady-state

1 solution of linear integro-differential

equationsfollowsessentially the same

course as in the £-transform theory.

One takes the $-transform of both

sides of the equations, thus trans-

forming them into a set of algebraic

equations that can be solved for the

$-transform by the conventional

process. The $-transform is then

Fig. 1-21.—The S-transform contour.  Used to derive the final expression

for the steady-state response.

To carry out this procedure three theorems similar to Theorems 6, 7,
and 8 of Sec. 1:4 will be needed.

THEOREM 6b. Abpprrvity. If F,(p) = $[f(1)] and G.(p) = 8lg(?)]

then

25w

wzl Jjo

-jw

-2jw

)

—a-jo——f B-j

Sl(®) + 9] = Fu(p) + G.(p). (54)

THEOREM 7b. $-TRANSFORM OF AN INTEGRAL OF A Function. Let
J(t) be an E-function of period 7 and $-transform F,(p); if

t
9(t) = ¢9(0) + ﬁf(t) dt,
then

1 —e?7 F,
slo®] = L= 50 + T2, (55)

14 P
THEOREM 8b. $-TRANSFORM OF THE DERIVATIVE oF A FuNcriON.
If f/(¢) is an E-function with period 7' and if f(¢) has $-transform F.(p),

then
Sl (1] = pF«(p) — (1 — e *7)f(0). (56)
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The above theorems can be generalized by induction as were Theorems
6, 7, and 8.

At first sight it may be perplexing to see the occurrence of values of
f(¢) at time zero. In a steady-state analysis one would not expect such
terms to be present. The difficulty is more
apparent than real, however, in that these
terms do not, in general, contribute anything
to the inverse §-transform. i (¢ r cx

The above theory is best illustrated by

a practical example, which is taken directly e
from Waidelich.? 16. 1-22.—Two-node network.

Al

Let a square wave current #(t), where

ity = A, 0<t<§:
i) = -4, T<t<T,

be applied to the network of Fig. 1-22. Then the voltage e(f) across
the network is given implicitly by

i = Cde(t)

+G(t)+1‘ﬁ:e(t)dt—-p,

where p is the current flowing in the coil at time ¢ = 0.
Taking the g-transform of both sides of the equation, and using the
results of Theorems 6b, 7b, and 8b give

I.(p) = (CP +G+ -I’;) E.(p) — [Ce(O) + %] (1 ~ e»7),

where ¢(0) is the voltage across the circuit at time ¢ = 0 and I,(p), E.(p)
are the §-transforms of i(t), e(t) respectively. Hence

L(p) + [Ce(O) + ;-”] (1 — e»7)

Cp+G+—
3
and
» pL(p)e™
© = D = g [, 5 G + CpI(T = em) %P
1 p + pCe(0)

= | 2T pCed)
+2’"J wID + Gp + Cp? dp.
1 I'bid,
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The second integral has no poles inside the contour W ; hence by Cauchy’s
theorem it is zero. Accordingly the initial conditions vanish from the
steady-state solution, and we get simply

0= 2 [ 2
27 Jw (T + Gp + Cp®)(1 — r")
But
T/2 T
I(p) = . Ae?dl — /1'/2 Aer dt

2T 2T _»T _»T
=%(l"9 N-pe T-e ’)=%(1—-e 7)e,
Hence
»T
Al - e 2)2gmt
o = 2x) ,[ (r+Gp + Cp»(1 — e-::r) (57)

Equation (57) is an integral taken around a closed contour and is deter-
mined by the sum of the residues of the poles lying within. If this direct
method of evaluating the integral is chosen, however, the response func-
tion will be expressed simply as a Fourier series and the whole point of
introducing the §-transform would vanish.
Alternatively one can proceed as follows.!

Since the integrals over the rectangular arcs joining the end points of

W, and W, are zero in the limit when these end points tend to infinity,

L[ E@ey, L[ E@er
e(t) = 5= /Wx 1 _e—prdp Gl I w——— dp
Now
1 [ Ee 4 1 ,,( - )
2rj /w, 1 — e *T dp = 2xj /W‘E.(p)e 14 T 4 =27 4 . dp
1

1
= 2-71 /W’ E.(p)e?‘ dp _+_ 5;7_ [WI E.(p)e’(‘—?) dp + .« 0. +’ (58)

where W, is the same path of integration as that of the £-!-transform; the
integrals of Eq. (58), therefore, may be evaluated in the same way as those
of Sec. 1-4. 1In particular we have

f E.(p)er*dp = 0
W)
fort < 0. Hence fort < T,

1 E,(p)e*

, 1
e(t) = 57 Jw, E.(p)e** dp — e W'mdi’-

1 This method of solution can be followed in all cases and is not peculiar to the
problem at hand.
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In the particular case with which we are dealing,

T
_ Al —e¢ 2)?
B0 = s rop

and, for ¢ < T/2,

.._1._. E’()eptd __1_/ .—Ae_ﬂ__d.
255 Jur, PP T 5 |y T E Gp F Cpt P

thus, for 0 <¢ < T/2,

e(t) = /‘ Aertdp 1 / Ae(1 — ¢ T2
2 Jw. T Gp + Cp 2 5, T+ Gp + CpY0 — &) P
(59)
Since

T
A and Al — e’p“z)z
I+ Gp + Cp? [T +G(p) + Cp?] (1 — e77)

are both O(1/p), the two integrals of Eq. (59) can both be trans-
formed into contour integrals consisting of the infinite left-hand circle and
the straight lines W, and W3, respectively. The only poles of these func-
tions that lie inside these contours occur at the zeros of I' 4+ Gp + Gp?;
evaluating the residues at these poles gives

T
sin nt +e 2 sinn( —-%)

4
e(t) = —e™ T
" 142 2 cos (nT) + e 7

for ¢ < T'/2, where

if G2 < 4I'C;
et) = 24 (a as ﬁ) eb‘_b_@ - o
l+e 2 14e 2

for t < T/2 and where a = m + jn, B = m — jn, if G* > 4IC.

1.9. The Fourier Transform Method.—Before the Fourier transform
or §-transform can be compared with the £-transform as a tool in solving
network problems, it is necessary to give a brief outline of the essentials of
the theory. In the introduction (Sec. 1-1) it was stated that there are
two alternative methods of deriving the transform theory; one based
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upon the steady-state analysis and the superposition principle and the
other, which was followed in the body of this chapter, formal and abstract.
The former method will be utilized here, partly to illustrate the principle
and partly because the simplicity of the discussion provides one of the
chief arguments for the F-transform.

In Sec. 1-8, where the steady-state analysis was discussed, it was
shown that a periodic function with period 7 could be expressed as a
Fourier series:

O

where

2rint
d,

I
=g [0
2

provided that f(¢) satisfies certain conditions.

Now an aperiodic function can be regarded as the limiting case of a
periodic function whose period T is allowed to extend to infinity. For-
mally, then, the extension to nonperiodic functions is made by allowing
T to tend to infinity, in such a way that

2mn . 2r\ _
w = '—T— and Tl_‘.:‘:o (T) = dw.

If the sum is replaced by an integral, one gets in the limit

10 = 5 f_l Fljw)e da,

where

PGy = [ s a. (60)

F(jw) is the simple double-sided! Fourier transform of f(¢), and is in fact
usually just referred to as the Fourier transform of f(¢).

The basic Fourier integral theorem of Eq. (60) is not, of course,
proved by an argument of the above kind, which, as presented here, has
only dubious validity. But the foregoing discussion is valuable in that

1 Double-sided because the limits of integration of the defining integral of F(jw) go
from — © to «. In the single-sided definition used in the L-transform case, the
integration limits go from 0 to w. If f(t) = 0 for ¢ <0, it is, of course, immaterial
whether the single- or double-sided transform be used.
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it traces the direct connection with the steady-state analysis, which will
now be used to give the transient response of the general linear network.!
In Sec. 1-8it was shown that if the network was dissipative, the output
response after a sufficiently long time to a driving function E(jw)e* is of
the form
E(jw)e Qu(jw),

where Q;;(jw) is the appropriate system function.
Let it now be assumed that a driving function f(f) be applied to the
network, where f(t) is defined for all real values of ¢, positive and negative,

and is such that /_: |f(®)| dt converges. Now by the Fourier integral

theorem f(f) may be regarded as a continuous sum of sinusoidal generators,
each of which is applied to the network at time { = — ». To find the
response of the network to this system the superposition principle is
invoked, in a more powerful form than we have proved it valid in Sec. 1-3,
to state that the network response may be regarded as the sum (cr integral
in this case) of the response to the individual component generators.
Now for ¢t > 0 the response of the network to a sinusoidal generator ap-
plied at time ¢ = — « is simply the steady-state response. Accordingly,
if

BGo) = [ joema, (61)

the transient résponse of the network may be written

i) = 5 / E(ju) R ju)ei do; (62)

this integral can be evaluated by the theory of residues as given in Sec.
1-4, provided that the integral of the integrand of Eq. (62) taken around
either the upper or lower infinite half circle is zero.

The most attractive point about this solution is its extreme simplicity.
The integro-differential equations of the network have not been intro-
duced at all, and there has been no need to discuss the condition of the
system at time ¢ = 0. Nevertheless a considerable price has been paid.
The function f(¢) must now be defined for all real values of ¢, not only for
positive ones. This might not appear a serious hardship, as it is usual to
take f(¢) = 0 for ¢ < 0 in the £-transform theory, but unfortunately it
means that the initial conditions are fixed by the form of f(f) and can no
longer be chosen arbitrarily. Another disadvantage is that the restric-

18ee E. C. Titchmarsh, Introduction to the Theory of Fourier Integrals, Oxford,
New York, 1937, for a full theoretical treatment of this theory. It isshown there that

/_n 1£(t)| dt must be convergent if the relationship is to hold.
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tions on the form of f({) are much more severe, at least in the simple
theory, because it is now necessary that f_: |f(¢)| dt converge, thus exclud-

ing a whole range of useful functions from discussion.

The second disadvantage can, however, be overcome at the cost of
increased complexity. Thus the range of driving functions can be con-
siderably extended if instead of a function

e(t) = 0, 1 <0,
et) =ft), t>0,

one considered the function

e(t) =0, t<o,
e(t) = f(t)e=, t>0.

Then, even if f(t) = O(t*), / |f(H)e~| dt converges for all¢ > 0. The

response to the modified function can be found; and then after the inte-
grations have been performed, ¢ can be allowed to tend to zero.

A more powerful attack, which will, in fact, do everything that can be
done by the £-transform theory, can be based upon the ‘‘generalized
Fourier transform” defined by

F(ju) = fo wf(l)e"‘*"“’" dt, (63a)

where

10 = 5 / Fljo)ee* do, ¢ >0, (63b)

provided that j; ® |f(t)|e~* dt converges.

This transformation! can be applied to the integro-differential equa-
tions exactly as was the £-transform, and the solution follows along
virtually identical lines. Initial conditions can now, of course, be chosen
arbitrarily. The generalized Fourier transform method has, however,
no advantage over the Laplace transform method.

The above discussion brings out the fact, emphasized in Sec. 1:1, that
although the simple Fourier transform can be used to handle a restricted
class of network transient problems, the £-transform provides a compact
analysis of greater power and scope.

This last statement must not, however, be interpreted as implying any
essential mathematical difference between the two, for, on the contrary,
they are closely interconnected. Thus formally, at least, the £-transform

1 See ¢bid., where this method is actually applied to solve a set of integro-differential
equations.
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can be obtained from the generalized F-transform by a shift of origin and a
rotation of axes through =/2.

It is necessary to make this point because in some treatments the
Fourier and the Laplace transforms are compared as if they were distinet
mathematical tools. This attitude is inadmissible. As the previous
discussion was intended to show, the difference between the two trans-
forms lies in their scope and in their historical background, not in their
mathematical nature.

1.10. Summary of the Use of £-transform Theory in Network Prob-
lems.—In order to place the theory upon a sound footing and at the same
time display the fundamental properties of the Laplace transform in a
clear light, care was taken to develop the mathematical analysis of Sec.
1-4 on a rigorous basis.

Many readers, however, will be interested in the Laplace transform
only as a tool in the solution of practical network problems and be willing
to take the validity of the theory for granted. Accordingly, this section
has been written as a guide to the location of the more important results,
which are scattered throughout the chapter, so that the reader may use
the Laplace transform method with the minimum of theory.

The problem is that of finding the output response v«(¢) of a linear net-
work to a driving function 7;(f) applied at time ¢t = 0, when the initial
charges on the condenser and the initial currents through the inductors
are given.

The first step is to find the Laplace transform

Ii(p) = £li;(1)] = _L e *a(t) di (64)

of 1;({). This may be done either by direct integration as in Eq. (64) or
by reference to Table 1-5 if ¢;(¢) is one of the standard forms there tabulated.

The next step is to set up the transform network. In the case when
all the initial conditions are zero, this can be done simply by replacing
all the inductors, capacitors, and resistors by their p-impedances or
p-admittances! and the driving function #;(¢) by its Laplace transform I;(p).
When the initial conditions are not all zero, the driving transform func-
tions have to be suitably modified, as is discussed for the general mesh
(nodal) case in Sec. 1-7. Applications to particular networks are in Sec.
1-5 above and in Sec. 1-11 below. The transform output response is
found by the conventional steady-state analysis and will be of the form of
Eq. (41).

It now remains only to evaluate vi(f). As shown in Sec. 1-4, v:(t) is
given in terms of V,(p) by the explicit relation

1 See Sec. 1.2 for a definition of these quantities.
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1 ‘et+7 ,

v(t) = 35 )i Vi(p)er dp, (65)
where c is a real positive number such that all the poles of V(p) lie to the
left of ¢ in the complex p-plane.

Integrals of the form of Eq. (65) were evaluated in Sec. 1-4 with the
aid of the theory of residues, and a general expression was obtained for
vi(2) when Vi(p) was the product of an algebraic and a regular function.
All the response transform functions considered in this chapter are
of this type, and the principal results are restated here for convenience.

Two alternative cases exist:

1. pVi(p)er is bounded for all R(p) > ¢. 1In this case v() = 0.
2. pVi(p) is bounded for all sufficiently large p in the half plane
R(p) < c. In this case v(t) = Z residues of the poles of Vi(p)er.

If Vi(p) is the product of an algebraic and a regular function, it can
be expressed in the form

H(p) ,
(p — pa)™

8=1

Vilp) =

where H(p) is bounded and regular for all finite p.
The poles of Vi(p) occur at p = p(1 = 1, - - - , n), and the residue
of Vi(p)e? at p = p, is

1 gt

= Didp— [Vie(D) e p=p., (66)
where
Vie(p) = V(@)@ — Po)™; (67)
thus
I\ =
nlt) = z Ty e VD), (68)

gm=1

The above procedure has been discussed in greater detail but along
essentially the same lines in the main body of the text. In Sec. 1-11it is
applied to two practical examples.

1.11. Examples of Use of L£-transform Theory to Solve Practical
Network Problems. Response of an n-stage RC-coupled Pulse Amplifier
to a Unit-step Function.—The first problem to be considered is the voltage
response developed across the anode of the last tube of the amplifier
chain of Fig. 1-23, when the input voltage e(t) is a step function of unit
height. It will be assumed that all the stages are identical. Let 7,(t) be
the plate current of the rth tube, with £-transform I.(p), and let e,(t) be
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the voltage developed across the anode lead of the rth tube, with £-trans-
form E,(p). Then the transform network assumes the form of Fig. 1-24.
If the tubes are pentodes, the output plate conductance can be neglected
in comparison with 1/R, and

I(p) = gnE:(p) (r=0,-"",20—1);

1,0 1,0 i3 ial®
® I
Llew L1e® ‘1@ | | e
o % ¥

F16. 1-23.—The n-stage RC-coupled pulse amT.vliﬁer.
( Q1 ) 2 D)
% 2 P ‘:r L) b 1 l

L) Lyp) Lp
b3 < <
[ {6 G 6 {*[%

Fi6. 1-24.—The n-stage RC-coupled pulse amplifier transform.

AAA

in addition one has the n equations

E’,(p)=II'A---(r=1---n).
R+CP

By a simple process of elimination one gets

_ (gnR)"E(p)
Eu(P) = (1 ¥ CRP)".
Now, since
et) = 0, t <0,
1, t>0,

one can write

L 1
E(p) = ~7dp = -;
® ﬁ TP

thus e.(t), the response function that equals £-'[E.(p)], is given by

_ L [ _(gaR)me
“0 = 245 /,_,-. (L + CEp» P

Normalizing by putting ¢ = t/RC and en(f) = ea(t)/(gmR)", one gets

1 ctiw ert
o(t) = 5= —— dp.
(8 2xj ,[c-,-.. T+ P
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Now pE.(p) is bounded for all' » and all sufficiently large p; hence, by the
results of Sec. 14,

pt
T+ p) + "

But e?/p(1 + p)" has a pole of order unity at p = 0 with residue unity
and a pole of order n at p + 1 = 0 with residue

1 dn—1 (em)
(=D dp™"\P /pmet
Accordingly,

1 dn-l pt

eu(t) =1 + ( 1)‘dpn_ (e_)

n—1 dr1dm1!
- E(n - 1)‘( r )[dp pdpm! em]p_x
r=1

n—1
n— (—1)'7‘! n—r—1,pt
RO
. tn—r—l
L-e z(n—r—l)’

e.(t) is plotted as a function of ¢ in Fig. 1-25 for values of » from 1 to 10.

en(t) = E residues of poles of ————

’ A7 J’/, F e o
08 // /,/// / /// //
A AT
06 /,/,// //'////
% NAAAAA AL
R iTAVAVAVAVAA"A%4'%
17777
T2
’C////{///
OOW/G 8 10 12 14 16

Time (¢ /RO
F1a. 1-25.—Response to a step function current of the n-stage RC-coupled pulse amplifier
of Fig. 1-23.
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Response of Four-terminal Network to a Unit-step Function.—To con-
clude this chapter, the £-transform theory will be applied to find the out-
put response e,(f) of the four-terminal network of Fig. 1-26 to a unit-step
constant-current driving function i(t). This circuit! has a very good rate

L=07
L ILA
- T-C,=1
e,
1,(0)
0.22

Fi1a. 1:26.—Four-terminal linear-phase coupling network.

of rise and extremely small overshoot. To evaluate the response
numerically, the following normalized values for the circuit constants are
taken:
C = 05, C1 = 022, Cz
L1 = 0.2, L2 = 0.7, R

1)
L.

I

I,(p), the transform-drive function, is 1/p. The transform network is as
shown in Fig. 1-27, and will be analyzed on the nodal basis. The circuit

node 1 f%{é%’\ node 3
Cr 1/R 1
T node 2 X1l
I,(n) E
Cp ‘L 1/Lp
- —_—

Fi1a. 1-27.—Transform of the network of Fig. 1-26.

has three independent node pairs as marked in Fig. 1:27, and, from the
general transform Eq. (40) in the nodal case,

Li(p) = YuE\«(p) + Y1Ex(p) + YisEs(p),
0 = YuEi(p) + YauE'(p) + YauEs(p),
0 = Ys1.E1(p) + YauEa(p) + YiaFs(p),

where the Y; are given by Eqgs. (38a). If A(p) is the determinant of the
array Y.(p) and Ais(p) the cofactor of Y13 in A(p), then the equation can
be solved to give

1 R. L. Dietzold, Bell Telephone Laboratories, personal communication.
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Bip) = LB 2ue)

In the present case this may be expanded to give

1 1 1
- C1p+§+m

R
_1 0
Ea(P)=%Cp+_l—+iLP _R} —
R "Lp Lp
-3  Cwtgtr; O
b0 el

= Iz_; (RL\C\p? + L,p + R){RL2L,CC\Cyp® + L?L\C:(C, + C2)p*

+ RL{LCC; + L,C,Cy + I,CCilp® + L[LCy, 4+ L\(C + C, + C,)]p?
+ RL(C + Co)p + L}

Substituting the numerical values of the circuit elements,

Ei(p) =
2.8571p? + 12.987p + 64.9351 )
p(p® + 6.5454p* 4+ 27.0130p® + 67.7922p2 + 97.4026p + 64.9351)

Now pEs(p) is bounded for all sufficiently large p, so that
es(t) = E residues of poles of Es(p)e?.

To find the poles p, of Es(p), besides the simple pole at p = 0, it is neces-
sary to solve for the roots of the 5th-degree polynomial in the denominator.
By Newton’s method of approximation, one of the roots, p, for example, is
found to be —1.892. Dividing the polynomial through by p + 1.892, we
obtain the 4th-degree polynomial

p* + 4.6534p? + 18.2088p? + 33.3412p + 34.3210,

the roots of which can be found by the standard formulas for quartic
equations. Then the poles of Es(p) lie at the points

p=0,
P = —1.892,
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p: = —1.420 + 1.277,  p. = —0.907 + 2.931j,
ps = —1.420 — 1.277j,  ps = —0.907 — 2.931j.

All these poles are of order unity, so that the residues

b, = e*Ex(p-)(p — pr)

can be found by substitution. This procedure is simplified by noting that
since p;, ps and p,, ps are pairs of complex conjugates, b,, bs and by, by must

12

10 A

08}

© 04 08 12_ 16 20 24
t/[RC#%C,)]

Fi1e. 1-28.—Response to step-function current of four-terminal linear-phase network.

also be pairs of complex conjugates. The following values are obtained
for the b’s:

bo = 1,

by = —1.500¢ 1802

bs = +(0.1716 + 0.9698j)e~(1-420+1.277%,
bs = (0.1716 — 0.9698j)e—(1-420+1.2710e.

be = (0.083 — 0.0445)e—(0-907+2.981)¢
bs = (0.083 + 0.044;5)e—(0-907+3.931z,

5
thus, since e;3(t) = 2 b,,

r=0

es(t) = 1 — 1.509¢1%9%  ¢=0-907(().1666 cos 2.931¢ + 0.0885 sin 2.931¢)
'+ €71-4204(0.3432 cos 1.277¢ — 1.9396 sin 1.2771).

This function is plotted against ¢ in Fig. 1-28.
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TABLE 1:6.—Li1sT OF LAPLACE TRANSFORM PaIRrs

No. 10 F(p)
1 1 1
P
2 F li «
® ainuo Ppt+e
1
3 et 7 —a
. B
4 sin Bt p——’ ¥ g
_P

5 cos Bt P+ B

6 sinh 8t p,ﬂ;'—ﬂ,

7 cosh gt P ’_’_ Bt

1

8 ¢ 17

9 ™ p: 1 (n a positive integer)

10 tre—at o F a)"“ (n a positive integer)

11 |f@®) =0,t<1 e’
=1t>1 P

12 |fO) =1,t<1 1—¢
=0,t>1 P

13 |fi) =¢t<1 1 -1+ pler
=0,t>1 p?

14 |/ =0,t<1 e? e’
=4t>1 p P

15 |f(®) =t t <1 1—-¢>
=1¢>1 p?

16 |f@) =t <1 o
=2-11<¢<2 (_1__’,:;2_
=0,t>2

17 [f@) =1—-¢4¢t<1 1 _(1-—ev?)
=0,t>1 P p?




CHAPTER 2
HIGH-FIDELITY PULSE AMPLIFIERS

By RoBerT M. WALKER AND HENRY WALLMAN

2-1. Introduction.'—Pulse amplifiers are employed in various branches
of physical investigation, in radar and television receivers, and in certain
new types of communication equipment (pulse-time modulation, fac-
simile, etc.).

The subject of the next two chapters is the amplification of direct
pulses, the amplification of pulses of a carrier frequency being considered

100 Overshoot
osf T
014
0 1000 u sec g_l L 14 sec
Rise-time
(@)
—_
sag
[\ 1000usec O 1000 y
®

F1a. 2-1.—Reproduction of a rectangular pulse. (a) Reproduction of the leading edge
of a rectangular pulse. Note the rise time and the overshoot. If the amplifier is linear
and the pulse duration is large compared with the rise time, the reproduction of the trailing
edge is the negative of the leading edge. (b) Reproduction of the flat top of a rectangular
pulse. Note the sag. If the amplifier is linear, the amplitude of the undershoot following
the pulse is equal to the sag.
in Chaps. 4 through 7. This chapter is concerned with pulse amplifiers
of high fidelity; Chap. 3 describes pulse amplifiers of lower fidelity but
much greater dynamic range.

Emphasis on the Time Domain.—The emphasis in this chapter is
mainly on the time response of amplifiers, that is, upon the shape of the
output waveform as a function of time for appropriate pulse input. This
approach is chosen beeause it is really only the time response that is of any

1 Sections 2-1, 2-2, and 2.3 are by Henry Wallman; the remainder of the chapter is
by Rohert M. Walker.

1
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interest to the user of pulse amplifiers; the familiar amplitude- and phase
frequency curves are merely means to the end of good pulse response, and
should be regarded as matters of subordinate interest.

Reproduction of Rectangular Pulses.—There are many types of pulses—
rectangular, delta-function, sawtooth, rounded, etc.—in common use,
and in a linear amplifier the response to any one of them completely
determines the response to any other. In this discussion the rectangular
pulse is used as the standard input signal. A rectangular pulse is the sum
of a positive step function and a delayed negative step function; hence
its reproduction by a linear amplifier is the sum of the response to a posi-
tive step function and a delayed negative step function.

The reproduction of a step function can be divided into two distinct
parts, namely, the reproduction of the leading and trailing edges and the
reproducticn of the flat top (Fig. 2-1). These two aspects will be
considered in order. :

2-2. Leading Edge of Pulse; Rise Time and Overshoot.—The most
important characteristics of the reproduction of the leading edge of a

rectangular pulse or step function
are the rise time, usually measured
s

from 10 to 90 per cent,! and the
“overshoot”’ (see Fig. 2-1a).
r‘ " A third characteristic is some-
times also of importance, namely
Input output the time duration over which the
vottage | z:z whage amplitude of the overshoot oscilla-
TG [T tions is appreciable. The problem
. L, ;R' is to minimize these three param-
eters: rise time, overshoot, and
overshoot-oscillation duration.
RC-coupling.—The basic pulse-
.= ) amplifier stage is shown in Fig. 2-2.
F1a. 2-2.—Basic pentode amplifier. A tetrode or pentode is usually used
if the gain is at all high, since triodes would have very high input
capacity because of the Miller effect.
When the reproduction of the leading edge is of interest, the circuit
may be simplified as shown in Fig. 2-3.
The capacity C is the total interstage shunt capacity and is made up of
the sum of the output capacity of the first tube, the input capacity of the
following tube, and stray wiring capacities.

1 Other definitions of rise time are occasionally used, such as the intercept of the
tangent drawn through the 50 per cent point of the step-function response. For
some applications it is desirable to measure rise time between the 5 and 95 per cent
points or the 1 and 99 per cent points.
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A voltage step function applied to the grid of the tube results in a
current step function applied to the parallel RC-combination. It is
the resulting voltage developed across the RC-combination that is the
desired amplifier response. If the
load resistor R is small compared
with the plate resistance of thetube ¢
(this is always the case for high-
speed pentode stages), the stage
gain (= voltage amplification) is o

Gain = gaR, 1)

where g,, is the transconductance of
the tube. The step-function response is an exponential curve, free from
overshoot, as shown in Curve 1 of Fig. 1-25. Its rise time is given by

Fia. 2-3.—S8implified circuit of pulse-amplifier
stage employing RC-coupling.

Rise time = 2.2RC. (2)
Dividing Eq. (1) by Eq. (2) yields

Gain _ gm
Rise time = 2.2C @

The right side of Eq. (3) is a figure of merit for the amplifier tube.
The gain/rise time ratio has a value of about 200/ usec for type 6 AKS5 tubes
if it is assumed that gm = 5000 umhos and C = 11.5 uuf. Therefore with
an RC-coupling between two type 6AKS5 tubes, a gain of 10 with a rise
time of g% usec or a gain of 2 with a rise time of
Tiv usec., etc., can be obtained.

For laboratory purposes or whenever reduced
R tube life can be accepted, the figure of merit for type

1 6AKS tubes can be increased to about 280/usec by
¢ reducing the bias and thereby increasing g,..

L Shunt Peaking.—The question arises as to what

can be done to improve the gain/rise time ratio by

use of circuits other than the RC-circuit. The next

Fie. 2.4.—Shuny. Simplest circuit is the so-called shunt-peaked circuit

peaked circuit. shown in Fig. 2-4, for which the significant param-

eter is the ratio m = L/R*C.

A family of step-function responses is shown in Fig. 2:5. There is no
overshoot for m < 0.25. The performance of this circuit for various
values of m is shown in Table 2:1. For m = 0.41, for example, Fig. 2:5
shows that a gain/rise time ratio between type 6AK5 tubes of 1.7 X 200
= 340/usec can be attained, accompanied, however, by an overshoot of 2.5
per cent.
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TABLE 2-1,—PERFORMANCE OF SHUNT-PEAKED CIRCUIT

m Relative speed Overshoot,
(referred to RC-circuit) %

0 1.0 0
0.250 1.4 0
0.414 1.7 3.1
0.500 1.9 6.7
0.600 2.1 11.4

Figure 2-5 demonstrates that the rise time can be reduced at the
expense of increased overshoot. The proper compromise between speed
and overshoot depends on various external factors. It is common to
regard overshoots of 40 or 50 per cent as acceptable in servoamplifiers,
whereas in television amplifiers perhaps 5 to 10 per cent is all that should
be tolerated, and in certain measuring apparatus only about 1 per cent.

1.2
10 /
L >~ m=0.60
08 [>—050
i 041
\_
| N 025
S 06 0
SR /
04
0.2
0

0 1 2 3 4 6 7 8 9 10

/RC
Fia. 2-5.—Response of shunt-peaked circuit to a step function of current.

Within the restriction of two-terminal coupling networks little
improvement can be attained over shunt-peaking. However, there is
one other two-terminal network (Fig. 2-6) that is worthy of mention.
The steady-state performance of this network! gives it its name. Its
step-function response (Fig. 2:7) has only 1 per cent overshoot.

Although the increase in performance of the circuit of Fig. 2-6 over
that of the m = 0.41 shunt-peaked circuit is not very great, the extra
complication is not great either; it is usually possible with a little ingenu-
ity in layout to realize the capacity across the peaking coil as a stray
capacity, so that no additional parts are required.

18. Doba, Bell Telephone Laboratories, private communication.
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Four-terminal Coupling Networks.—To get substantial improvement

over the performance figures given in
four-terminal networks, that is, to
make use of the partition of the
interstage capacity between an in-
put and an output capacity. A good
example of such a circuit is the four-
terminal linear-phase circuit shown
in Fig. 1-26. The step-function re-
sponse of this circuit, shown in Fig.
1-28, exhibits an advantage in
gain/rise time ratio of 2.48 as com-

R

022C T 0.35 R?c

F1a. 2:6.—Two-terminal linear-phase
network.

Table 2-1 it is necessary to go to
12

1.0

/

0.2

00 05 10 15 20 25 30 35
t/RC
Fi6. 2-7.—Response of two-terminal
linear-phase network to a step function
of current. Gain/rise time advantage
over the RC-circuit is 1.77; overshoot is
1 per cent.

pared with the RC circuit, and this ratio is accompanied by an overshoot

of only 1 per cent.

The great speed and small overshoot of this circuit make it very

attractive. However, as with all
four-terminal networks, a certain defi-
nite capacity ratio is assumed, in this
case 3. By the reciprocity theorem

it is possible to reverse the network,.

thereby accommodating a 2/1 capac-
ity ratio; but for capacity ratios differ-
ing from either 4 or 2, other circuit
configurations must be employed. No
such consideration is involved in the
use of two-terminal networks, and the
need to employ a different configura-
tion for a different capacity ratio may

375R
4 1'1'hs
1.15R2C
L R L
T~ c Cza-\
2
055C 02R2%C

F16. 2-8.—Four-terminal network de-
signed for 1/1 capacity ratio.

be regarded as the price of the increased performance of four-terminal

networks.

A four-terminal network designed for 1/1 capacity ratio! is shown in

LE. A. Schramm, Bell Telephone Laboratories, private communication from R. L.
Dietzold. The curves of Fig. 2:9 are due to A. J. Grossman of the Bell Telephone

Laboratories.
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Fig. 2:8, and its step-function response is shown in Curve a of Fig. 2-9.
Curve a of Fig. 2-9 shows an advantage of 2.1 in gain/rise time ratio as

12

10 ///->k_. é
/

T

08

(b (a), (c),

s /
2 06

04

11/

4

0 05 1.0 15 20 25 30 a5 40
t/(RC+O)]

Fi1a. 2-:9.—Response to current step function of network shown in Fig. 2-8. (a) C: = C;
®) C2 = C/2; (c) C: = 2C.

0

compared with the RC-circuit and has 2 per cent overshoot. Curves (b)
and (c) of Fig. 2'9 show the effect of designing the circuit for 1/1 capacity
ratio when the actual capacity ratio is 2/1 or 1/2, respectively.

2R The somewhat simpler circuit shown

AN in Fig. 2-10, called the series-shunt

peaked circuit, was widely used at the

' Ru Uz Cu Radiation Laboratory. Its step-func-

RC tion response is shown in Fig. 2-1la.

N 2 Curve a of Fig. 2:11 shows an advan-
TG C tage of 2.06 in gain/rise time ratio
R compared with the RC-circuit and has

3 per cent overshoot. Curve b of Fig.

- —  2-11 shows the effect of a left-hand
F1a. 2:10,—8eries shunt-peaked cirouit. capacit v that is o nly half the right-ha.n d
capacity. For many applications the step-function responses of Curves
b of Figs. 2:9 and 2:11 are entirely satisfactory. Although the circuits of
Figs. 2-8 and 2-10 give substantially poorer performance than the circuit
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shown in Fig. 1:26, the latter circuit is less tolerant with regard to capacity

ratio. .
Composition of Rise Times.—It is of interest to know how the rise

times of the individual stages combine in multistage amplifiers. A very

10 ==
09 A
/S
i I AL
o177
R o5 / /
I Y/
/4

0

0 05 10 15 20 25 30 35 40 45 50
t/[RC+0)]

F1a. 2-11.—Response to current step function of series shunt-peaked circuit shown in
Fig. 2:10. (a) C1 =C; (b) C1 = C/2.

good answer can be given to this question when the individual stages are
free from overshoot. The result is as follows:

RuiLe 1.! For an amplifier made up of n stages, each of which is
free from overshoot, rise times add in the root-square, that is,

r=VATAT T, @
where 7 is the over-all rise time and 7y, 72, . . . , 7, are the rise times of the

individual stages.
For the special case in which7y = 72 = - - - = 7,, Eq. (4) reduces to
T=7T ‘\/ﬁ. (5)

Equation (5) shows, for example, that if a nine-stage amplifier made
up of identical stages free from overshoot is to have an over-all rise time
of vy usec, each stage must have a rise time of ¥ usec.

1 Rule 1 represents not the result of observation of many special cases but has a
solid mathematical basis; it is in fact a translation into the language of transient
response of the ‘“central limit theorem”’ of probability, stated by Laplace in 1812.

Rules 2, 3, and 4 given below are essentially the results of observation of special
cuses.

All the rules given here, Rules 1 through 6, are safely applied only to minimum
phase-shift networks.
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Equation (4) is actually a statement of a trend in the limit, as n
increases indefinitely, and for any finite value of n is only approximate.
However, the approximation is very good, usually within 10 per cent, even
for values of n as small as 2. This fact is illustrated in the following
listing, taken from Fig. 1-25, of rise times of identical cascaded RC-coupled
stages (Table 2-2).

TaBLE 2-2.—RisE TiMES OF CAsCADED RC-COUPLED STAGES

n 1 21345 ]|6]|7)8 9 10

Relative rise time (in units of 2.2
RC).....ocvvvven 1.0/1.5{1.9|12.2/2.5(2.8/3.0/3.3(3.45|3.6

For stages having nonzero overshoot, there is no clean-cut rule cor-
responding to Rule 1. However the following rough statements can be
made:

Rurk 2. For stages having very small overshoot (1 or 2 per cent)
the overshoot grows extremely slowly or not at all as the number of
stages increases, and Eq. (4) still holds.

RuLe 3. For stages having overshoots of about 5 to 10 per cent,
the overshoot increases approximately as the square root of the number of
stages, and the rise time increases substantially less rapidly than as
the root-square.

Rule 3 can be illustrated by two tables. The first, Table 2-3, taken
from Fig. 7-5, describes cascaded transitionally coupled double-tuned
stages.

TaABLE 2:3.—RiSE TiME oF CaAscaDED TrANsITIONALLY CoUPLED DOUBIE-TUNED

STAGES
No. of stages Overshoot, % Relative rise time
1 4.30 1.00
2 6.25 1.32
4 8.40 1.69
6 10.00 1.95

The second table, derived from Figs. 2-13 and 2-14, describes cascaded
two-terminal networks of maximum gain-bandwidth product (Table 2:4).
These two tables illustrate the general principle that amplifier speed,
especially in multistage amplifiers, can be substantially increased if over-
shoot requirements are relaxed; not only can the rise time per stage be
reduced, but the over-all rise time is not very much larger than the rise
time of one stage.
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TasrE 2-4.—Ri1sE TiME oF CascADED Two-TERMINAL Ci1RculTs OF MAXIMUM GAIN-
BANDWIDTH ProODUCT

No. of stages Overshoot, % Relative rise time
1 9.4 1.00
3 15.2 1.45

A large number of examples of step-function responses of multistage
amplifiers is given in two very valuable published papers.?

Rise Time Required tn Measuring Apparatus.—When pulses are known
to have a certain rise time, Eq. (4) can be used to determine how fast the
response of the measuring apparatus should be in order to cause negligible
slowing of the pulses being measured. Equation (4) shows that if the
response of the measuring apparatus is twice as fast as the input pulse, the
output pulse rise time is increased by only 11 per cent; if the measuring
apparatus is three times as fast as the input pulse, the output pulse
rise time is lengthened by only 5 per cent. Thus it can be said that for
most purposes an amplifier two to five times faster than the pulses being
measured can be regarded as infinitely fast.

Equivalent Rise Time of a Cathode-ray-tube Spot.—A cathode-ray tube
does not have infinitely sharp focus; because of the coarseness of its spot,
an intensity-modulated cathode-ray tube must be regarded as an example
of a pulse-measuring instrument of nonnegligible rise time. The equiva-
lent rise time is easily computed. If the spot is assumed to have radial
symmetry with an approximately Gaussian-error-curve intensity dis-
tribution, the spot may be regarded as the reproduction of a delta-func-
tion impulse by an equivalent Gaussian-error-curve filter. The rise time
of the step-function response turns out to be about equal to the time
required for the electron beam to move a distance equal to the spot
diameter at the writing speed in use (the spot diameter is measured
between the 50 per cent points on its intensity-distribution curve). The
equivalent rise time is thus given by

Spot diameter

Sweep length X time per sweep length.

In a radar presentation employing a 10-mile sweep on a plan-position
indicator (PPI), the time per sweep length is about 100 pusec and the
ratio of spot diameter to sweep length is about 1/200. (The constants
pertaining to a 5-in. tube employing a P7 persistent screen might be as
follows: spot diameter = 0.3 mm; sweep length = 60 mm, both con-

tH. E. Kallmann, R. E. Spencer, and C. P. Singer, ‘ Transient Response,” Proc.

I.R.E., 33, 169-195 (1945); A. V. Bedford and G. L. Fredendall, ‘“ Transient Response
of Multistage Video-frequency Amplifiers,” Proc. I.R.E., 27, 277-284 11939)
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stants being proportionately larger for a 12-in tube.) Hence the equiva-
lent rise time of the cathode-ray tubeis 0.5 usec. The preceding paragraph
indicates that there is little point in this case in providing the pulse
amplifier with an over-all rise time less than about 0.2 psec.

Relations between Steady-state and Transient Responses.—So far in this
chapter nothing has been said about the amplitude-frequency or phase-
frequency characteristics of pulse-amplifier stages, on the grounds that
they are of no direct interest to the user of pulse amplifiers. For two
practical reasons, however, it is now desirable to discuss these matters.

The reasons are those of inadequacy of instrumentation, namely, the
inadequacy at the present time of equipment for (1) experimentally
measuring the pulse response of one stage of a really fast multistage
amplifier and (2) mathematically computing the over-all pulse response of
a multistage amplifier made up of complicated individual stages. It can,
however, be expected that both these deficiencies will be overcome in the
next few years.

1t is, of course, true that the pulse response of a linear amplifier can be
exactly computed from its amplitude-vs.-frequency and phase-vs.-fre-
quency curves, but the following qualitative rules are often useful:

RuLe 4. If 7 is the rise time, 10 to 90 per cent, of the step-function
response of a low-pass amplifier without excessive overshoot and having a
3-db bandwidth ®, then!

7® = 0.35 to 0.45.

RuLe 5. The following three characteristics of an amplifier go
together:?

1. Small overshoot (not more than about 1 or 2 per cent).
2. Amplitude-vs.-frequency curve approximately gaussian.
3. Phase linear over the pass band.

An illustration of Rule 5 is given in Fig. 2-12, which shows curves of
absolute value vs. frequency and phase error vs. frequency (i.e., phase
deviation from linearity) for a number of circuits whose step-function
responses display small overshoot. The curves have been normalized
to have their 3-db points at f = 1. Especially noteworthy is the closeness
of fit, down to —10 db, among the Gaussian error curve and the ampli-
tude-vs-frequency curves for the two- and four-terminal lthear-phase
networks. For contrast the absolute-value and phase-error vs. fre-

1 For overshoots of less than 5 per cent the value 0.35 is the one to take.

A consequence of Rules 1 and 4 is that for circuits leading to zero or very small
overshoot, the bandwidth inevitably decreases as the square root of the number of
stages.

2 Rule 5, like Rule 1, is related to the central limit theorem of probability.
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quency curves are given for a circuit having 4.3 per cent overshoot (see
Table 2-3).

Mazimum Gain/Rise Time Ratio.—It would be very valuable to have
theorems on the best possible gain/rise time ratio corresponding to Bode’s

0
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-6 csd
_ N\ R
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-12 500 &
©
-14 / a0 &
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F16. 2:12.—Normalized absolute value and phase error curves. (a) Gaussian error
curve, overshoot = O per cent (phase assumed linear); (b) RC-circuit, overshoot = 0 per
cent; (¢) two-terminal linear-phase network, overshoot = 1 per cent; (d) four-terminal
linear-phase network, overshoot = 1 per cent; (¢) low-pass equivalent of transitionally
coupled double-tuned circuit, overshoot = 4.3 per cent.

theorems! on the best possible gain-bandwidth product. It is clear that
the problem is very difficult, even to formulate, particularly because the
attainable gain/rise time ratio depends on the permissible overshoot.
What is needed is a graph showing the largest possible gain/rise time
ratio as a function of the fractional overshoot. An especially significant

'H. W. Bode, Network Analysis and Feedback Amplifier Design, Van Nostrand,
New York, 1945, Chap. 17. The results are as follows: Consider low-pass interstage
networks having input and output capacities C/2. Then if a simple RC-circuit has
its 3-db point at a frequency wo, interstage networks exist having flat gain out to w,
and with advantages in voltage gain over the RC-circuit of 2 and »2/2 = 4.93 for the
two-terminal and four-terminal cases respectively.

By using nonidentical stages, which are not individually flat in gain but which
have an over-all gain curve that is flat, W. W. Hansen [“On Maximum Gain-band-
width Product in Amplifiers,” Jour. Applied Physics, 18, 528-534 (1945)] has been
able to obtain a mean stage gain times over-all bandwidth improvement factor for the
four-terminal case of 5.06 as compared with the simple RC-circuit.
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point on such a graph would, of course, be that corresponding to zero
overshoot.

Figures 2-13 and 2-14 are of interest in this connection. The imped-
ance of the two-terminal network of maximum gain-bandwidth product!
is of the form 1/(p + /1 + p?), and the impulse response has the

12 equation? J,(¢)/t; the graph of
1o P Fig. 2-13 is derived by integrating
’( ‘/ Ji(t)/t and modifying the time
= 08 scale by a factor of 2 to take
= 06 account of the advantage in gain-
04 / bandwidth factor. The imped-
02 ance of the n = 3 approximation?
0 to the four-terminal network of

0 10 2.ot /R 03'0 40 50 maximum gain-bandwidth prod-

Fic. 2:13.—Response to step-function uCt’r which has itself a gain‘band‘
current of two-terminal flat-gain network of  width factor of 4.84, is of the form
maximum gain-bandwidth product. The T T .
overshoot is 9.4 per cent, and l-t,he gain /rise 1/(p + 1+ p®% Theimpulse
time advantage over a parallel RC-circuit response has the equation 3J3(t)/¢,
822 from which Fig. 2:14 is obtained.

The fractional overshoots shown in Figs. 2-13 and 2-14 are surprisingly
small when one considers the sharpness of cutoff of the pass bands causing
them; the overshoot oscillations decay extremely slowly, however.

12
1.0 v

/A ]
08 7

02t—+14
-
0 0204 060810 121416 1820 2.2
t/RC

Fi16. 2:14.—Response to step-function current of the n = 3 approximation to the four-
terminal flat-gain network of maximum gain-bandwidth product. The overshoot is
15.2 per cent, and the gain/rise time advantage over a parallel RC-circuit is 3.75.

From Figs. 2-13 and 214 it can be conjectured that the possible
improvement factor in gain/rise time ratio for two-terminal networks with
not more than 9.4 per cent overshoot is about 2.2 and the correspond-
ing figure for four-terminal networks (15.2 per cent overshoot) is about

1H. W. Bode, op. cit., Eq. (17-13) and Fig. 17-4.

2@G. A. Campbell and R. M. Foster, ‘‘Fourier Integrals for Practical Applications,”

Bell System Tech. Monograph B684, (1931), Formula 576.3.
3 H, W. Bode, op. cit., Eq. (17-31) and pp. 440 et seq.

0
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3.75. These estimates are, for various reasons, subject to considerable
question.

The advantage of four-terminal over two-terminal networks is con-
siderably less in gain/rise time ratio than in gain-bandwidth product.

Future Trends.—It is clear that it is not possible to secure order-of-
magnitude improvements in gain/rise time ratio beyond present practice
by the use of conventional amplifier cir-
cuits. Various other possibilities exist,
however.

One possible method employs vacuum
tubes as negative-capacity elements.
This method is illustrated in Fig. 2-15,
where positive feedback through the small
capacity C yields a negative capacitive
input impedance for the first tube. Feed- — e
back chains employing circuits like this Fis. 2-15.—Negative-capacity cir-
one may be of value; but because the cuit.
negative capacity tends to zero at higher frequencies, the scheme may be
better adapted to achieving moderately fast rise times at a high imped-
ance level than extremely fast rise times at a low impedance level.

The development of secondary-emission and beam-deflection tubes
may yield substantial increases in transconductance.

| L] |

=

Fig. 2:16.—* Transmission-line'’ amplifier.

Schemes exist that make it possible, in principle, to achieve arbi-
trarily large gain/rise time ratios, even with present tubes, provided that
the number of tubes is not limited. According to one proposal® the band
to be amplified is partitioned into n subbands, each of which is separately
amplified by a conventional amplifier, the resultant voltages being added
at the output terminals. This method has the defect, resulting from its
additive character, that the gains and relative phases of the various
channels must be kept in accurate adjustment.

1C. W. Earp, British Patent 448113, accepted June 2, 1936.
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A more ingenious proposal! is symbolically illustrated in Fig. 2-16.
Transmission lines of the same propagation time are connected between
the grids and the plates of a number of amplifier tubes. A voltage ¢,,
applied to the first grid, is transmitted along the grid line to the second
grid, and at the same time produces a plate current gne, that is trans-
mitted along the plate line. Because of the equal propagation rates
along the grid and plate lines, the plate current gne, of the first tube
arrives at the second plate in time to add to the plate current g.e, caused
by the signal voltage on the second grid. This process continues along
the whole line and has the effect of producing an output current n times
that of one tube, without a corresponding increase in shunt capacity.
Thus the g./C ratio is multiplied by =.

In practice there may arise problems of line termination,? but the
proposal is extremely promising.

In his patent, Percival suggests building the whole apparatus in a
single evacuated envelope, in the form of a long cathode with one trans-
mission line for the grid and another for the plate.

The crux of the matter is that because of the large area of the ele-
ments the tube can have an extremely high transconductance, while the
equal propagation times along the grid and plate transmission lines elim-
inate the disadvantages of the large interelectrode capacitances result-
ing from the use of tube elements that are physically large.

2.3. Flat Top of Pulse.—This section is devoted to pulse distortion of
the type shcwn in Fig. 2-1b, which illustrates the nonfaithful transmission
of direct current by the amplifier.

Figure 2-2 shows that there are three RC-combinations that hinder the
transmission of direct current. These are the series C,R, grid circuit,
the parallel RxC} cathode circuit, and the parallel R,C, screen circuit. The
first of these circuits completely prevents transmission of direct current,
and the other two reduce its transmission.

An exact analysis of the behavior of the amplifier shown in Fig. 2-2
would require examination of the interactions of these three circuits, but
because of its complexity this procedure will not be followed, and the
effect of each of the three circuits will be considered as if the others did not
exist.

Grid Circuit.—If the plate-load resistor is small compared with the
grid resistor (this assumption is made throughout this section), the series
C,R, circuit may be regarded as a voltage divider across which a step-

1'W. 8. Percival, British Patent 460562, accepted Jan. 25, 1937.

?In both the transmission line amplifier and the recently announced traveling
wave tube there is a close integration of the electron stream with the load network;
the vacuum tube and its circuit are, as it were, one.
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function voltage is applied. The voltage division ratio is

PR,C,
1+ pR,C,

where p = jo. The step-function response, shown as Curve 1 in Fig.
2:17, is the exponential e=*/2: whose time constant is R,C,.
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Fra. 2:17.—S8tep-function response of n capacitance-coupled stages each of time constant
R,C,.

Observe that the tangent at ¢ = 0 intersects the base line at 4 time
equal to one time constant. Hence for a time that is a small fraction of a
time constant, the fractional sag is equal to the fraction of the time
constant; that is, the sag is 5 per cent at 5 per cent of a time constant.

Cascaded Grid Circuits.—The step-function response of n cascaded
identical grid circuits is easily calculated. If the RC-product is normal-
ized to the value 1, the over-all voltage division ratio is

T+p
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Therefore, the step-function response f(f) is the Laplace transform of

1Qg_y=.H_J_Q
P\l +p P aE e

hence f(t) is the (n — 1)st derivative of the Laplace transform of

1 .
1+
that is!
_ dn—1 {nr1g—t
10 = = eyt (6)
A graph of f(t) is shown in Fig. 217 for n = 1, y 8.

The important features to observe in Fig. 2- 17 a.nd in Eq. (6) are that
(1) the slopes at ¢ = 0 increase directly with n, and (2) there is one addi-
tional crossing of the baseline for each additional capacitance-coupled
stage.

For cascaded grid circuits with nonidentical time constants the graph
of step-function response is very similar, although the mathematical
expression involves only pure exponentials. For example, the step-
function response of three capacitance-coupled stages having RC time
constants 1/a, 1/8, 1/v respectively is

a*(y — Bl + B%a — v)eP + ¥*(B — a)e
o = R DT

The slope of f(t) att = 0is —(a + 8 + 7). The following general state-
ment is very useful:

RuLe 6. For an amplifier made up of stages having imperfect trans-
mission of direct current, the initial downward slope of the step-function
response is the sum of the initial slopes of the component stages; that is,
the slopes add arithmetically.

Rule 6 means that for amplifiers displaying small fractional sag in
step-function response, the over-all sag can be computed simply by adding
the sags from all individual causes. For example, if a certain amplifier
has a step-function response displaying a sag in 100 usec of 1 per cent for
each of three coupling circuits, 2 per cent for a cathode circuit, and 2 per
cent for a screen circuit, the over-all sag in 165 ,..cc is 7 per cent.

Correlation between Step-function Response and Low-frequency Culoff.—
Since the 3-db point of a single capacitance-coupled grid circuit is
fo = 1/(2xRC), there is a clear connection between the time eonstant T of
exponential decay and the 3-db low-frequency point, namely, T = 1/(2xf,).

1G. A. Campbell and R. M. Foster, op. cit., Formula 431. The coefficients of e~¢
in the expansion of f(t) are called Laguerre polynomials.
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But for more than one stage there is no useful correlation between step-
function response and low-frequency cutoff.

The reason is that the 3-db point increases as the square root of the
number of stages whereas (Rule 6) the step-function slopes increase
linearly with the number of stages. Unless the number of stages in an
amplifier is stated, therefore, it does no good in determining sag to specify,
as in common practice, the over-all low-frequency 3-db paint.

Cathode Circuit.—An impedance Z; connected between cathode and
ground of an amplifier stage (see Fig. 2-2) causes

inverse feedback; as is well known, the output 1
current of the tube is o
1
mee T 7 /K
g ell l + g mZk ( ) /
For the case in which Z; is a parallel R:.C:
combination, the fraction in expression (7) takes
he § F1a. 2:18.—(a) ?late cur-
the form rent of tpbe. having R.Cx
1+ PRka P + catho_de circuit w'hen atep-
= , funct 1t lied
Eam s A e U

where p = jw, @ = 1/RiCiy K = 1 + g.R:. The step-function response
corresponding to Eq. (8) is

1 = KI;- l(e_"x‘ + K_l__l.) (9)

A graph of Eq. (9) is shown in Fig. 2:18.
The slope of Eq. (9) at t =0is —a(K — 1) = —g,./C:. Hence if
there is a 1 per cent sag allowed in a time ¢;, it is necessary that
Ck = 1009,..t1.
For a type 6AKS5 tube, with g,, = 5000 umbhos,

= b,
C. = 3
If ¢, = 500 usec a 250-uf condenser would thus be required. Capacity
values as large as this are usually impractical; in pulse amplifiers required
to display small sag in step-function response it is therefore usual to
leave the cathode resistor unbypassed. In that case the tube plate cur-
rent, when a step-function voltage —e¢, is applied to the grid, is a step

function of amplitude

1
gmev 1 + ngk.

The gain-reduction factor 1/(1 + gnR:) is the price that must be paid for
faithful flat-top reproduction.
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Sometimes, however, the cathode resistor is bypassed by a small
condenser chosen for its effect in reducing rise time (see Sec. 2-4).

Screen Circuit.—An impedance Z, in the screen lead causes a drop in
screen voltage and hence in plate current. The effect may be analyzed
as follows, assuming Z, = 0 and a constant ratio k between screen and
plate current (k is usually about % or 4): Let ¢, be the actual plate current.
Then ki, is the screen current; this produces a screen voltage drop kt,Z,,
which, in turn, leads to a plate-current reduction k:,Z,gm,., where

_ 9
Gme = Fe.

is the screen-to-plate transconductance. Hence

Ty = gmeq — kipZefm,a
or
i = 7] .
» 1 + Zlkgm.a
But kgm., = 1/r.,, where r, = de,/d7, is the dynamic screen resistance
(= plate resistance of the tube connected as triode with screen strapped
to plate). Hence

. 1
i = gnts — 7 (10)

If Z, is a parallel R,C, combination, the fraction in Eq. (10) may be
written as
p + 88
p+BE+1)

where 8 = 1/r.C, and S = r,/R,. The step-function response has the

equation
1
O =557

(e-B(S-H)t + S). (11)

A graph of Eq. (11) has the same general form as Fig. 2:18.
The slope of Eq. (11) at ¢ = 0is —8 = —1/r,C,. Hence for a 1 per
cent sag allowed in time ¢, it is necessary to have

_ 100t
-3

C.

For a type 6AC7 tube, with r, approximately equal to 20,000 ohms,

h

C. = 200
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If t; = 500 psec, C, = 2.5 uf. Since capacitors having such values are
not too bulky, screen leads are usually bypassed.

Flat-top Compensation.—The plate supply decoupling network R.C.
(see Fig. 2-2) permits compensation for the flat-top distortion due to
R,C,.

The proper relation among R;, Ca, R, C, is given by

R.Cs = R,C,. 12)

If Eq. (12) is satisfied, then the voltage across R, is given by Eq. (13),
provided the tube of Fig. 2-2 is assumed to be a constant-current generator
and the loading effect of R, upon the plate circuit is neglected:

p(p + a+ 9)
(p+a®+9 (3)

where p = jw, « = 1/R,C, = 1/R;C4, and 6 = 1/RsCs. The step-func-
tion response of Eq. (13) is

ex, = gmek

) =223 ey, (14a)
or
§(t) = (1 + &), a=s. (14b)
N
e R T~
Eg 0.6 \ \Q
3z \\ 1
éé 04 ~ \§ ~
02, 05 10 5 20
t/RyC,

I'ra. 2:19.—Flat-top compensation for R,C, with R4Cq, Curves (a) and (b) for the case
Ras = Ri. (a) RiCa = RyCy; () [RiRs/(R: + R))Ca = R,Cy; (¢) Ra = 0.

Equations (14a) and (14b) display zero slope at ¢ = 0, and it is in this
sense that Eq. (12) was said to be the proper criterion for the decoupling
constants. The somewhat more usual relation

RiR4

m Cd = R,C, (15)

leads to the step-function response e*. Figures 2-19a and b compare
criteria (12) and (15) for the case in which @ = §,i.e., Ry = R;. Itisseen
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that even for a sag as large as 10 per cent, criterion (12) (Fig. 2-19a)
permits 2.5 times as long a time duration as does criterion (15) (Fig. 2:19b).
For comparison the uncompensated case is shown also, Fig. 2-19¢.

If Ri>> Ry, the distinction between criteria (12) and (15) tends to disap-
pear, because of the inexactness of commercial resistor and capacitor
values. In principle, however, even for Ra/R; as large as 5, a 1 per cent
sag occurs at about seven times greater time duration with criterion (12)
than with criterion (15).

Schemes exist for overcompensating the flat top of a pulse; such pro-
cedures are sometimes useful with pulses of known duration. There are
also methods for compensating the screen circuit by means of the de-
coupling circuit, but these are not discussed here.

2:4, Inverse Feedback.—The main advantages of inverse feedback
for pulse amplifiers are gain stabilization and improved linearity in the
ratio of output to input voltage. Inverse feedback is also employed to
reduce the rise time of unpeaked amplifiers.

Cathode Resistor.—The plate current of an amplifier tube with unby-
passed cathode resistor R is

gméq
T+ g (16)
Equation (16) shows that the sensitivity to changes in g, is divided by
1 4+ gmR:; hence distortion caused by variation of g with signal amplitude
is similarly reduced, and the amplifier linearity is improved. For the
case where ¢g,R; = 1, the distortion is cut in half.

If R, is bypassed, there is no reduction in distortion for frequencies
for which the bypassing is effective. Nevertheless, the variability in
quiescent plate current among tubes of the same type is reduced; and
because there is a good correlation between transconductance and quies-
cent plate current for tubes of a given type, the transconductance variabil-
ity is also reduced. This is an important argument in favor of self-bias,
in view of the usual 2/1 range in ¢.. permitted by the JAN-1A tube specifi-
cations under fixed-bias conditions.

Cathode Peaking.—As mentioned in Sec. 2-3 it is usually difficult
to bypass the cathode resistor with a condenser large enough to give good
flat-top reproduction. In that case and provided also that the plate
circuit is constrained to be a simple RC-circuit, it is worth while to choose
a value of cathode bypass condenser according to the following discussion,
in order to increase amplifier speed.

The analysis of this cathode compensation scheme is most simply
carried out by normalizing the plate-circuit constants to consist of a 1-ohm
resistor in parallel with a 1-farad condenser, setting 1 + gnR: = K and
denoting the ratio of cathode-to-plate time constants by p. The output
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voltage is

T+ gnZaldp ™ EK+ppl+p

If the cathode is left unbypassed, p = 0, and the response of Eq.
(17) to a unit step-function voltage e, is

gméq 1 14+pp 1 (17

‘I’—g (1 — ). (18)

If, on the other hand, the cathode bypass condenser is chosen so that
Cathode time constant = plate time constant, (19)
then p = 1 and the response of Eq. (17) to unit step-function voltage ¢, is

O =1~ (20)

Equation (20) displays K times as much speed as Eq. (18) and fully as
much gain.

2 Fmme
ll'; p=2//3"
o:9 E=a B
08 y, //T/ ;R, 3 Out
_o07 < =0
s \ —
Q06 )Q n :_:_
05 S dresy T/| |
sl _4 2 +C
’ / 3 RS
03 / FC,
0.2/ 3
o/ = ,
. [T T ITT1
()} 04 08 12 16 20 30 40 50
t/R,C

F1a. 2-20.—Step-function response of cathode-peaked pulse-amplifier stage,
K =1+ gmR: = 2.
Ratio of cathode-to-plate time constants = p = RiCi/R:C.

It must be pointed out that although the cathode compensation
scheme increases the gain/rise time ratio as compared with the unby-
passed cathode resistor case, it yields no advantage in gain/rise time
ratio as compared with the case in which the cathode is grounded or
bypassed completely. This conclusion follows from Eq. (20), which
shows that the K-fold increase in speed over the grounded-cathode case
comes at the cost of a K-fold decrease in gain.

Cathode compensation can he employed with constants other than
those prescribed by Eq. (19). In Fig. 220 is shown a family of step-
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function-response curves calculated for K = 2 and various values of p.
As these curves show, the step-function response is overcompensated for
too large values of p.

It is possible to combine cathode compensation with plate-circuit
peaking of various sorts, but the details are complicated and are not
given here. The gain/rise time ratio never exceeds that of the grounded-
cathode case.

Screen Resistor.—A resistor between screen and screen voltage supply
stabilizes the quiescent screen current and hence the plate current. The
effect is very much like that of a cathode resistor and for the same reason
reduces the transconductance variability among tubes of the same type.

The number of ohms in a screen resistor that produces the same
degenerative effect as a 1-ohm cathode resistor can be determined by an

8+

K

Fia. 2:21.—Feedback from plate to preceding plate.

argument like that used in Sec. 2:3 under ‘‘Screen Circuit.” It turns
out that a screen resistor of

GmTs (21)

ohms is equivalent to a 1-ohm cathode resistor, where, as before, r, is the
dynamic screen resistance.

A typical value of Expression (21) for a type 6AC7 tube with
gm = 10,000 gmhos and r, = 20,000 ohms is 200; hence a 60,000-ohm
screen resistor has the current-stabilizing effect of a 300-ohm cathode
resistor.

Grid-plate Resistive Feedback.—Local feedback can be applied from the
plate of an amplifier stage back to its own grid as shown in Fig. 2-21.
This circuit can be extended from stage to stage, in which case it is
customarily called a ‘‘feedback chain.” This subject is treated at
length in Chap. 6. In particular, as shown in Sec. -6, it is possible by
such means to attain with an amplifier employing simple interstage
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networks (except for the first and last) the gain and bandwidth per-
formance that would otherwise require complicated interstage networks.

Over-all Negative Feedback.—Moderate amounts of over-all negative
feedback can be employed without much difficulty in two- or three-stage
pulse amplifiers that use two-terminal coupling networks. For proper
design of the loop gain characteristic the reader is referred to the exhaus-
tive treatise of H. W. Bode.?

Figure 2-22 illustrates a simple application of negative feedback to a
two-stage amplifier and cathode follower. Amplifiers of this sort can
easily be built with inverse-feedback loop gains of 100, thereby reducing
the sensitivity to g. variations by a factor of 100. In particular, varia-
tion of gain with respect to heater voltage is made negligible.

B+

AA
WV

Y%
"

AA

3

Fia. 2-22.—Simple illustration of over-all feedback.

2.5. Gain Control of Pulse Amplifiers. Attenuators.—Potentiometer-
type step attenuators of the capacitance-compensated type, as shown in
Fig. 223, may be used at the input terminals of a pulse amplifier or
between stages. For pure attenuation with no waveform distortion, all
the RC-products must be the same. If the impedance level at the
attenuator can be kept low enough, say 100 ohms, so that the maximum
RC-product (maximum resistance times stray capacity) is negligibly
small compared with the rise time of the waveforms used, the addition
of the compensating capacitances is unnecessary and a simple poten-
tiometer can be used.

For intermediate cases where an extremely low impedance poten-
tiometer is not permissible, a partially compensated potentiometer

'H. W. Bode, Network Analysis and Feedback Amplifier Design, Van Nostrand,
New York, 1945,
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scheme can sometimes be used. This involves adding from input
terminal to arm a condenser having a value equal to the capacity existing

Input

Output

R\C\=R,C,=R,C3=R,C;= R,C;=R,C,
Fig. 2:23.—Compensated step attenuator.

Unit-step R TC
input voltage ? B ]Out
| o put voltage
kR=RC KO (o t0ad)
10 k=10
09
08 /,/
0.7 _
0.6 pd S— sm—
| 05
E(® 05
-\d
04 =
\\ 03
0.2 —
k<0.1
()}
01 02 03 04 05 06
t/RC

F1a. 2-24.—Step-function response for partially compensated potentiometer.

from arm to ground. The distortion of step-function response for
different potentiometer adjustments is shown in Fig. 2:24. For voltage
divisions up to 3 (k > 0.33), adding the extra condenser is an improve-
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ment; but for higher attenuation (k < 0.33), it is better to omit the
condenser.

For use at line impedance levels (50 to 100 ohms), any of the standard
types of ladder, T, or bridged-T attenuators may be used if the resistors
are sufficiently noninductive (composition resistors, for example) and
stray capacitances are kept down to a minimum.

A very interesting type of constant-impedance attenuator has been
reported by H. E. Kallmann.! TUse of ‘‘Kelvin line” permits a linear
relation between decibels and shaft
rotation, and the attenuation can be
made independent of frequency up to
about 70 Mc/sec or more.

Conirol of Tube Characteristics.—
Since the gain of a pulse-amplifier stage
is a direct function of g..,, variation of
gm by changing d-c voltages on the tube
elements is a possible way of controlling
gain. This method is practical in stages
where the signal amplitude is small com-
pared with the grid base. By simul-
taneously applying the control voltage
to several successive stages, an appre-
ciable range of control may be achieved.
The variable voltage may be applied to Gain
the control grid (through R,), the screen Control
grid (through R,), or the suppressor
grid. In the third case it is desirable =

3 F1a. 2:25.—Variation of gain by feed-
fo e 8 e with ool sppresor P LI

This type of control is better suited to adjusting the output amplitude
with a fairly constant input signal than it is for correcting for large input
level variations where there is danger of overloading the first stage.

Variable Negative Feedback.—One s mple method of gain control is
shown in Fig. 2-25. A variable cathode resistor is so arranged that it
varies the feedback but not the tube bias. Gain variations up to 5/1
can usually be accomplished in this way without difficulty. The limit
depends on the speed of the stage, since, for higher speeds, the maximum
size of the variable resistor must be held down. This method is good for
variable input levels because the input voltage overload level increases
as gain is reduced.

For other types of feedback amplifiers, the gain can also be changed

Rq

tH. E. Kallmann, ‘“Portable Equipment for Observing Transient Response of
Television Apparatus,” Proc. I.R.E., 28, 351-359 (1940).
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by changing the feedback ratio. This may not be easy if the amount of
feedback is large but can usually be accomplished with a compensated
attenuator in the feedback path.

2:6. D-c Restoration.—This widely accepted but misleading designa-
tion refers to a process of clamping either the most positive excursion
or the most negative excursion of a signal to a specified voltage level.
For a constant-amplitude periodic signal it is desired to accomplish this
without significant waveform distortion.

D-c restoration is most often used where the signals are ‘‘single-

sided,” as they are in television and
Voltage Voltage 15 dar pulse systems. When such
'2-—-{L' > 4 ogt asymmetrical signals have been passed

\
through capacitive couplings, their
d-¢ component is lost, and for this

Ry particular type of signal the use of
the term ‘““d-c restorer’ is fairly well
justified.

A typical d-c¢ restorer circuit for
positive-goin signals is shown in Fig.

To ground or 2-26. For negative-going signals the
reference ;;?'tage level diode is reversed. Good d-c restora-
(Er) tion requires signal amplitudes at least

Fia. 2:26.—Typical d-c restorer circuit

(shown for positive-going signals). as large as 1 volt, since diode conduct-

ance is small for small signals.

A danger with the d-c restorer shown in Fig. 2:26 for positive-going
signals is that diode heater-to-cathode hum current develops a hum
voltage across R,. For type 6AL5 diodes with E, = 1 megohm, and
6.3 volts alternating current applied to the diode heaters, with one side
of the heaters grounded, the hum voltage in 12 out of 98 tubes tested was
in excess of 0.25 volts, and 1 tube produced 1.4 volts of hum. This hum
voltage may be very disturbing. It may be avoided or reduced by use
of one of the following: (1) A nonthermionic diode, such as a germanium
crystal (but the back resistance of such crystals is small, tending to
increase the sag in pulse response), (2) direct current on the diode
heaters, (3) a separate heater winding for the diode heaters, suitably
biased, or (4) smaller values of R, (this also tends to increase sag). The
heater-hum difficulty does not arise in the case of a d-c restorer for
negative-going signals.

The action of the circuit of Fig. 2-26 upon signals is shown in Fig
2:27. Although not visible in this illustration, waveform distortion
occurs whenever the amplitude of the envelope of the waveform increases,
i.e., while the coupling condenser is being charged to its new value.
When the amplitude of the envelope decreases, there is a delay in restoring
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the level of the baseline until the condenser has had time to discharge to
the new value.

This discussion is based on the assumptions of (1) voltage generator
impedance low compared with R, (2) an ideal diode, and (3) a zero

)

Fig. 2-27.—Effect of d-c restorer (time scale long compared with time constants
involved). (a) Original signal, d-c component shown dotted; (b) signal after d-c component
has been removed; (¢) signal at output terminals of d-c restorer.

Input

signal
Sag caused by
inadi te

Output signal
with restorer Undershoot caused by
restoring charge in Cy
through diode resistance
Fia. 2:28.—Clipping caused by d-c restorer (with rectangular input pulse having a time

duration of the same order of magnitude as R,C,).
impedance supply for Er. Ordinarily, the parameters are such that
these approximations are justifiable. Also, it is assumed that the time
constant R,C, is large compared with the duration of individual pulses
within the signal envelope but short enough to follow envelope varia-
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tions. Here caution must be exercised, for these last assumptions are
frequently not true. Figure 2-28 shows the result when a rectangular
pulse having a duration of the same order as R,C, is passed through the
circuit. In this case the flat top of the signal has been distorted because
of the inadequate grid time constant R,C,, and the undershoot at the
end of the signal has been radically altered in form by the action of the
diode. The residual undershoot shown is due to the finite resistance
of the actual diode; the ratio of undershoot to sag is approximately
Rdiode/(Rdiode + Raouroe)-

For negative-going signals it is possible to use the grid of a zero-bias
amplifier as its own d-c restorer, but the results are often not so good
as the use of a separate diode for the purpose, because the grid-cathode
conductance may not be large.

Where a d-c¢ restorer is used, it must be remembered that the R,C,
coupling circuit can no longer be exactly compensated by the decoupling
network (see Sec. 2-3), since a nonlinear network with a nonlinear ele-
ment cannot be exactly compensated by a linear network. Therefore,
where a d-c restorer is required, the R,C, coupling circuit should be
adequate to preserve flat top by itself.

27. Limiting Amplifiers.—For a good many purposes, particularly to
avoid driving an intensity-modulated cathode-ray tube into the ‘‘bloom-
ing” region, it is necessary to place an absolute limit on the magnitude
of the output signal. This limit can be specified either with respect to
(1) the a~c axis of the input signal or (2) the peak-to-peak excursion.

Both cases are customarily treated by adjusting the bias of a nega-
tive-going pulse-amplifier stage so that it is driven beyond plate-current
cutoff for signals larger than the specified value. Thus a definite limit is
established.

A common way to set the limit is to increase the screen dropping
resistor R, until the desired limit is obtained, leaving R; at its normal
value. This reduces the quiescent-plate-current variability among tubes
and hence the limit-level variability, as discussed in Sec. 2-4.

If R, is bypassed, there is variation, however, of limit level with duty
ratio, i.e., with the average value of plate current. The reason is that
average plate current determines average screen current; this, in turn,
in the presence of a bypassed screen resistor, determines quiescent screen
voltage and hence limit level. The only way to combine limit-level
stabilization with regard to both duty-ratio and tube variability is to
leave R, unbypassed.

Unfortunately, leaving R, unbypassed is not practical; it not only
greatly reduces gain but also increases the input capacity of the tube
by the amount GC,,, where G is the voltage gain from grid to screen and
C,, is the grid-to-screen capacity; this is an example of a somewhat
unconventional Miller effect. The conclusion is that an engineering
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compromise has to be made between limit-level stabilization with
regard to duty ratio and limit-level stabilization with regard to tube
variability.

If limiting of the peak-to-peak type is desired, d-c restoration should
be used at the grid of the limiter stage. This method may be economi-
cally used by making R; = 0, so that the grid performs its own restoring
action to prevent excursions in a positive direction from ground level.
(R, is then the sole current-stabilizing element.) It may be better to
use a separate diode as the restorer, with its plate tied to the amplifier grid
and its cathode tied to the desired potential. Certain precautions
regarding the use of d-c restorers are noted in Sec. 2-6.

The output voltage from such a limiter has its positive excursion
limited if the output signal is taken from the plate. Therefore, if it is
desired to limit the negative excursion instead, the limiting stage should
be followed by another that inverts the polarity.

2-8. The Mixing of Multiple Input Signals. Resistance Networks.—
Almost any of the types of resist-

. . . Z V4

ance mixers used in the communi- E,o———AAA, AN E,,
cation field can be employed for z
pulses if noninductive resistors E20———AAA—
are used, capacities are kept down, Z
and the impedance level is reason- Es VvV
ably low. Ego A2

Tube Mizing.—Because a pen- z
tode is essentially a constant-cur- £s¢—AAN—e = ] =

Amplifier must be of

rent generator, one may parallel ' i
the inverting type

- NANAN
the plates of two or more pentode o TTTYYYT
amplifiers, using a common load . A -
impedance. The effect of in-
creased output capacity on the
speed of the plate circuit must be taken into account, and allowance must
be made for the effect of the increased direct current in the load and
decoupling resistors.

7 e 2z ¢ This system has the distinct
A D L .
advantage that it is unilateral.

For cases where a maximum of

z Iny R isolation is desired among the in-

-1 ! put signals to be mixed, it is an

o | excellent method. The linearity

Fi1c. 2-30.—Nodal analysis of feedback-type of mixing is not very good,

mixer. however.

Under particular conditions tube mixing may be accomplished by

using more than one grid as a signal-injecting element. For example, the
suppressor of the type 6AS6 may be used in this way.

-

F1c. 2-29.—Feedback-amplifier mixer.
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Mizing Network with Feedback Amplifier—Figure 2:29 shows a type
of mixer whose output voltage is accurately additive. In addition,
coupling among input channels is very low if the amplifier gain is high.

The behavior of this mixer circuit may be understood from the nodal
analysis of Fig. 2-30, drawn for a single input channel. Setting ¥ =
1/Z, G = 1/R;, the determinant A is obtained:

Y -Y 0
A=(-Y (»+1Y =Y
0 gn—Y Y4¢@

Hence
& _ A ~Y(gn — V)
E, An (+1D)YY +G)+Y(gn—-Y)
= DY +6)
148+ DI 46 +g,.)(— Y+ ) (n+1) (1 + é’)
Lt — e~ v
1
& —_——,
n—+1
1+ gmlts

for Y LG, gn>G.

Ift g.R: > n + 1, the output voltage is accurately equal to the nega-
tive of the input voltage, regardiess of variations in g». By the principle
of superposition the mixer as a whole is accurately additive in its input
voltages, except for a sign reversal, i.e.,

€p = —(E1+E2+ vt +Eu)~

Figure 2-:31 shows a three-channel feedback mixer. The condenser C
is included to block direct current. Because of the inverse-feedback
action, the resistors R can be made much larger than usual for a given
speed of response.

Nonadditive Mizing.—In some applications, particularly where the
pulse output voltage is used to modulate the intensity of a cathode-ray
tube, it may be desirable to arrange matters so that if two or more input
signals occur at the same time, the output voltage will be that due to the
largest signal only; this process is called nonadditive mixing. For
example, if a cross-hatched pattern is to be presented on an intensity-
modulated cathode-ray tube, it is desirable to suppress the extra bril-
liance at the intersections of the lines that would occur if the two signals
were added.

1 For a multistage amplifier g.R; should be replaced by the gain @ of the amplifier
with the feedback loop open.
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This can be done for any number of input channels of positive polarity

signals by putting the signals
through separate cathode followers
operating with a common cathode-
load impedance R; and biased in
their quiescent conditions approxi-
mately to plate-current cutofi
(Fig. 2-32). If R; can be made
large enough so that the gain is
nearly unity, then a signal of 10
volts in one input channel intro-
duces approximately 10 volts addi-
tional bias on the other cathode
followers. Thus a signal of less
than about 10 volts in any of the
other input channels cannot over-
come the grid bias and hence does
not appear in the output voltage.
Therefore the largest input signal
at any instant effectively masks
all smaller ones.

Fia. 2:31.—Typical three-channel feedback-
amplifier mixer.

For cases where the value of R; is such that the gain is substantially
less than unity the biasing-off action is not complete, and some addition
occurs for signals that are smaller than the largest one.

B+

o~ (

w
E" Output
] °"‘| ( voltage
-]
o
£
R,
°—l ly

Bias
voltage

F1a. 2:32.—Nonadditive mixer for positive-polarity signals. Any number of input channels
can be used, with one tube for each input channel.
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When the initial quiescent bias is insufficient for plate-current cutoff,
there are two significant effects: (1) The gain is less for small signals than
for larger ones (a nonlinearity is introduced in the gain characteristic),
and (2) the gain is reduced, again resulting in some addition of signals.
Effects (1) and (2) are both due to the loading of the output circuit by the
additional cathode impedances when the tubes are not operated at initial
cutoff. Usually some additive effect can be tolerated, so that complete
initial cutoff is not required.

B+
. & 3R,
S Z, C d
Out
G === pa G,
o—{t— -=- iy —{¢
Input channel | Input channel
©Nol pe 2 76 |1 s No. 2
(R4 b3 } I S Rb S R,
< R& =
V4
Balance adj. = =
Gating Gating
waveform “A” waveform “B"

HAII

LT LT LT LT T LT L] L Laeround lever
gy

j | I [:] [:l [:] | ] Ground level

Fig. 2:33.—Electronic input-channel switching. Input signal No. 1 is passed through
when waveform ‘“A" is beiow ground and waveform ‘B’ is at ground.

In principle the same action can be obtained with diodes instead of
cathode followers if the input signals come from sufficiently low impedance
sources and the common load impedance of the diodes is large compared
with the forward impedance of any one of the diodes. By poling the
diodes properly, either polarity of input signal may be used, provided
that all input signals have the same polarity. The diode method is not
likely to be practical in most cases.

For either of these methods the d-c level of the input signals must be
held constant; this ordinarily requires d-¢ restoration if the signals have
appreciable duty ratio.

2.9, Electronic Switching of Pulse Amplifiers.—The need often arises
to switch the input signal to a pulse amplifier so that it will be applied
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only at a desired time. It is seldom permissible merely to turn off the
plate or screen voltage or cut off the suppressor of an amplifier stage,
since this action causes a severe switching transient, which is passed on
to the rest of the amplifier.

The switching transient can be eliminated or at least reduced to a
very short duration by the method shown in Fig. 2-33. The additional
pentode is used to compensate for the change of current with switching
in the amplifier pentode. An adjustment is provided for balancing the
currents.

If it is desired to switch the amplifier input terminals from one input
channel to another, the second input signal may be applied to the grid
of the second pentode.

The device for generating the gating waveform (rectangular wave-
form) may be a multivibrator or trigger circuit as the switching require-
ments demand. For periodic switching controlled by a sine-wave
generator (such as the power-line current), a ‘‘squaring”” amplifier can
be used. The essential requirement is that the d-c level of the top of
the gating waveforms be fixed. If necessary, d-c restorers can be used
at the grids of the cathode followers, but often direct coupling ean be
arranged.

2-10. Output Stages. High-impedance Load.—Many of the applica-
tions for pulse amplifiers concern a load that is essentially a high resistance
shunted by a small capacity, such as the input impedance of a cathode-
ray tube. For a tube used as a voltage output stage of a pulse amplifier
of this sort, a logical figure of merit is the ratio of maximum output
voltage to rise time with resistance-capacitance load. (This figure of
merit disregards the important question of gain.)

For signals that are either symmetrical or of negative polarity at the
grid of the tube the maximum output voltage is Em = I R:, where I,
is the quiescent plate current of the tube and R; is the load resistor. If
the total output circuit shunt capacity, including that of the load, is C
and if 7 denotes the 10 to 90 per cent rise time, then

E—%" = 2—L2,C' volts/sec (22)

[compare Eq. (22) with Eq. (3)].

For signals of positive polarity at the grid of the tube, the same
formula holds if I, is redefined as the incremental plate current from the
quiescent point to some allowable maximum. It is difficult to evaluate
the figure of merit for the general case, since the allowable value of I, is
sometimes determined by plate dissipation, sometimes by emission, and
sometimes by the requirement of avoiding grid current.

The following table has been compiled by considering the case of
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symmetrical signals, making reasonable assumptions about the limiting
factors on I, and assuming 20-uuf capacity beyond the amplifier tube
itself.

TaBLE 2-5.—RaTi0 oF MaxiMum OQurpuT VorragE To Rise TIME FOR VaRIOUS
TuBe TypPEs

Tube type I, ma c E rax/7 (volts/usec)
6AKS 10 23 200

6AC7 15 25 270
2-6AK5's 20 26 350

(in parallel)

6AG7 30 27.5 500
6V6GT/G 45 27.5 750

6L6G 75 30 1130

The listings in Table 2-5 are sensitive to the assumed external capacity.

The proposal is sometimes made that the figure of merit [Eq. (22)] of
an output stage can be increased by using cathode-peaking (Sec. 2-4).
Consider a type 6AKS5 tube, for example, with g, = 5000 pmhos and
R; = 200 ohms, 8o that 1 4+ g.R: = 2. Suppose the plate-load resistor
is 2000 ohms, and suppose the cathode bypass condenser is chosen so that
the cathode and plate time constants are equal. Then, as follows from
Eq. (20), the response to a step-function grid voltage is as fast as normally
results from the parallel combination of a 1000-ohm load resistor and the
output capacity.

However, it is argued, the maximum output voltage is what is
achieved from a 2000-ohm load resistor, i.e., 20 volts for a maximum
change in plate current of 10 ma. Hence the ratio E.../7 is thought to
be twice what it is in the grounded-cathode case. The fallacy in this
argument is that the inverse feedback is able to double the speed of
output-circuit response only when there is enough plate current available
to drive the output circuit with a sharply peaked current waveform,
having an initial current twice its steady-state value. If this doubled
plate current is not available, the inverse-feedback action fails. Hence
the improvement in speed pertains to small signals only and not to
limiting signals.

What happens in the cathode-peaked amplifier stage above is that the
maximum output signal is equal to 20 volts, corresponding to the com-
bination of 10 ma and 2000 ohms, but the speed of response of a limiting
signal is no greater than that of a grounded-cathode stage having the same
plate circuit.

‘Push-pull Amplifiers.—When driving the deflection plates of a
cathode-ray tube, considerable output voltage is required. and it is better
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B+

Push-pult

signal in > Push-pull

output

J

—1
R= 80 ohms (for 6AC?’s) b=
()

F1a. 2:35.—Phase inverter. (a) Single-tube phase inverter; (b) balanced-output imped-
ance phase inverter.
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from the standpoint of focus to apply the signals in push-pull. A push-
pull output stage for such purposes is usually constructed like two
identical single-ended stages, each driving a single deflection plate.
The only difference is that the two cathodes are tied together and go
through a common bias resistor. Because there is in principle zero
signal current flowing through the cathode resistor, leaving the cathode
resistor unbypassed entails no loss in gain, in contrast with the single-
sided amplifier case. Such a stage is shown in Fig. 2-34.

Phase Inverters.—The transition between a single-sided stage and a
push-pull stage is accomplished by means of a phase-inverter stage. It is
usually impossible to employ a center-tapped pulse transformer because
of its inadequate flat-top performance.

The circuit diagrams of two types of phase-inverter stages are shown
in Fig. 2-35. The type shown in Fig. 2-35a is best used at fairly low
level, where R can be kept small without requiring excessive plate cur-
rent. At frequencies above about 10 Mc/sec a pentode should be
employed in the circuit of Fig. 2-35a¢ to avoid the signal transmission
path through the grid-plate capacitance. When a pentode is employed,
the plate resistor should be larger than the cathode resistor in the ratio
of the cathode current to the plate current.

For operation at still higher frequencies it is wise to proportion the
voltage divider consisting of the grid-cathode capacitance and the
cathode-ground capacitance so that its loss is equal to the loss through
the tube from grid to cathode, i.e., so that

C,); - ng ,
an + Cko l + ng

where C,; is the grid-cathode capacitance and Cy, is the cathode-ground
capacitance. This requirement usually necessitates adding grid-cathode
capacitance.

The phase inverter shown in Fig. 2:35b has low gain but has the
advantage of equal and low output impedances. Moreover, both heater-
cathode and plate-supply hum are canceled in this arrangement, whereas
neither type of hum is canceled in the circuit of Fig. 2-35a.

The action of the circuit of Fig. 2-35b may be explained by denoting
by 7, the signal current in the cathode follower, by 7, the branch current
(from the left-hand push-pull tube) that flows in the resistor R between
push-pull cathode and ground, and by 7, the corresponding branch cur-
rent from the right-hand push-pull tube. Then, if the push-pull tubes
are assumed to have equal transconductance gm,

7:1 = ngia,
1y = —ng(ia 4+ 7 + 12).
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Hence
1:2 = —1:1(1 + ng) - ng’L.z,
12(l + gmR) = —0(1 + gnR);
consequently
'I:z = —’L.l.

Low-impedance Load.—A pulse amplifier is often required to drive a
low-impedance line of character-
istic impedance between 50 and
100 ohms. If such a line is termi-
nated in its characteristic imped- Cy Triode, or pentode
ance, it can be treated as if it were ﬁ,_l connected as triode
a load resistor. But the necessity
frequently arises for isolating the
d-c level of the amplifier plate
from the line, and in order to pre-

B+

Ry iRy
Transmission line

serve good reproduction of pulse R=2,
flat top an extremely large block- ground or bias
ing condenser would then be re- potential =

quired. The customary way of Fia. 2-36.~IIJse of cat(.’hode follower to drive
avoiding these difficulties is to use ow-impedance fine

a cathode follower between the last amplifier stage and the line, as shown
in Fig. 2-36.

Cathode Follower.—The cathode follower is a form of voltage feedback
amplifier having a voltage gain less than unity. For a load impedance
R, the gain is

g = dnF

= (23)
1+ gnR

w1
o

Since g >> 1 for pentodes and most triodes, Eq. (23) can be written

~ Onft
§~1 + gmRR (23a)
The output resistance is
R
—_—_—— (24)
1+ gmR %1-
or approximately
R

The input capacitance of a triode cathode follower is
Cin =~ Cnp ’f‘ (1 - Q)Cuky (25)
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where G is the gain of the cathode follower, C,, is the direct grid-plate
capacity, and C,; is the direct grid-cathode capacity. For a pentode
cathode follower with screen bypassed to cathode,

C'iﬂ = (] - 9)(Cqs + Cﬂk)) (26)

where C,, is the direct grid-screen capacity.

As an example consider a type-6 AC7 pentode cathode follower with a
gm of 9000 umhos and a 1000-ohm cathode load resistor. Then from
Egs. (23a), (24a), and (26) it follows that
the gain G is 1%, the output impedance is
100 ohms, and the tube input capacity is
about 1.3 uuf. To this 1.3 upf must be
added the usual wiring and socket capacity
e of about 4 puf; the total input capacity at

zero frequency is thus reduced to about a

third the usual 6AC7 value. It must be

R Out remembered, however, that for a cathode

k Cr follower with RC load the input capacity

increases somewhat with frequency because

ui of the lower gain of the cathode follower

Fio. 2.37—Cirouit for analy- &t the higher frequencies; unfortunately,

sis of effect of capacity in shunt it is precisely at the higher frequencies that
with load of cathode follower. reduction in capacity is important.

The low output resistance of a cathode follower is its most valuable
feature. If a condenser C; is connected across the resistor R, (see Fig.
2:37), then the rise time is determined by the combination of C; and the
output impedance of the cathode follower; this rise time is only 1 — G as
long as the rise time of the R.Cx combination; i.e.,

.= 22RCr
1 + ngk

For a given external capacity C; considerably greater speed can therefore
be obtained.

Equation (27) was derived on the assumption of a constant value of
gm; that is for small signals. However, it holds for positive-going step
functions even of extremely large amplitude, since in the positive direction
the gn of a tube does not decrease until the grid is driven far into the
positive region.

In the case of negative-going signals, Eq. (27) holds only for small
signals. A large negative step-function grid voltage moves the grid
voltage instantaneously; because the cathode voltage cannot follow
instantaneously, the instantaneous grid bias is then large. (It must be
remembered that the trailing edge of a positive pulse is a negative-going

B+

27)
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step, to which the above remarks apply.) The tube is cut off if the
amplitude of the step is larger than the difference between the quiescent
grid-cathode bias and the bias value for cutoff. The condenser C; then
discharges through R; only, until the cathode potential falls to the point
where the tube again conducts.

The conclusions for pulses of amplitude about equal to the grid base
of the tube are that (1) the cathode follower is an unsymmetrical device
that is faster on the rising edge of the pulse than on the falling edge, (2)
the fall time is a function of amplitude and may be as large as that of the
external circuit. The fall time can be reduced by increasing the quiescent
voltage drop across R, which ordinarily means increasing the quiescent
plate current of the tube.

2-11. Examples. Pulse Amplifier for Deflection-modulated Cathode-ray
Tube.—The amplifier whose circuit diagram is shown in Fig. 2-38 was
designed for use with the Radiation Laboratory Model P-5 Synchro-
scope! and is intended to drive the deflection plates of a type 5JP1
cathode-ray tube.

The over-all rise time of the amplifier is g% usec, with about 1 per cent
overshoot over-all, and the sag in a 200-usec rectangular pulse is about
1 per cent. The gain is 200, and the deflection sensitivity at the amplifier
input terminals is about % volt/inch. The maximum peak-to-peak out-
put voltage is about 220 volts, or 3} inches.

The amplifier is operated in Class A, so that it accepts signals of
either polarity and its gain is independent of duty ratio.

The input step attenuator is of the compensated type discussed in
Sec. 2-5, the semiadjustable condensers being set to make the RC products
equal. The voltage ratio per step is about 3/1.

Fidelity of flat-top reproduction is achieved by leaving the cathode
resistors unbypassed and employing large screen bypass condensers and
large R,C, time constants. The coupling condenser between the type
6AC7 phase-inverter tube and the left 6AG7 tube is only 0.001 uf, but
flat-top compensation is used in that stage (see Sec. 2:3). The com-
pensating network is placed in the grid lead rather than the plate-supply
lead; this reversal permits a very small value of & [see Eq. (14)] and is a
good idea where the plate-load resistor is small, as is the case in very high-
speed amplifiers.

The peaking circuits are of the four-terminal linear-phase type (Fig.
1-26) whose step-function response is shown in Fig. 1-28.

The phase inverter has the form of Fig. 2-35a. For the reasons given
in Sec. 2:10 it is operated as a pentode. Hence the plate-load resistor
(390 ohms, = 4300 in parallel with 430) is 20 per cent larger than the

! Vol. 22, Chap. 7, of the Radiation Laboratory Series.
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cathode-load resistor (320 ohms), because the cathode current is about
20 per cent larger than the plate current.
Only the plate circuit of the phase inverter is peaked; the low output
impedance of the cathode circuit is adequately fast without peaking.
Pulse Amplifier for Intensity-modulated Cathode-ray Tube.—The
amplifier whose circuit diagram is shown in Fig. 2-39 was designed to
drive the cathode of an intensity-modulated cathode-ray tube.

10k, 2w

-4 —
’L .
‘ YV o +150v
— §22 k
1k =
:{.0 29uh  +300v
h ( _:l_ —35v video
154 To cathode
" Y A of CRT
video ] T
in o 0.01
. - 220k
3 —_
3 100 =
A.
Bias
0.25
1M ? L 27k T
+ : Us '
L 0.0047 —< = Gain ‘ 005 —
@ —-45v
. 100 =
nialrter in Marker Gain —

F1a. 2:39.—Pulse amplifier for intensity-modulated cathode-ray tube.

The over-all rise time of the amplifier is about % usec, with about
5 per cent overshoot over-all, and the sag in a 1000-usec rectangular pulse
is about 2 per cent. The gain is about 20, with very conservative ratings
of tube transconductances. The output voltage is about 35 volts.

The amplifier is intended for one-sided signals of positive polarity
at the amplifier input terminals, and d-c restorers are used at the input
terminals of the last amplifier tube and at the cathode of the cathode-ray
tube.

Positive signal pulses, limited to an amplitude of 1 volt, are brought
to the amplifier terminals on a 100-ohm coaxial line, whose terminating
resistor is located on the amplifier chassis.
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Tube-mixing (Sec. 2-8) of the signal and market pulses is accom-
plished in the 6J6 plate circuit. The gain of the mixer stage is about
unity.

Gain is adjusted by varying the amount of degeneration in the cathode
lead (Sec. 2-5) of the first type 6AKS5 tube.

The peaking of the 6J6 mixer stage must take into account the shunt-
ing effect of the triode plate resistance. A larger value of peaking
inductance is therefore required for the same increase in speed. The
second stage employs simple shunt-peaking, with m = 0.41 (Sec. 2-2).
In the last stage, where it is necessary to achieve large output voltage as
well as high speed, a four-terminal network is employed; this is a variant
of the network of Fig. 1-26.

A 47-ohm, 0.01-uf decoupling network will be observed in the plate-
supply lead of the second stage. Its purpose is to decouple the amplifier
from the particular power supply in actual use and has no general
significance.



CHAPTER 3
PULSE AMPLIFIERS OF LARGE DYNAMIC RANGE

By Harry J. LipxIn

3-1. Introduction.—Certain special applications require high-gain
video, or pulse, amplifiers that must handle a large dynamic range of
incoming signals, with voltage ratios between largest and smallest signals
of 10° or more. One such application is the *crystal-video receiver,’?
in which an r-f pulse signal from the antenna is immediately detected
and the resulting video signal amplified. The type of amplifier required
for this purpose is quite different from the high-fidelity pulse amplifiers
discussed in Chap. 2, as is made clear by the fact that not one of the
amplifiers discussed in this chapter employs high-frequency peaking. The
purpose of this chapter is to present the special features and design con-
siderations of pulse amplifiers in which the emphasis is on high gain and,
above all, very large dynamic range.

Gain.—To obtain maximum sensitivity, the amplifier should have
sufficient gain to bring pulses up from the amplifier noise level to an
amplitude suitable for viewing on an indicator or for triggering an
auxiliary circuit. The rmsg open-circuit thermal-agitation noise level
e = \/4kTRB is approximately 7 uv for an amplifier source resistance
R = 3000 ohms and bandwidth B = 1 Mc/sec; if the amplifier noise
figure is 3 db, the equivalent input noise level is 10 uv. To obtain a noise
level output of 3 volts, a gain of 110 db is required. For other band-
widths, noise figures, output levels, and source resistances the required
gain varies somewhat, but the order of magnitude remains the same.

Dynamic Range.—Signals appearing at the input terminals of the
amplifier may have amplitudes as small as that of the noise, that is,
several microvolts, or as large as several volts. If no special care is taken
to handle the large signals, they will either drive successive stages of the
amplifier to cutoff or cause heavy grid current to flow, causing the ampli-
fier to block for a considerable period after each strong pulse and thereby
rendering it completely useless for the amplification of weak signals
during that time. Some applications require that the period of insensi-
tivity following strong signals be reduced below an acceptable minimum;
others require further that the width of strong pulses be preserved
despite limiting. In either case the problem of overload is the central

1 8ee Vol. 23 of the Radiation Laboratory Series.
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one in this type of amplifier and requires an entirely different approach
from that of Chap. 2.

Microphonics.—A problem peculiar to high-gain pulse amplifiers
is that of microphonics. Mechanical shock or vibration of the first
amplifier tube causes fluctuations in the plate current which appear as
low-frequency signals at the output of the amplifier. If the low-frequency
response of the amplifier is good enough by conventional standards to
pass the pulse satisfactorily, experience shows that microphonic signals
are considerably stronger than saturation level, in spite of all mechanical
precautions that may have been taken, such as shock mounting. Elimi-
nation of microphonic signals can therefore be accomplished only by
rejecting low frequencies somewhere in the amplifier. This rejection
results in distortion of the pulse and in low-frequency overshoots which
must be minimized in the amplifier design.

Small Amplifiers.—High-gain video amplifiers are often useful for
ultraportable applications in which performance is secondary to light
weight and low power consumption. Design of these amplifiers requires
a different emphasis. Very often the circuits actually used are inefficient
according to normal criteria such as gain-bandwidth product or number
of stages.

Theoretical Approach.—The classic method of using the amplitude
and phase response of a network in order to determine its transient
behavior is very useful in linear cases; this treatment can be applied to
high-gain video amplifiers, however, only with reservations. In the
consideration of signals below saturation level linear theory is useful to
determine rise time or optimum bandwidth for good signal-to-noise ratio.
However, in regard to large signals and overload effects the amplifier is
primarily nonlinear, and the linear theory is of little use.

Use with Square-law Detector.—High-gain video amplifiers are fre-
quently preceded by a crystal detector to make a crystal video receiver.
Since the detector is a square-law device, quantities such as dynamic
range and signal-to-noise ratio are different if specified at the input
terminals of the crystal from what they are at the input terminals of the
amplifier. For example, a 100-db dynamic range at the amplifier input
terminals corresponds to only a 50-db dynamic range at the crystal input
terminals. A more extended treatment of crystal video receivers is
presented in Vol. 23, Chap. 19, of this series.

3:2. Theory of Overshoots.—In video amplifiers condensers are
widely used for coupling and bypass purposes. If these condensers are
not to cause pulse distortion, they must behave as a perfect short circuit
for any frequency other than zero. This restriction requires that the
voltage across the condenser and therefore its charge remain constant
regardless of the presence of signals. However, all signal voltages tend
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to charge or discharge such condensers, each pulse causing a small change
in the charge of each condenser. After the end of the signal pulse, each
condenser tends to restore itself to its normal charge, thereby producing
transients that appear as spurious signals following the pulse. These
spurious signals are referred to as low-frequency overshoots, since they
arise from the poor low-frequency response of the amplifier, i.e., the
failure of the condensers to have zero impedance at low frequencies.
In the remainder of this chapter, they are referred to simply as over-
shoots and are the only type of such phenomena considered here.

In the type of pulse amplifier to which this chapter is devoted, the
large dynamic range makes the matter of overshoots the main problem.
It is not sufficient for the overshoots to be reduced to 10 per cent or even 1
per cent of the signals producing them, because even 1 per cent of a very
strong signal is still considerably stronger than the very weak signals to
which the amplifier should be sensitive. In order that the overshoot on a
1-volt signal be less in amplitude than a 10-uv signal, the overshoot must
be less than 0.001 per cent. It is for this reason that the problem of how
overshoots are produced and how they can be controlled is given the
extensive analysis that follows.

Generation of Overshoots.—Consider the circuit of Fig. 3-1, which
represents a simplified coupling
circuit. In the absence of signal, Ju L N —
all voltages are zero, there is no )
current flow, and there i8 no charge
on the condenser.

Let a rectangular pulse of cur-
rent I, be applied at the input ter-
minals. The condenser appears as
a short circuit to the leading edge of the pulse. The voltages across R; and
R; are equal and, if shunt capacity is neglected, rise instantaneously to

RiR»
"Rt Ry 1)

R, R,

F1a. 3-1.—Coupling circuit.

E=1

During the flat portion of the pulse, the condenser C charges as
though through the resistances R, and R in series. If this flat portion
continued indefinitely, a steady-state condition would finally be reached
where all the current flowed through R;, the voltage across it being
I.R,. The voltage across R, would be zero, and the voltage across C
would therefore be I,R;,. The time constant determining the rate at
which this condition is approached is (R, + R;)C. Therefore the
voltage ec across the condenser is

ec = Ian(l — ¢ (R|+Rz)0)‘ (2)
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If the pulse length 7 is short in comparison to the time constant
(R, 4+ R-2)C, the voltage across the condenser at the end of the pulse is
approximately

ec = IR, (3)

r
R, + R)C
At the end of the pulse the current ceases suddenly, leaving this voltage
on the condenser. The voltage due to the discharge current divides
between R, and R., which are in series across C, in proportion to the
resistances. Therefore the voltage across R is

e _ IaRlT R2 — IaRle T .
" (Ri+R)C (Ri+R:) Ri+R: (R +R)C

Comparison of Eqgs. (4) and (1) shows that the ratio of the overshoot to
the signal, called the fractional overshoot, is

(4)

r

‘= Bt RC @
This overshoot decays exponentially to zero with the time constant
(R1 4+ R;)C. R, is usually a plate-load resistor connected between the
plate and the B* voltage supply, and R; is a grid resistor connected
between grid and ground.

It is standard practice to make R, as large as possible in order to
reduce the fractional overshoot to a minimum without affecting the
other characteristics of the amplifier, which are controlled by the plate-
load resistor. However, this is a dangerous procedure if grid current
flows. To see this, assume as a rough approximation that when the grid
is driven positive, it acts to cause a short circuit between grid and ground
but that when it is driven negative, it acts as an open circuit. During the
pulse, therefore, R, is zero, and Eq. (3) becomes

€c = !(/i,"r' (6)
At the end of the pulse, the grid circuit is open, and the resistance across
the terminals of R. regains its original value. Thus the division of the
condenser voltage takes place across the two resistors, making the over-
shoot amplitude
_ I .,RQT
€py = CV(R1 + Rs)’ (7)

and the fractional overshoot is

.
“= TR ®
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Thus the fractional overshoot is what it would be if the grid resistor
were zero. However, the decay time constant of this overshoot is
(R1 + R2)C. Therefore, the conventional design, with R, small and R,
large, is worthless in this condition
of grid-current flow. The frac- JL S,
tional overshoot is large because the
high grid resistor has no effect, but R,
the recovery is very slow because
the high grid resistor is then
effective. R, c

In this analysis it has been as- T
sumed that the plate-load resistor
R, has been returned to ground
instead of to Bt as is actually the case in an amplifier. This fact has no
effect on the overshoot calculation in that it merely adds a d-¢c com-
ponent to the voltage across R,.

Similar calculations can be made for the decoupling, screen bypass,
and cathode bypass circuits shown in Figs. 3-2, 3-3, and 3-4. The results
are shown in Table 3-1.

1t should be noted that the overshoot in the decoupling circuit is of the
same sign as the signal, instead of the opposite sign as in the case in
coupling circuits. Its amplitude depends on the plate-load resistor

F1a. 3-2.—Decoupling circuit.

F1a. 3:3.—Cathode bypass circuit. F1a. 3:4.—S8creen bypass circuit.

and is independent of the decoupling resistor. The decay time constant
is, however, proportional to the decoupling resistor.

The screen and cathode circuits behave like the coupling circuit,
except that in both of these cases tube resistances shunt the resistor
determining the time constant. Also, since the coupling condenser
blocks direct current completely, whereas the screen and cathode bypass
condensers merely degenerate the d-c, the fractional overshoot is multi-
plied by a factor of slightly less than unity. This factor becomes
unity if the degeneration is complete. In the case of the screen bypass
condenser this factor is complicated and involves the control character-
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istics of the screen grid. Since its effect in most practical cases is negli-
gible, it is omitted in Table 3-1. The result is, therefore, 1 somewhat
conservative approximation. Similar simplifying assumptions have been
made in the cathode bypass case.

TaABLE 3:1.—FRACTIONAL OVERSHOOT AND RECOVERY-TIME CONSTANT FOR COMMON

CircuITs
s . . Fractional overshoot, Recovery time
Circuit Fig. LT constant T
Coupling.................... 81 m = ;2—, (R1 + R,)C
Decoupling. ................. 32 R_:E' = % —TT-. R.C
Cathode bypass.............. 33 o ¢ :
gm + R_k
Ry r
T 0;7 0y
Screen bypass............... 34 T m

All of these calculations are subject to the approximation r < T.
Cascaded Overshoots.—Since each condenser produces an overshoot, it
it necessary not only to understand how a single overshoot is generated

i but also to ascertain the effect of
1

h several overshoot-producing cir-
== cuits in cascade. Consider first the
response of the simple coupling cir-

e cuit of Fig. 3-1 to a signal that has

R
: € already passed through such a cir-
m cuit in a previous stage. The input
pulse then has a slightly drooping
top and is followed by an overshoot

as shown in Fig. 3-5. The action
during the pulse itself is very similar

I\ Cx;=Ce,-C to the case of the flat pulse, except
Vu that the charge on the condenser is

slightly less because of the decrease

F16. 3:5.—Waveform produced by cou- . . . .
pling circuit whose input contains a pulse 10 the driving current during the
that has already passed through one such pulse. Thisisa second-order effect
stage. and can generally be disregarded.
Thus, the voltage across the condenser at the end of the pulse can be
calculated from Eq. (3).

At the trailing edge of the pulse, the input current drops not to zero,
as in the previous case, but to the negative value of the overshoot pro-
duced by the previous stage. This current produces an output voltage
that is the same in per cent as the input overshoot. To this voltage is
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added the voltage across the condenser, and an overshoot is thus produced
whose amplitude is the sum of the original overshoot and the one that
would be produced by this circuit if there were no previous overshoot
present.

The decay of this double overshoot is more complicated than that of
the single case. The sudden change in sign of the signal at the end
of the pulse is followed more slowly by the condenser, which discharges
and then charges in the opposite direction, aiming always for the point
at which the condenser voltage equals the input voltage and the output
voltage is zero. The waveforms for this case are shown in Fig. 3-5.
Since the input signal is decreasing exponentially while the condenser
voltage is increasing, a point (point
p in Fig. 3-5) is reached where the
two curves cross and the input volt-
age crosses the baseline. . The con- F1a. 3-6.—Waveform of pulse obtained
denser now discharges, its voltage from several successive coupling-circuit
being always greater than the input Tngee. e;rc}:"'c‘:“;l‘i’;‘: crossing of the base-
voltage. This discharge action
produces a secondary overshoot in which the voltage rises to a maximum
in the same direction as the original signal and then drops exponentially
to zero, as shown in Fig. 3-5.

Each successive condenser adds another overshoot. Thus after a
number of such stages a waveform similar to that shown in Fig. 3:6 is
obtained.

Although the preceding analysis presents a good qualitative picture
of the secondary overshoot, in order to obtain quantitative information
about its amplitude and duration it is necessary to go to a more rigorous
mathematical treatment. Consider then the differential equation for
the circuit of Fig. 8-1:

dez (7} _ leg d’h
AT T Bt Ry & 9)

where e, is the output voltage, 7, is the input current, and T is the time
constant (R, + R.)C. The solution of Eq. (9) is

¢t t o ]
-7 Rle - / d‘h 4
= T e T bkl 3P 4

e =Ade T + B+ B e n dt, (10)
where A is a constant of integration.

If 7, is the result of the overshoots produced in m previous stages, it
can be considered as the sum of exponential terms, each term represent-
ing an overshoot. Thus

ot
% = 2 Iie T (11)

i=1
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where T’ is the time constant of the jth circuit, all the T/s being assumed.
for the moment, to be unequal. Substituting Eq. (11) in Eq. (10), the
result is

es = Ae 7 + Rk 1 e -7 e%'_%fdt
: T (R Ry T;
-t N E. -+
=Ade T+ e T, (T;=T), (12)
1 — 21
=1 T

where E; = R\R:/(Ry + R:)I; is the output voltage that would be
produced by an input signal I;, if the effect of C were neglected.
If any of the T;s are equal to one another, there are terms in the

¢
expression for ¢; of the form (¢/T;)*e T:, which also appear in the expres-

t
sion for e;.  If any of the T;'s are equal to T, terms of the form (¢/T)*e T
appear in the expression for e2. The exact values of these terms can be
determined by substitution in Eq. (10). Because of the complicated
algebra involved in this substitution, only the results for the general case
are given here.
Consider the general case of an amplifier in which, preceding the
circuit being considered, there are = circuits of time constant T' and s cir-
cuits of time constant T';, where there are m different values of the time

m
constant 7T'; and n; circuits for each value T;. Then s = Z n;, and the
j=1
total number of circuits preceding the one considered is therefore
r + z n;. Then

j=1

-1 . r ot m nj—1 . ot
ORI
k=0 i=1 k=0
and
eg—AeT-i-zEk() &i (3)
k=0
m ni—1 (l k‘i
-t
3 IR e
j=1 k=0 1-_' ——) (k——l)' T,)

where Ei and E); are the products of I+ and I,; by R\R:/(R1 + R»).
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Equation (13) is quite complicated for use in amplifier design. If the
presence of equal time constants is disregarded in an amplifier and Eq.
(12) is used instead, an error is introduced which is, in general, not
sufficient to alter the order of magnitude of the overshoot. Hence Eq.
(12) is generally used for all rough calculations.

Examination of Eq. (12) shows that each overshoot entering the
input terminals appears at the output terminals modified in amplitude
by the factor 1/1 — (7;/T), but with the exponent unchanged. There
is added a term corresponding to the overshoot that would be produced
by this particular coupling circuit in the absence of other overshoots.
The amplitude of this term is dependent upon the initial value of the over-
shoot. Since this has been shown by the previous analysis to be the sum
of the individual overshoots each acting independently, the value of A
can easily be obtained.

Using this analysis it is simple to trace each overshoot through an
amplifier. At each successive coupling circuit an overshoot of given time
constant is changed in amplitude, but not time constant, by a factor

1 — T;/T. If the time constant T of a coupling circuit is much greater
than the time constant T'; of the overshoot, 1 — T;/T is close to unity,
and the overshoot amplitude is unchanged by this circuit. This con-
clusion is reasonable, since the charge on a condenser can not change
appreciably during a time short in comparison to the time constant of
the circuit. If on the other hand T is much less than T';, the factor
1 — T;/T is very nearly equal to —T;/T. A long overshoot is there-
fore reduced in amplitude by a coupling network having a short time
constant by a factor equal to the ratio of the time constants involved.
Furthermore, the sign is changed, making the long time constant over-
shoot appear on the other side of the baseline. It is this change of sign
which gives rise to secondary and higher-order overshoots.

If T is nearly equal to T;, very large values are obtained for the over-
shoot amplitude. However, in order to satisfy the initial conditions, A
is also large and opposite in sign to the other overshoot amplitude.
Since T is very nearly equal to T, the exponents of these terms are very
nearly equal for small values of ¢/T. Thus the two large terms
very nearly cancel. To avoid taking the difference between two nearly
equal large terms a good approximation can be made for small values
of ¢/T by assuming that T is equal to T;.

Nonlinear Effects.—Although ordinary linear-circuit analysis breaks
down in cases where amplifier stages are overdriven, the theory of over-
shoots as described here can still be applied. It is merely necessary to
consider the effects of limiting on each signal wherever limiting occurs.
The charging of the coupling condenser by grid current has already been
considered.
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The first effect of limiting is to clip the top of the pulse, as shown in
Fig. 3-7, reducing the amplitude considerably. When limiting occurs,
the term fractional overshoot, as used in the preceding analysis, becomes
ambiguous. This term was defined in reference to the signal amplitude
at the point where the overshoot is produced. Thus the actual amplitude
of an overshoot of 1 per cent, pro-

|r\ N duced before limiting, will be greater
! \l at the amplifier output terminal
i — than a 10 per cent overshoot pro-

duced after limiting has reduced the
signal amplitude by a factor greater
than 10. Therefore, although the
use of fractional overshoot is con-
venient for the calculation of a
single circuit, it is better to convert
to absolute values in volts before combining the effects of several circuits.
If this is done, there is no difficulty in using the methods previously
outlined.

The shape of the top of the pulse depends upon whether the limiting is
caused by driving the grid of a tube beyond cutoff or into the positive
region. If the tube is cut off, the top of the pulse appearing on the plate
must be flat, as shown in Fig. 3-7, because changes in the grid voltage
below cutoff have no effect on the plate current. However, if limiting
is produced by driving the grid positive, an increase in the grid voltage
still increases the plate current, even though considerable power is
required from the driving source. The top of a pulse limited by grid
current still has a nonzero slope, although it is very much less than the
slope of the input pulse.

As long as the pulse alone, and not the overshoot, is clipped, Eq. (13)
holds without reservations. The limiting affects only the value of the
constant A, which is chosen to meet
the initial conditions as modified by N
the clipping of the pulse. In most AN
cases, the overshoot amplitudes are N
kept sufficiently low so that they al S8
are not clipped. If as in Fig. 3-8
this is not true, Eq. (13) still applies, \/
but allowance must be made for the
discontinuity. The limited portion F1a. 3-8.—Limiting of an overshoot.
of the overshoot (between points
a and b in Fig. 3-8) can be considered as a single overshoot, having an
infinite time constant. The constant A of Eq. (13) can be found from
the initial conditions (Point a). The portion of the overshoot following

F1a. 3:7.—Limiting.
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Point b is the same as if there were no limiting, except that a new value
of the constant A, determined by the conditions at Point b, is again
required.

3.3. Circuit Design for Minimum Overshoot.—Since the magnitude
of the overshoot produced by a given circuit is inversely proportional
to the time constant of the circuit, it is theoretically possible to make all
overshoots negligible simply by making all the time constantssufficiently
large. Practically, however, there is a limit to the maximum usable
values of resistance and capacitance, and it is generally impossible to
design a high-gain amplifier with no overshoots at all. Furthermore,
even if it were possible, some form of low-frequency-rejection filter to
eliminate microphonics would still be needed. This filter would neces-
sarily introduce an overshoot, since it would effectively introduce a short
time constant.

Although it is impossible to eliminate overshoots completely, it is
advantageous wherever possible to design circuits so that the overshoots
produced by them are negligible at the output terminals of the receiver.
The magnitude of the overshoot following a very strong signal must
therefore be negligibly less than the magnitude of a very weak signal, or
else the fractional overshoot must be negligibly less than the ratio of the
weakest signal to the strongest.

Because of limiting, the dynamic range of signals actually present
at any given point in the amplifier varies from point to point in the
amplifier. At each point of limiting, all signals above a certain amplitude
are clipped. The dynamic range beyond this point is thus reduced, and
therefore the allowable fractional overshoot is increased. Thus the first
few circuits have the most severe requirements on the time constants
in order to eliminate overshoots. The nearer a given circuit is to the out-
put end the shorter its time constant can be without introducing appre-
ciable overshoot.

If the dynamic range of an amplifier is one million, the fractional
overshoot produced by any circuit preceding the first point of limiting
must be less than one-millionth if the overshoot is to be negligible at the
output end. This condition can generally be achieved only if there is a
short time constant later on in the amplifier. If all time constants were
long, the fractional overshoot produced by the first circuit would be
approximately equal to the ratio of the pulse length to the time constant.
To make this negligibly less than 10-%, a time constant of the order of
seconds would be required for a 1-usec pulse. It is impossible to obtain
this value of time constant in most practical cases. As discussed in
Sec. 3-2, use of a short time constant T'; later in the amplifier reduces the
magnitude of the overshoot of time constant 7'y due to the first circuit
by 1 — T,/T,. In most practical cases this is approximately the ratio
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of the time constants. The fractional overshoot for the overshoot of
time constant 7'; is then given by

~3

T 712

l

a=

T,
: T—l = (14)

~
x|

Solving Eq. (14) for T’ yields

T, = \/g—T” (15)

Assuming that the overshoot must be one-tenth of the weakest signal
in order to be negligible, a is 10~7 for a dynamic range of one million.
Then, assuming as typical values 7 = 2 usec and 7', = 5 usec, T’ is found
to be equal to 10,000 usec, which is not an unreasonably high value for
some circuits.

Overshoots tn Conventional RC-circuits.—The expressions for the frac-
tional overshoots of the common RC coupling, decoupling, cathode-
bypass, and screen-bypass circuits are given in Table 3-1.

For coupling circuits, the upper limit on grid resistors for most tubes
is about 1 megohm. If no grid current is drawn, a condenser of 0.01 uf
gives a time constant of 10,000 psec. If the value of the resistor is
closer to 0.1 megohm, the condenser required is 0.1 uf. These are
reasonable values for use in most amplifiers, except those where extremely
small size is required. However, the use of a ‘‘postage-stamp’’ size
0.01-uf condenser with a 1-megohm grid resistor allows a fairly small
amplifier to be built.

If grid current is drawn, the grid resistor is shunted by the input
conductance of the tube and no longer affects the time constant, which
is now dependent upon the plate-load resistor and coupling condenser
only. Since the plate-load resistor must carry the plate current of the
tube, values higher than 50,000 ohms are not generally used. Although
some special applications allow the use of a higher resistor, triodes are
used in these cases for certain reasons discussed below (see Sec. 3:5).
The plate resistance of the triode, therefore, effectively shunts the load
resistor, and the parallel combination is generally less than 50,000 ohms.
The coupling condenser required for a time constant of 10,000 usec is
therefore at least 0.2 uf and is generally higher. Elimination of over-
shoots therefore becomes impractical with simple RC-coupling if grid
current is drawn. Note that the use later in the amplifier of several
small time constants instead of only one introduces another factor in
Eq. (14) reducing the fractional overshoot a. This procedure allows the
use of a time constant smaller than 10,000 usec in the first circuit.

Decoupling circuits can generally be designed for negligible over-
shoot. The plate load and decoupling resistors can commonly be made
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as high as 10,000 ohms. This value of resistance requires a capacity
of 1 uf to get a time constant of 10,000 usec. For a large amplifier this
capacity is allowable, but for small amplifiers some other scheme must be
used. Generally several small time constants later in the amplifier
alleviate the problem.

Screen-bypass circuits require components of the same order of
magnitude as decoupling circuits and are therefore subject to the same
limitations. For this reason, it is ofter advantageous, especially where
small size is important, to use triodes and eliminate the screen-bypass
circuit.

Table 3-1 shows that the resistance determining the time constant
of the cathode circuit is equal to the g. of the tube. Enormous cathode-
bypass condensers are required to obtain a time constant of 10,000 usec;
e.g., a tube having a g, of 3000 ymhos requires a cathode-bypass con-
denser of 30 uf. For this reason it is common practice to leave cathode
resistors unbypassed. If the cathode resistor is kept small, the loss in
gain due to degeneration is not appreciable. In some cases, the cathode
resistor is bypassed by a small condenser in order to improve the high-
frequency response. In this case the time constant is so short that the
overshoot is negligible and is obscured by the slow trailing edge of the
pulse caused by poor high-frequency response.

Secondary Qvershoots in Circuits with Two Short Time Constants.—
When there are two short time constants, it can be shown by considering
Eq. (12) that there will, in general, be a secondary overshoot. The
factor 1 — T;/T is negative for the term involving the larger of the two
time constants. After a sufficiently long time the term having the
shorter time constant becomes neg-
ligible with respect to this term.

Since its sign is negative, it repre-

sents an overshoot in the opposite

direction from the original over-
shoot and therefore a secondary
overshoot. The time at which the
crossing of the baseline occurs is
always equal to some value between Fis. 3.9.—Elimination of secondary over-
those of the two time constants and shoot by drawing grid current.

can be found by equating the two terms. Hence, the secondary over-
shoot can be considered to be of negligible magnitude only if the longer
time-constant overshoot is negligibly small.

Elimination of Secondary Overshoot by Means of Grid Current.—By
use of grid current, the secondary overshoot normally produced by two
short time constants can be avoided. As shown in Fig. 3-9, the charging
of the coupling condenser by grid current produces an overshoot so much
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larger than that in the ordinary case that it completely obliterates the
secondary overshoot normally present. The recovery in this case is, of
course, poorer than in the absence of grid current; however, in some
applications elimination of the secondary overshoot is more desirable
than quick recovery.

This effect can very easily be considered quantitatively by using
different values for the charging time constant and the discharging time
constant of the circuit drawing grid current.

Let T2, be the time constant of charge of this circuit and T'» the time
constant of recovery. The expression for the instantaneous overshoot
voltage, given by Eq. (12), involves T’y only, since there is no grid current
during the overshoot. (This assumption supposes no secondary over-
shoot, which would drive the tube into the grid-current region again.)
Let T, be the other short time constant in the amplifier. Then, sub-
stituting in Eq. (12),

t
es = Ae To + (16)

A is determined by the initial value of the overshoot. Since the initial
value is determined by the charging of the coupling condenser, 7'y is not
involved. Thus the fractional overshoot is the sum of those overshoots
produced by T2, and T, acting independently, or

T T
a—T‘l'f'-T—za' (17)

Substituting this equation into Eq. (16) at ¢ = 0 and solving for 4,
TQb - Tl _ T%

A= T T =T (18)
Substituting this into Eq. (16),
¢
Tl(sz — T1 - Tu) —{—b re—Tl
= ks —_— 1
= T, Ta—Ty ¢ T ; (19)
T:{\1 — &
T

If Ty = T1+ T, both terms have the same sign, and there is no
secondary overshoot. Optimum recovery occurs when T'ap = T’y -+ T'a,
and the first term drops out. In this case, the recovery is the same as
if the second coupling circuit were absent.

Choke-coupled Circuit.—It has been shown that when grid current is
drawn, the plate-load resistor must be made as high as possible to reduce
the charging time constant of the coupling condenser. Since this
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produces a large voltage drop across the resistor, considerable power is
wasted. A high supply voltage and a high-wattage resistor are uneces-
sary. To avoid these complications, a choke can be used in place of the
plate-load resistor. The choke acts as a high impedance during the
charging of the coupling condenser but has a negligible d-¢c voltage
drop. The circuit is shown in Fig. 3-10.

In a circuit of this type, the inductance of the choke may resonate
either with the stray shunt capacity C, or with the coupling condenser
C., producing a train of damped
oscillations following each pulse.
This train of oscillations is effec- L
tively a series of overshoots and is
therefore highly undesirable. To
avoid this effect, both circuits must
be damped by the grid resistor so
that the transient following the
pulse is not more than a single or
at the most a double overshoot.
Since the value of the grid resistor
is determined by the amount of gain
desired, the inductance of the choke is determined by the condition for
greater than critical damping. Thus

L < &R, ]

B+

——

Fia. 3:10.—Choke-coupling circuit.

4
L = 4C,R%

The overshoot produced by the charging of the coupling condenser can
be analyzed in the same manner as that for the coupling circuit of Sec.
3-2. At the start of the pulse there is no current flowing in the choke.
Therefore all the current must be charging the coupling condenser. If
the pulse length is short compared with the resonant period of the tuned
circuit formed by the choke and the coupling condenser, the current flow
through the inductance is negligible and the approximation can be made
that all the current flows through the condenser during the pulse. The
voltage across the condenser at the end of the pulse is then

ec, = I—é"f‘ (21)

The discharging of the condenser through the choke and the grid
resistor can be broken up into two parts: (1) the building up of the current
in the choke and (2) the discharging of the condenser. This simplification
is possible because the time constant of the inductance circuit is very
short compared with the discharge time constant of the condenser. The
condenser can therefore be considered as a source of constant voltage while

(20)
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the current builds up in the inductance; the inductance can be considered
as a short circuit during the discharge of the condenser.

At the instant of the trailing edge of the pulse, there is no current
flow because of the inductance of the choke. The full voltage of the
condenser appears across the choke. The current then increases exponen-
tially, approaching a steady-state condition where the full voltage across

the condenser appears across the

/l resistor. The timeconstantis L/R.

. The condenser discharges with a

\/ time constant RC as in the conven-

| tional RC-coupled circuit. This is

L shown in Fig. 3-11. Thus the over-

F1a. 3-11.—Overshoot produced by choke-  gh ot differs from that produced by
coupling circuit. . R .

RC-coupling only in the slow rise

time caused by the charging of the inductance. The magnitude of the

overshoot is equal to the original voltage across the condenser, which is

given by Eq. (21). Since the magnitude of the signal is

e. = IR, (22)

the fractional overshoot is
.

Typical values for a choke-coupled circuit are R, = 27,000 ohms,
L = 85 mh, and C, = 0.02 uf.

The time constant of the inductive circuits is then 3.15 usec, which is
small compared with 540 psec, the time constant of discharge of the con-
denser. This value is far from the 10,000 usec needed for elimination of
the overshoot. Choke coupling is therefore not used in applications
where overshoots are not allowable.

““Smearer” Circuit.—The type B+
of circuit commonly called a R
‘“smearer’’ is similar in principle
to the method of using grid current
to eliminate a secondary overshoot.
This circuit makes use of the sharp Cs
drop in plate resistance that occurs
when a tube is driven positively ,[
from a point where the plate cur-
rent is low. Figure 3-12 shows a
smearer. The tube is operated
with a very high plate-load resistor shunted by a condenser C,. This
condenser can be an actual capacitor, but in many cases the stray
capacity is sufficient.

F16. 3:12.—8mearer ocircuit.
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A positive signal on the grid of this tube drives it into a highly con-
ducting region where the plate resistance is low. The condenser C, is
therefore charged very rapidly, as the time constant is short. At the end
of the pulse, the negative overshoot on the grid cuts the tube off, thereby
raising the plate resistance of the tube to infinity. The condenser C,
must therefore discharge through the high plate-load resistor R. Since
this time constant is long, the negative signal at the plate comes back
exponentially to the baseline. If this time constant is sufficiently long
compared with the time constants of the overshoots, the overshoots are
completely eliminated, at the cost, however, of stretching the pulse con-
siderably and obscuring any weak signals that may be present during the
decay of the pulse.

Since the decay of the pulse in this type of circuit is exponential, the
previous analysis of cascaded overshoots applies to this circuit as well, and
an analytic treatment of it similar to that for the double short-time-con-
stant circuit is possible.

Diode Clippers.—An obvious method of eliminating overshoots before
they have an opportunity to be amplified and to produce secondary over-
shoots is to clip them by means of diodes as they occur. A diode, intro-
duced into the circuit after each overshoot is generated, should pass the
signal but reject the overshoot, which is in the opposite direction. Unfor-
tunately, this simple procedure is not practical for several reasons:

1. Since there is no perfect diode having a sharp discontinuity in its
resistance, diodes act as ideal diodes only at high levels. Thus, if
there are two overshoot-producing circuits in the early stages of the
amplifier, diodes are of little use, since the secondary overshoot
produced at low levels is in the same direction as the signal and
cannot be eliminated at high levels by a diode.

2. Because the diode does not act as a perfect short circuit in one direc-
tion and a perfect open circuit in the other, overshoots are not
completely clipped by the diode but are merely attenuated. Thus
a strong overshoot may come through a diode in sufficient magni-
tude to cause trouble later on.

3. The impedance of a diode in the backward direction, particularly
at low levels, is far from infinite. Thus a diode loads the circuit in
which it is introduced. This is particularly serious when the stage
gain is high and all extraneous loading must be avoided.

4. In clipping an overshoot, a diode also obliterates all weak signals
occurring during the overshoot. This effect is illustrated in Fig.
3:13.

Despite these disadvantages, diode clippers can be used advanta-
geously in numerous applications as long as their limitations are kept in
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mind. The new germanium crystals,! which are considerably better than
most common vacuum tubes for this purpose, may make possible the use
of diode clippers in applications for which a vacuum-tube diode could not
be considered.

There are several types of circuits in which diodes can be used. The
series diode, shown in Fig. 3-14a,
presents a low impedance to the
signal and a high impedance to
the overshoot, thus attenuating it
by a factor equal to the ratio of
- - the diode load resistance to the

L diode back resistance. Since the

diode forward resistance is not zero,
Fig. 313.—Loss of weak signal when there is some attenuation of the
clipping overshoot. :
signal as well.

The shunt diode, shown in Fig. 3-14b, presents a high impedance to the

signal and shunts the overshoot with a low resistance. The reduction of

b
[
[
)

s

i e
OO % O
= —
F1q. 3:-14a.—Series diode. Fig. 3-14b.—Shunt diode.

overshoots resulting from use of a shunt diode is a function of the resist-
ance of the circuit in which it is inserted and is equal to the ratio of the
circuit resistance to the diode back
resistance. Here, again, there is
some attenuation of the signal itself,

this time because the back resist-

ance is finite. Ij:l::\i
%zo
=

It _——-
LAY

In using diodes, care must be
taken not to produce unintentional
““smearing’’ of the signal by the
slow discharge of stray capacitances
through the back resistance of the
diode. In the series diode, shown in Fig. 3-14a, smearing can happen
unless the diode resistor is small.

F1a. 3:15.—Delay-line coupling circuit.

1 See Vol. 17, Chap. 5, of this series.
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Diodes used directly in the circuit producing the overshoot do more
than merely clip the overshoot. If a shunt diode, for example, is used
in place of a grid resistor, the coupling condenser charges through a high
resistance. The charging time constant is therefore long, producing a
small overshoot. Moreover, the condenser discharges through a low
resistance, thus recovering much
more rapidly than would normally
be expected. This same effect can
be obtained without an auxiliary
diode in a stage where the grid is —
driven negative, and any overshoot
produces grid current. The grid-
cathode circuit here acts as a diode,
but only when there is no overshoot
present before this stage. Any
earlier overshoot is not shortened

[ |
B

F16. 3-16.—Response of delay- Fic. 3:-17.—Advantage of rectangular over-
line circuit to pulse. shoot.

by this short time constant; instead it charges the coupling condenser in
the opposite direction through the low-impedance path of grid circuit or
diode and produces a serious secondary overshoot.

Delay-line Grid Circuit.—1If a delay line is used in the grid circuit of an
amplifier, as shown in Fig. 3-15, a pulse at the input terminal travels to
the end of the line and is reflected back in opposite phase. This reflected
pulse in turn produces a second pulse, equal and opposite in sign to the
original, and delayed by a time which is twice the length of the line, as
shown in Fig. 3-16. This reflected signal can be considered as an over-
shoot, which, instead of being exponential in shape, is rectangular. If
the duration of an overshoot is defined as the time required for it to decay
to a given absolute level, the rectangular overshoot has the great advan-
tage of being constant in duration, regardless of signal strength, whereas
the duration of the usual overshoot with exponential decay increases with
signal strength. Thus the weak signals following a rectangular overshoot
are preserved, whereas those following an exponential can be lost, as
shown in Fig. 3-17.

The effect of the delay line upon a long overshoot is illustrated in Fig.
3-18. The delayed signal is subtracted from the undelayed signal to give
the resultant. The difference in amplitude between the delayed and the
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undelayed signals is the amount by which the undelayed signal has
decayed during the delay and is equal to the amplitude of the overshoot:

_la ta
a= —a(l —e T) = a 7 (24)

where ao is the fractional overshoot of the original signal, {; is the delay
time, and 7' is the time constant of the overshoot. This relation is very
much like that for the reduction
of overshoots by the factor of
1 — T,/T; by circuits having short
time constants. Thus, the delay-
line circuit behaves with respect to
previous overshoots like a circuit
having a time constant equal to the
delay time.

The main disadvantage of the
delay-line circuit is that the charac-
teristic impedances of common de-
lay lines are considerably lower
than the load impedances generally
desired in a high-gain amplifier.
Reflected signal The use of this type of circuit,
L | therefore, causes a loss of gain in

all amplifiers except wide-band

amplifiers, which use low load

resistors. Also, there is a small

loss in signal-to-noise ratio because
[ the delayed noise adds to the
undelayed noise, increasing the
noise power.

This analysis has assumed
ideal behavior of the line circuit.
Actually there is attenuation in
| the line, and the reflected signal

Fig. 3-18.—Effect of delay line upon is not so large as the original.
signal with overshoot (delay time equal to This effect modifies Eq. (24),
pulse width). replacing the 1 by a number
less than unity. Note that if the attenuation of the line is correctly

Original signal

Resultant signal

ta
adjusted, this number can be made equal to e 7, in which case the over-
shoot completely cancels out. This adjustment is generally not practical
for large-scale production but is useful in the laboratory.
If the line is not terminated in its characteristic impedance, there are
multiple reflections, producing multiple overshoots. Even if these over-
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shoots are small, they are important for a sufficiently large signal. The
inherent advantage of the rectangular overshoot over the exponential
is then lost. If the terminating impedance is less than the characteristic
impedance, there is a reversal of sign on reflection, and a signal of the

S e

F1a. 3:19a.—Pulse response of delay-line circuit terminated in too low an impedance.

same sign as the original signal is sent down the line. All the reflections
are therefore of the same sign as the first, and the result is a lengthening
of the overshoot in steps, as shown roughly in Fig. 3-19a. If the termina-
tion is higher than the characteristic impedance, there is no sign reversal,
and the signal is reversed in sign once each trip, thus producing reflections

— e e ———— e e —— _———

Fia. 3-19b.—Pulse response of delay-line circuit terminated in too high an impedance.

of successively alternating sign. This produces multiple overshoots, such
as are roughly shown in Fig. 3-19b.

Exact termination is difficult, especially with commercial tolerances on
resistors. The maximum per cent overshoot that can be expected is
roughly the tolerance of the resistor used. The difficulty of termination
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is accentuated by any nonlinearity in the grid circuit, such as would
occur with a positive signal strong enough to draw grid current. For this
reason a certain degree of mismatch is to be expected; and since it is pref-
erable to have a lengthened single overshoot rather than multiple over-
shoots, it is desirable to design the termination slightly lower than the
characteristic impedance. This still gives a result sufficiently better
—Lr than simple RC-coupling to justify
its use for some applications.
—— The combination of germanium-
crystal clippers and delay lines is
very effective. A crystal in series
with the termination prevents load-
ing of the original signal by the
termination but still acts as a match
for the reflection, which is opposite
in sign. The nonlinear effect of
the grid circuit on the termination
= ' can be eliminated by use of a series
Fie. 3-20.—Delay-line circuit using crystal crystal, which allows the original
clippers. signal to pass but acts as an open
circuit for the reflected signal. This crystal also automatically clips the
overshoot. A circuit of this kind is shown in Fig. 3-20.

I'nverse-feedback Pairs.—The inverse-feedback-pair circuit described in
Chap. 6 can be used in a high-gain video amplifier to improve the over-
shoots. Because of two effects, considerably better performance can be
obtained from a properly designed feedback pair: (1) If a feedback-pair
amplifier is designed so that negative signals appear at the input terminals
of the pair, the constants of the pair may be adjusted so that without
excessive loss of gain the positive signal appearing at the second grid is
limited to a value that does not cause grid current to flow. (2) Feedback
also has the effect of reducing the overshoot of the interstage coupling
circuit by a considerable factor from what it would be in the absence of
feedback.

It is shown in Chap. 6 that the relative values of the load resistors in a
feedback pair can be adjusted without changing the over-all response of
the pair, provided that the feedback resistor is properly varied. This
adjustment has the effect of varying the relative gains of the two stages
without changing the over-all response. Overloading of the second grid
can therefore be minimized by putting as much gain as possible in the
second stage and as little as possible in the first. The maximum signal
appearing at the second grid is then much less than in a circuit with the
same over-all gain and no feedback, and the overshoot on the maximum
signal is not so great. In some cases, it may even be possible to design
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the pair so that no grid current is drawn at all; this is a considerable
improvement.

The theory of Chap. 6 cannot be applied to this problem without
reservations, because large signals drive the tubes over a sufficiently wide
range to make the assumptions of linearity invalid. Some theory using a
nonlinear characteristic or making certain approximations can perhaps
be worked out, but this has not yet been done. The procedure for design-
ing this type of amplifier has been
one of cut-and-try, using the tube- —
characteristic curves given in the R, R,
tube manuals.

The effect of feedback upon
overshoots can be calculated by
using the same fundamental ap- L_|
proach as was used in Sec. 3-2. If
the time constant of the circuit is
assumed to be long in comparison
with the pulse length, it is possible ~ —+—
to calculate from the charging cur-
rent and the pulse length the volt-
age appearing across the coupling condenser at the end of the pulse.
Thus, for the circuit of Fig. 3-21, the voltage across the condenser at the
end of the pulse is

Fi6. 3-21.—Inverse feedback pair.

(25)

where E, is the amplitude of the signal pulse appearing at the grid of the
second stage. The portion of this that appears across the grid resistor
at the end of the pulse can be shown to be

& _ R,

ec N R, + (Rz + Ru)Rl nglR2Rq
" Ri+R:+ R Ri+ R:+ Ry,

Substituting Eq. (25) in Eq. (26) one finds the fractional overshoot to be

(26)

C [R + ngleR, + (R2R12)R1 ]
* " Ri+ R+ R R+ R+ Ry

T

1 4 B
CR ( gl Ry ) 1+ R, + R, + R, + Ry,
? R, + R, + R, ngg ngsz

r
ngle
"Ri+ R, + R

~

CR
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Thus for an amplifier where no grid current is drawn, so that R, can
safely be made large, the fractional overshoot is reduced by a factor of
gmB1Rs/(R1 + Rs 4+ Ry;) over that of an amplifier without feedback.
This effect is very useful in the early stages of high-gain amplifiers where
huge capacitors would otherwise be necessary to eliminate overshoots.
As an example, consider the following typical values for such a circuit:

R1 = Rz = 10,000 Oth.
Ri» = 50,000  ohms.
gn = 3000 pmhos.

For these values, the fractional overshoot is improved by the appreci-
able factor of 6.

The recovery time constant, as might be expected, is given by the
denominator of Eq. (27);

( {4 R
— g,..Rme ) Rz R, + R, + Rm
T CRD (Rl + R2 + Rl‘.’ l + ngy + nglR2

~ ngle .
CR, (Rl T Ra Ru) (28)

Direct-coupled Inverse-feedback Pair.—The obvious method for elimi-
nation of the problem of charging
of the coupling condenser by grid
current is the elimination of the
coupling condenser. Any conven-
tional direct-coupled circuit can be
used, carrying along with it the
usual disadvantage of direct-cou-
pled circuits, in particular, the need
for a more complicated power sup-
ply. Use of an inverse-feedback
pair in conjunction with direct cou-
pling, as shown in Fig. 3-22, allows
. ) . the use of an ordinary power supply
It m.3~22.—D1rect-c;>:ix:.led1nvers¢>feedback of the type use d for other video
amplifiers.!

In this circuit, the first tube of the pair is generally operated at a low
plate voltage, at which the tube still performs satisfactorily as an ampli-
fier. The grid of the second tube is directly coupled to the first plate,
and the large second cathode resistor furnishes sufficient cathode bias to
bring the cathode potential above the grid potential by the desired

! The unique advantages of the direct-coupled inverse-feedback pair were demon-
strated by R. J. Grambsch at the Radiation Laboratory.
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amount. Because of the two types of d-c degeneration present in this
circuit, it is unusually stable with respect to power-supply and tube varia-
tions. The unique feature that enables its use as a practical amplifier
is the effect of the feedback in reducing overshoot caused by the cathode
bypass condenser, thus making possible bypassing of the large cathode
resistor, which would otherwise cause a high lossin gain dueto degeneration.

By an analysis similar to that for the inverse-feedback pair, it can be
shown that feedback reduces the cathode-circuit overshoot by the same
factor as it reduces the coupling-circuit overshoot in the capacity-coupled
feedback pair. This factor is given by Eq. (26), with R, taken as infinite.
Therefore, the factor by which the fractional overshoot is reduced is
1+ (nglR2/Rl + R: + Ru).

Thus it is possible to design a direct-coupled feedback pair in which
the cathode of the second stage is bypassed. This has the advantage over
all other types of circuits considered here in that it eliminates the problem
of grid current. Note, however, that it is restricted to the case where
negative signals only are impressed upon the first grid of the pair; for
amplifiers that must handle both positive and negative signals this type of
circuit is useless.

Effect of Shunt Capacitance.—The shunt capacitance to ground always
present in coupling circuits has
been neglected thus far because, in
common RC-coupled circuits, its H
effect is only to slow up the leading '
and trailing edges of the pulse, =i:c,

]
i
i
1

.-1

since this capacitance must be

AN i

Fra. 3:23.—Usual effect of F1G. 3-24.—Coupling circuit including shunt
shunt capacity. capacity.
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charged before any voltage change takes place. Thus the usual effect of
shunt capacitance is that shown in Fig. 3:23.

With some of the special circuits described here, such as the choke-
coupled or feedback circuits, another effect of shunt capacitance may be
present which leads to overshoots. This effect can occur in all circuits
where the full voltage across the coupling condenser does not appear as a
signal on the grid after the pulse but divides between several branches.

Consider the typical coupling circuit of Fig. 3:24, with shunt capaci-
tances C, and C,. At the end of the pulse, before there is current flow in
the resistors to bring about the distribution of voltages discussed in Sec.
32, there will be a brief flow of current charging up the capacitances C,
and Ca. The voltage on the coupling condenser is thus divided between
the grid and plate circuits inversely as the associated shunt capacitances.
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Therefore the magnitude of the overshoot depends upon the ratio of the
capacitances rather than on the ratio of the resistances, as was mentioned
in Sec. 3-2. As current begins to flow through the resistors, however, the
charge on these shunt capacitances changes, and the conditions of the
previous analysis hold. The time required for this change to take place
depends upon the time constants of the shunt capacitance and the load
resistors.

The initial magnitude of the overshoot as caused by this shunt capaci-
tance can differ considerably from the values obtained from the previous
analysis. Thus for the case where R, is very much greater than R, or for
the analogous cases of choke coupling and inverse feedback, which depend
for their effectiveness upon having only a small portion of the condenser
voltage appearing on the grid, the
actual initial overshoot may be con-
siderably greater than would be

expected from Table 3-1 or from
r Egs. (23) or (27). This effect is of

comparatively short duration, as
the ratio of its time constant to that
of the expected overshoot is equal
to the ratio of the shunt capacitance to the coupling condenser. Thus
it appears as a sharp spike at the beginning of the overshoot, as shown in
Fig. 3-25.

This effect may be troublesome in cases where the circuit has been
designed to have a negligible overshoot according to previous considera-
tions. The spike may be enough larger than the overshoot to come
through the amplifier as an appreciable signal. Because it depends tv a
large extent upon stray capacitances, the effect is difficult to track down
experimentally. One obvious cure is to transfer the spike to the plate by
loading the offending grid circuit with a small condenser; this changes
the distribution of the coupling-condenser voltage between the plate and
grid circuits.

3-4. Design Considerations.—In the design of a complete amplifier,
the individual circuits are chosen and combined in order to give the desired
over-all performance. Because of the serious overload problem, the main
consideration is usually one of overshoots; however, there are also other
factors that must be considered.

Recovery.—A strong signal passing through an amplifier produces over-
shoots obscuring following signals. The amplifier is ready for normal
operation only after these overshoots have decayed to a level less than the
weakest signals handled by the amplifier. The recovery time of an
amplifier can then be defined as the time required for the decay to occur
after the strongest signal that the amplifier can handle.

Fie. 3:25.—Spike often produced by shunt
capacity.
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Overshoots that are reduced to negligible amplitude at the output
terminals of the amplifier can still be damaging to recovery. Overshoots
produced by long-time-constant circuits are often easily reduced to
negligible magnitude by a short time constant later in the amplifier.
However, if the overshoot attains a sufficient magnitude to overdrive
any stage before it encounters the short time constant, it causes a varia-
tion in gain of this stage over a period of time during this overshoot, even
though the overshoot itself is later reduced to negligible amplitude.
This condition is illustrated in Fig. 3-26, which shows a possible block
diagram with waveforms of the last stages of an amplifier. The signal
at the grid of the first of these stages has a long negative overshoot which
has been produced by an earlier circuit. This overshoot effectively drives
the grid negatively to a point below its normal operating level and holds
it there for a considerable time. During this period the transconductance
of the tube is below normal, and the gain of the stage for any signal occur-

e e e e

Amplifier Short time Output
stage constant stage

F1a. 3:26.—Effect of long overshoot on recovery.

ring during this period is low. The output voltage of this stage is
coupled to the output stage through a short-time-constant coupling,
which produces an overshoot of short duration and eliminates the long
overshoot. However, this does not help the recovery, which has been
affected by the loss of gain of the previous stage during the overshoot.
Thus, at the output of the amplifier, no long overshoot is visible, but poor
recovery is indicated by the absence of noise immediately following the
signal. (The output noise level is, of course, proportional to the gain of
the amplifier because the input noise level is constant.)

Equation (5) shows that the amplitude of the overshoot produced by a
coupling circuit is inversely proportional to the time constant of recovery.
Thus for good recovery either the time constant can be made very long, .
producing an overshoot of negligible amplitude, or it can be made very
short, producing an overshoot of comparatively large amplitude but
decaying very rapidly. Both of these approaches must be used in the
design of any amplifier. Between these possibilities lies one value of the
time constant which gives the worst possible result, as can be shown by

considering the expression for the instantaneous value of the overshoot
voltage

¢
e = %e T, (29)
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This equation assumes that there is only one circuit producing the over-
shoot. If ¢ is set equal to ¢,, the recovery time desired for a given ampli-
fier, then differentiation of Eq. (29) shows that the overshoot at this time
is & maximum for T = {,. Thus for good recovery the time constant
should be chosen -either very much greater or very much less than the
desired recovery time.

If several overshoots are present in an amplifier, the recovery time of
the amplifier is determined by the worst individual overshoot. Since all
short time constants are made as short as possible, several equal short
time constants are often found in amplifiers. The recovery is then longer
than if only one short time constant were present but is of the same order
of magnitude.

Closely related to the problem of recovery is the problem of the allow-
able number of overshoots in a given amplifier. Since there is no possi-
bility of eliminating overshoots completely, high-gain video amplifiers
can be divided into two groups. Those amplifiers in which there is no
secondary overshoot in the same direction as the original signal will be
referred to as single-overshoot amplifiers. Those in which a secondary
overshoot and further overshoots are present will be referred to as multi-
ple-overshoot amplifiers. Whether or not a given amplifier should have
single or multiple overshoots is determined by its application.

Single-overshoot Amplifiers.—Single-overshoot amplifiers have an
advantage over multiple-overshoot amplifiers where the recovery time
desired is of the same order of magnitude as the pulse length. Thus
where extremely rapid recovery is necessary, the single-overshoot ampli-
fier must be used, as it must also in applications where a secondary over-
shoot appearing as a spurious signal would cause difficulty. In some cases
it may be possible to eliminate the secondary overshoot in the output
circuit, as discussed later in this section, but this may involve a sacrifice
in recovery time.

There are several approaches to the design of a single-overshoot ampli-
fier. The obvious method is to make one time constant short to give the
desired recovery and low-frequency rejection, while all the other time
constants are very long. Since it has been shown that a sufficiently long
time constant cannot be obtained in the coupling circuit in the presence
of grid current, it is necessary to prevent the charging of the coupling
condenser by grid current either by ‘“brute force” or by use of the special
inverse-feedback-pair circuits previously described, coupled either
capacitively or directly.

In the brute-force method of preventing grid current, the operating
potentials of the stage are chosen so that the maximum output voltage of
each stage having a positive output signal will not drive the succeeding
stage into grid current.
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If the amplifier handles signals of only one polarity, the stages can be
divided into two types: those driven by negative signals and those driven
by positive signals. The maximum output voltage of a negatively driven
stage is that produced by cutting off the tube; this is equal to the voltage
drop in the load resistor. To keep this drop low, a tube that draws a
relatively low plate current for a given g. should be used and the tube
should be operated at a low bias. In order to obtain satisfactory amplifi-
cation from the positively driven stage while operating it at a high bias,
the tube used must be one having a reasonable value of transconductance
at a high grid bias. Tubes of high power consumption such as the 6AG7
must therefore be used. If the amplifier must handle both polarities
of signals, high-current tubes must be used all the way through, with each
tube operated at a bias and a current low enough to give a satisfactorily
limited output. Because increasing bias and decreasing plate current
tend to decrease the transconductance, the gain obtainable per stage in an
amplifier required to handle both polarities of signals is considerably less
than in an amplifier handling only one polarity.

The use of inverse-feedback pairs allows the use of common amplifier
tubes operated at comparatively low current. This circuit permits a
considerable saving in weight and power consumption over the brute-
force circuit. Note, however, that this type of circuit is subject to the
spike type of overshoot due to shunt capacitance described in Sec. 3-3.
The brute-force circuit, where all the voltage across the coupling
appears as overshoot across the grid, does not suffer from this effect.
The inverse-feedback pair is restricted to circuits where only one polarity
of signal is used, and a negative signal is applied to the first grid of the
pair. For this type of amplifier, performance as good as that of the brute-
force circuit can be obtained at a considerable saving of weight and power.
For amplifiers required to handle both polarities of signals, the only
approaches discussed here that can be used are (1) direct coupling and
(2) the prevention of grid current by brute force.

Another possibility for an amplifier required to handle only one polar-
ity of signal is the double short-time-constant circuit discussed in Sec. 3-3
which eliminates the secondary overshoot by making use of grid current.
Because there are two short time constants to reduce the overshoots
produced in the previous circuits, the time constants of these circuits need
not be so long as in amplifiers having only a single short time constant.
Thus in this circuit a small amount of grid current is allowable in an early
stage, since the overshoot produced can be rendered negligible by the
two short time constants following. This possibility allows even further
simplification of the amplifier than was obtainable with the use of inverse-
feedback pairs and is particularly useful in low-voltage applications where
the power supply does not permit the use of brute force, direct coupling,
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or inverse feedback. However, the recovery of the double-short-time-
constant circuit is generally not so good as that of circuits using only a
single short time constant, inasmuch as there are two short time constants
to determine the recovery, instead of one.!

Special circuits, such as the delay-line coupling circuit and germanium-
crystal clippers, can be used to advantage in single-overshoot amplifiers.
The delay-line circuit can be used in place of the short time constant; the
germanium crystal can be used wherever a clipper can serve a useful pur-
pose (see Sec. 3-3).

Multiple-overshoot Amplifiers.—For applications where multiple over-
shoots are allowable and the desired recovery time is moderately long in
comparison with the pulse length, a multiple-overshoot amplifier is the
simplest solution. Simple RC-coupled circuits can be used with moder-
ately short time constants in the coupling circuits. Grid current is
allowable provided that the grid resistors are not more than twice the
plate-load resistors, thus making the time constants for positive and
negative signals approximately equal. Bypass and decoupling circuits
can use much shorter time constants than are permitted in a single-over-
shoot amplifier, since there are more short time constants in the amplifier
to reduce the overshoots produced by these circuits. For some applica-
tions the use of circuits more complicated than the simple RC-circuit is
advantageous. The choke-coupled circuit previously described can be
used to some advantage in a multiple-overshoot amplifier to obtain a high
gain per stage. The smearer circuit can be used at some points to improve
the recovery. Delay lines can be used in place of any or all short time
constants with the improvement in recovery discussed in Sec. 3-3. They
are, however, subject to the disadvantages also outlined in that section,
mainly the one of low impedance, which reduces the gain available per
stage. Recovery can also be improved by clipping overshoots with
germanium crystals, also with a possible loss in gain.

As will be shown later in this section, multiple-overshoot amplifiers
are much less subject to interference from microphonics and extraneous
low-frequency signals than are single-overshoot amplifiers because of the
greater low-frequency rejection afforded by the larger number of short
time constants.

Output Circuits—If the application for which a high-gain video
amplifier is used requires that the output signal be viewed on an indicator,
standard output circuits, such as have been described in Chap. 2, can be

1 According to Eq. (19), it is possible to adjust the time constants of the double-
short-time-constant circuit to eliminate the first term and obtain recovery equivalent
to that of a single circuit. In actual practice the recovery is always worse than that of
a single circuit because of the difficulty of exact compensation. Overcompensation is
usually necessary to ensure that there be no secondary overshoot.
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used. However, there are many applications where the amplifier output
is never viewed but is merely used as a trigger for some other circuit. For
these applications, it is often advantageous to make the amplifier output
circuit a trigger circuit of some sort.

The most common type of output trigger circuit is the multivibrator,
one form of which is shown in Fig. 3-27. The various types of circuits, the
types of waveform obtainable, and other features of the multivibrator are
discussed elsewhere in this series.! However, there are certain specific
characteristics of these circuits, regarded as output circuits for high-gain
video amplifiers, which will now be examined.

It is generally advantageous to trigger the multivibrator with a
negative signal on the normally conducting tube; in this way the amplifi-
cation of this tube is utilized. Furthermore, the multivibrator action
can prevent the charging of the input coupling condenser by grid current.
If there were no multivibrator action, the positive overshoot would drive
the input grid into the positive region and charge the coupling condenser
with grid current, thus producing

B+
a long secondary overshoot. The
multivibrator action, however,
causes a large negative pulse, hav- |
ing a duration determined by the I¢ U

constants of the circuit, to appear

on thisgrid. If this pulse is greater -
in amplitude than the positive
overshoot on the input signal, as
may well be, the grid will remain
negative, and no grid current will
be drawn. Care must be taken,
however, that the positive over-
shoot is not greater than the nega-
tive multivibrator pulse; otherwise the overshoot will serve as a trigger
to the multivibrator, causing the pulse to end too soon.

If a multivibrator output circuit is used with a multiple-overshoot
amplifier, it is often desirable to make the length of the multivibrator
pulse slightly greater than the time required for all the overshoots follow-
ing a strong signal to decay. There is then only one output signal for
each input signal to the amplifier, regardless of the number of overshoots
produced in the amplifier. This eliminates the possibility of overshoots
appearing as spurious signals and providing false triggers to later circuits.

One variation of this circuit can be used in cases where the original
pulse length is to be preserved, but all overshoots must be eliminated.

! Vol. 19, Chap. 9, ‘ Rectangular waveform generators,” of the Radiation Labora-
tory Technical Series.

A

F1a. 3-27.—Multivibrator output stage.
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In this case, the input signal to the grid of the normally conducting tube
in the multivibrator is of positive sign, with a negative overshoot as shown
in Fig. 3-28. The positive signal is amplified by the first tube, producing
a negative signal which has no effect on the second tube, which is already
nonconducting. The negative overshoot, however, is in the proper direc-
tion to cause multivibrator action, and the resulting multivibrator pulse
can be made sufficiently long to cover all the overshoots. If the output
signal is taken from the plate of the first tube, the result is a negative
signal followed by a large positive overshoot, equal in length to the dura-
tion of the multivibrator pulse. If this overshoot is objectionable, it can
be clipped by a diode.

Another special output circuit is shown in Fig. 3:29. It is used in
amplifiers operating at a low voltage, where it is desirable to get a high-

B+
% % . B‘
£ % —r
- ==
Fi1c. 3-28.—Maultivibrator output circuit. Fic. 3-29.—High-output voltage circuit.

voltage output signal, usually considerably higher than the supply voltage.
The output stage is a power-amplifier tube, operated to draw a high plate
current through an inductive load. When a negative signal on the grid
of this tube shuts off the current, a high voltage L di/dt is generated across
the inductance; this can be many times greater than the supply voltage.
It is also possible to combine this circuit with the multivibrator by using
an inductive plate load in the tube that is normally conducting.
Microphonics and Low-frequency Interference—In any amplifier that
has a high gain in the audio range, extraneous signals may appear as the
result of mechanical shock or vibration or of pickup from adjacent power
equipment. The problem of reducing this effect to a negligible level is
different for each individual amplifier, depending upon the performance
requirements of the amplifier and the particular conditions producing
extraneous signals under which the amplifier will be used. However,
certain general approaches to the problems are applicable in all cases.
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Despite all precautions that may be taken to prevent extraneous
signals from getting into the amplifier, it is almost certain that they will
be present with sufficient amplitude to necessitate their removal by some
sort of filtering in the amplifier. This filtering must be inserted at some
point before the signals reach sufficient amplitude to cause variation in
the transconductance of the tubes, as in the case of long overshoots dis-
cussed at the beginning of this section. The simplest form of such a
filter is the short time constant used in single-overshoot amplifiers, which
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F1a. 3-30.—Attenuation vs. frequency for microphonic rejection circuits. (a) RC-cirouit,
T = 10 usec; (b) RC-circuit, T = 1 usec; (c) delay line, ts4 = 1 usec.

will reject low frequencies to a certain extent. This is shown in Fig.
3-30, which plots attenuation vs. frequency for two values of the time
constant. The shorter the time constant the better the low-frequency
rejection; but if the time constant is too short relative to the pulse length,
the pulse will drop sharply in amplitude during its length; this drop is
generally undesirable. If several short time constant circuits are present
in an amplifier, the low-frequency rejection is much better than with
only one, but there are more overshoots. Thus, in the design of an
amplifier using RC-coupling, the time constants are made as short as
possible without making the pulse response unsatisfactory.

The delay-line grid circuit described above can be used to reject low
frequencies. If the line is lossless, the reflected signal, for any low-fre-
quency sine wave, is equal in amplitude and almost 180° out of phase with
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the original signal. Because of the phase delay introduced by the line,
the cancellation is not complete. The cancellation can easily be cal-
culated, since the resultant signal is the difference between two equal sine
waves differing in phase by 2rfts, where f is the frequency and ¢; is the
delay of the reflected signal with respect to the original signal. The
attenuation-vs.-frequency curve for the delay line is also plotted in Fig.
3-30, showing that the low-frequency rejection of this circuit is very nearly
equivalent to that of an RC-circuit having a time constant equal to ¢4

The choke-coupled circuit has particularly good low-frequency rejec-
tion because it has two frequency-sensitive elements, the choke and the
coupling condenser. It is roughly equivalent to two RC-circuits in
cascade.

As was shown for the case of long overshoots, it is insufficient merely
to make the amplitude of low-frequency signals negligible at the output
terminals of the receiver. The low-frequency rejection circuit must be
inserted before the amplitude of the extraneous signals is large enough to
change the transconductance of any tube.

The other approach to the problem of extraneous low-frequency signals
is to prevent their occurrence initially. Interference brought in by the
power supply can be reduced by inserting appropriate filters in the B-sup-
ply and heater leads or in the power line. Stray pickup can be reduced by
proper shielding and grounding. Microphonics can be reduced by shock-
mounting the amplifier, particularly the first tube, and by using tubes
that are less microphonic. The exact extent to which these methods must
be used and the amount of filtering necessary depend upon the relative
difficulty that these schemes impose. FEach amplifier presents an indi-
vidual problem.

Pulse Stretching.—There are some applications for high-gain video
amplifiers requiring that the pulse length be preserved in passing through
the amplifier, regardless of signal strength. This problem is serious
because of the large dynamic range of the amplifier. A signal that is
several volts at the input terminal is repeatedly amplified and limited
throughout the amplifier, thus the signal appearing at the output ter-
minals is only that portion of the input pulse below the saturation level
of the amplifier, i.e., about one-millionth of the original signal, amplified
up to saturation level. The width of the output pulse is therefore the
width of the input pulse measured at a point 120 db down. Therefore,
any slope in the trailing edge of the pulse due to shunt capacitance, as
shown in Fig. 3-23, results in stretching of a strong pulse after repeated
amplification and limiting.

Pulse stretching can very easily be analyzed quantitatively if a few
simplifying assumptions are made. Consider a pulse, such as that shown
in Fig. 3-23, consisting of an exponential rise followed by an exponential
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decay, as might occur if a rectangular pulse were distorted by the presence
of shunt capacitance in a single circuit, e.g., the amplifier input circuit.
Assume that this pulse is applied to an extremely wide-band amplifier,
which has a negligible effect on the slopes of the leading and trailing edges
of the pulse and merely amplifies and limits the signal. The output signal
of this amplifier is then applied to a device measuring the length of
the pulse at the level corresponding to the amplitude of the minimum
usable signal, so that the portion of the signal above the minimum usable
level is of no interest. Since the amplifier does not distort the portion of
the pulse below this lével, the apparent pulse length at the output ter-
minals is equal to the length of the pulse at the input terminals, measured
at the minimum usable level. The pulse therefore appears to be longer
than its true length by an amount equal to the time required for the pulse
to decay from full amplitude to the minimum usable level.

Since the decay is exponential, the expression for the signal voltage
during the decay is given by

¢

e, = Fae T, (30)

where T is the time constant of the circuit, and E, is the pulse amplitude.
This equation can be reduced to

E
20logi T8 g6
where b is the 3-db video bandwidth of an RC-circuit having a time con-
stant T, b therefore being equal to 1/2#T.

If e,is taken as the minimum usable signal, the quantity 20 log,o (E,/e.)
is the signal amplitude expressed in decibels above the minimum usable
level. Equation (31) shows that the ratio of this quantity to the pulse
stretching caused by this signal is, for a given single-stage RC-coupled
amplifier, a constant independent of the signal strength, depending only
on the bandwidth of the amplifier. The ratio, expressed in decibels per
microsecond, is often used to specify the pulse stretching for an amplifier.?

In an actual amplifier, the simplifying assumptions may not hold.
The circuits within the amplifier may lengthen the decay time. Since
limiting occurs between stages, using the over-all bandwidth of the ampli-
fier ag b in Eq. (31) does not give the correct result. The effects of each
circuit cannot be considered individually, because the amount of pulse
stretching produced by several circuits is not the sum of the stretching

! When a square-law detector precedes the amplifier, a8 mentioned in Sec. 4-1, the
value of the pulse stretching in decibels per microseconds for the receiver, consisting

of the combination of detector and amplifier, is half that for the amplifier. In this
chapter it is the value for the amplifier alone that is considered.
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produced by the individual circuits. Thus the exact calculation of the
pulse stretching is somewhat complicated. However, the approximation
of Eq. (31) is often adequate if cautiously interpreted.

The obvious method of reducing pulse stretching is by decreasing the
rise time of the circuits causing it, i.e., increasing the bandwidth of the
stages causing the pulse stretching. This method involves a certain
sacrifice in gain per stage because the minimum shunt capacity is deter-
mined by the wiring and tube interelectrode capacitances, and the only
method of reducing the rise time is therefore the reduction of the load
resistors with consequent loss of gain.

Another possible method of reducing pulse stretching is by introduc-
tion of an overshoot early in the amplifier before appreciable limiting
takes place. This method has the

effect of making the signal cross h

the baseline at a definite point, l/é
as shown in Fig. 3-31, instead of

approaching the baseline asymp- (a)

totically, as in the previous case.
This means that the maximum
amount of pulse stretching that

/A —

a\b ®
Fia. 3:31.—Stretching limited by over- Fia. 3-:32.—Effect of integration on long
shoot. overshoot.

can occur in the amplifier is the distance ab in Fig. 3-31, regardless of the
amount of amplification and limiting following this point.

The use of pulse-length discrimination may in some cases impose a
restriction on permissible fractional overshoot. One type of circuit fre-
quently used in pulse-length discriminators is a limiter followed by an
integrating circuit, which gives an output proportional to the area of the
pulse which is, since the amplitude is limited, proportional to the pulse
length. If there is an overshoot of small peak amplitude but long dura-
tion present, its area may be sufficient to make it an appreciably large
signal after integration, as shown in Fig. 3-32. In this case, therefore,
precautions must be taken to ensure that long-time-constant overshoots
are negligible, not only before integration but after integration as well.

3.6. Small Amplifiers.—High-gain video amplifiers find considerable
application in portable and airborne equipment, where space, weight, and
power drain must be kept as low as possible. These requirements com-
pletely change the design of the amplifier. Circuits are chosen not only
for their performance but for their ability to make use of small components
and to require & minimum of power.



Skc. 3-5] SMALL AMPLIFIERS 149

Types of Small Amplifiers.—The various applications of small ampli-
fiers may be grouped into several general classes according to the power
available for the amplifier. There are applications where sufficient power
is available to meet the needs of any circuit chosen. The problem is then
merely the design of a lightweight, compact amplifier, using tubes with
a-c-operated heaters, operating at moderately high plate voltages and
currents.

There are applications where the available power supply limits the
plate current, the heater current, or both. In this case tubes with a-c
heaters are again used, but they may have to be types selected for low
heater drain, operated at lower plate current. It is quite possible that
this type of amplifier may use more tubes than one in which B-supply
current consumption is no consideration.

Where the only source of power is a storage battery or generator of 28
volts, it is advantageous to design an amplifier that does not require a
plate voltage higher than 28 volts, thus eliminating the need for dyna-
motors, vibrators, or similar equipment. Here the primary concern is to
obtain the desired gain and performance with a 28-volt B-supply, size
and heater power being of secondary importance. The B-supply current,
negligible in comparison with heater current, is of no concern.

For some portable applications, the only source of power available
is dry batteries. Since the operating time of such equipment is inversely
proportional to the power drain, it is important that the power drain be
kept as low as possible. Filament-type tubes must be used wherever
possible because of the enormous saving in power over tubes using indi-
rectly heated cathodes.

Choice of Tubes.—In small amplifiers, the prime consideration in
choosing tubes and circuits is gain rather than gain-bandwidth product,
as in most other pulse amplifiers. The best tube is the one furnishing
the most gain for a given space or power requirement. In many applica-
tions, the only<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>