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Summary: A brief survey of some tunnel diode storage systems is presented 

and a description of a particular system with a non-destructive read-out 
feature is given. The design of this system is discussed in some detail, and 
an assessment of the operating margins is included. In a unit of 128 words 
of 24 digits per word a read access time of 150 mi.'s is indicated with a read 

cycle time of 250 ings. The write cycle time is 330 mils. 

1. Introduction 

In the Atlas computer at Manchester University the 
present B-store is a fast core store of 128 twenty-four 
bit words operated in a word selected two-core-per-bit 
partial flux switching mode.' The read access time of 
this store is 0.35 its, with a cycle time of 0.7 ¡Ls, and 
this performance limits the speed of a number of 
important machine orders. 

The primary object of the work described in this 
paper is the design of a store of the same capacity as 
the core B-store with an improved performance and 
comparable cost. In this context a read access time 
of 0.15 to 0.25 Its is acceptable with a cycle time not 
greater than 0.4 lis. The Esaki2 or tunnel diode offers 
an attractive alternative to square-loop magnetic 
cores for stores of about this capacity since the 
properties of digital storage, selection and fast switch-
ing can be realized at relatively low power levels. In 
such a store the operating speed is limited principally 
by the physical size of the store, the address selection 
and read-write mechanism, as the switching speed of 
the storage elements is extremely fast, of the order of 
1 to 10 mils. 

In a tunnel diode store there is also the possibility 
of non-destructive reading of the stored information, 
which allows the read cycle time to be less than the 
write cycle time. This feature is of interest because, 
on the average, there are rather more read operations 
from the B-store than write operations to it, the ratio 
varying typically between 6 : 1 and 2 : 1. 

The Atlas machine also contains a number of smaller 
random access stores, for example the tape buffer 
and check-sum stores. These are at present realized 
in terms of magnetic cores and transistor staticizors 

t Electrical Engineering Department, University of Manchester. 

t Formerly in the Electrical Engineering Department, University 
of Manchester; now with The Plessey Co. (U.K.) Ltd. 
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respectively. These units might be replaced by tunnel 
diode stores with an economic advantage. 

The work described is also of more general interest 
in that the techniques developed could be applied 
to the next generation of machines which might, for 
example, have a fast tunnel diode main store backed 
up by a core store, the combination being operated as 
a one level system similar to that employed in Atlas 
involving the main core and drum stores.3' 4 

The main alternatives to tunnel diodes for high 
speed storage applications are thin magnetic films and 
super-conducting devices. The practical difficulties 
associated with these developments are quite severe 
and present progress in these fields is slow. In practice 
a magnetic film store' is not likely to be much faster 
than a tunnel diode store of the same capacity, while 
the operating power level of the film store is much 
higher and the output signals are at a lower level. 

2. Tunnel Diode Characteristics 

The typical characteristic of a germanium tunnel 
diode is illustrated in Fig. 1(a). The high positive 
conductance of the device at low reverse and forward 
voltages is due to the 'tunnelling' effect. The tun-
nelling current is a decreasing function of the 
forward voltage when this exceeds a critical value 
and the second region of positive conductance is due 
to the normal rectifying action of the p-n junction. In 
the range Vpk —> Vi, there is a region of negative 
conductance as the tunnel current decreases more 
rapidly than the rectifier current increases. A simple 
storage element, (Fig. 1(b)) is then obtained by 
superposition of a suitable load line, R, in Fig. 1(a) 
which gives the two stable potentials Vo and VI. 

At room temperatures a feature of the tunnel diode 
is the precision of the characteristic. This is most 
marked in the case of the peak current, which is 
typically defined to within + 5%; similarly V1 may 
be controlled to limit of + 10%. The valley charac-
teristics, V, and /„, are not so well defined and an 
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(a) D.C. characteristic and load line. 
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(b) Simple storage element. 

Fig. 1. Tunnel diode characteristics. 

vo 

/014 ratio of 5 to 10 is typical of germanium units 
with a corresponding variation in the valley voltage 
of about + 20%. For devices in a given material 
the voltages Vpk, Vp and V.I. are virtually independent 
of the peak current. Thus the positive and negative 
incremental impedances at a given voltage are 
approximately inversely proportional to the peak 
current and for high current devices these can be as 
low as 1 or 2 ohms. This characteristic is useful in 
certain applications where the diode is used as a 
voltage definition element. 

2.1. Temperature Effects 

The tunnel diode characteristic is sensitive to 
temperature variations, but these do not present a 
serious problem in storage applications where control 
of the ambient temperature is possible and the device 
dissipation is only a few milliwatts. The figures 
quoted in Table 1 apply to the particular germanium 
units used in the development of the system described 
in Section 3.2. 

Table it 

Temperature co-efficients in the range — 40 to + 70° C 

Temperature Co-efficient 
Parameter (% change per deg C) 

ipk 

IV 

Vpk 

VV 

VI 

± 0.3 

-F 0.5 

— 0.4 

— 0.4 

— 0.25 

t Communicated by J. Harwood. 
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The temperature co-efficient of the peak current may 
be either positive or negative, an effect which is not yet 
fully understood. 

2.2. Switching Characteristics 

The switching speed of the element is limited by the 
junction capacity and circuit conditions. An approxi-
mate analysis of the problem, which assumes a con-
stant junction capacitance and makes a straight line 
approximation to the diode characteristic is presented 
in Appendix 1. The results obtained are in fair agree-
ment with practical observations and indicate the 
limitations imposed on the switching speed by the 
operating conditions. 

3. Tunnel Diode Storage Systems 

The possible arrangements of a storage system to 
give parallel read-out of a number of digits fall into 
two broad classes, matrix and word selection systems. 
In the first of these, a matrix plane is assigned to each 
digit position of the word and these planes are driven 
in parallel. Selection is achieved by a coincident 
voltage technique which employs the current dis-
criminating properties of the storage elements. With 
this technique the final stage of address decoding 
occurs at the selected digit; this is not so in a word 
selected store where the digits of a given word are 
arranged as a unit which is selected when the complete 
address has been decoded. 

3.1. A Matrix System 

A simple matrix system, similar to that considered 
by Rajchman6 is illustrated in Fig. 2(a). The resistive 
load line defined by V and R/2 is chosen to give a 
2 : 1 selection ratio at the peak and valley current 
limits, Fig. 2(b). The reading operation is destructive 
and the occurrence of a significant current change in 
the selected element indicates the presence of a ' 1' 
digit. In an N x M matrix there are (N — 1) + (M — 1) 
elements half-selected during the read operation 
which generates interference signals in the common 
read wire. The effect can be minimized by a cancel-
lation technique such as that illustrated in Fig. 2. 
Complete cancellation is not possible under all 
conditions because the magnitude of the 'disturb' 
signals is a function of the state of the half-selected 
digits. In this system writing is achieved by means of an 
inhibit technique which prevents the automatic set 
to ' 1' in the write phase in those digit positions where 
the storage of a '0' digit is required. 

The main disadvantage of this and similar systems 
is that the X and Y drivers must be able to supply 
pulses of relatively high power. The current is high 
because of the large number of elements in parallel 
(nN or nM for a store N x M words of n digits/word), 
and the voltage is high so as to give adequate current 
definition. Typically several volts and some hundreds 
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(b) Load lines during selection. 

Fig. 2. A matrix system. 

of milliamperes must be provided. For these reasons 
a word selected arrangement is preferred. The system 
described can easily be transformed to a word selected 
arrangement in which the X drivers become word 
selectors and the Y drivers control the digit lines 
which are then associated with individual read 
amplifiers. This effects an immediate reduction in the 
word driving power but the digit driver must still 
supply a large number of parallel elements and the 
resistor R,, in Fig. 2(a) may be replaced by a conven-
tional diode in a word selected arrangement. This 
destroys the symmetry of the storage element and the 
writing process then becomes a two phase operation. 

3.2. Word Selected Systems 

One possible arrangement' of a word selected system 
is shown in Fig. 3(a). To read the selected word the 
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read line is switched to a defined negative level which 
causes the read diode (D1 etc.) to conduct only if the 
tunnel diode is in the low voltage state, Fig. 3(b). 
The reading operation is destructive, and the read 
phase is followed by a period in which the bias 
voltage between the read and write lines is reversed. 
This sets all the storage diodes in the selected word 
to the ' 1' state, and writing to the '0' state is then 
achieved when the bias voltage is returned to its 
normal level by causing the read diodes to conduct 
again in the appropriate digit positions. 

A feature of this system is that the read pulse is of 
short duration, for example 1 mA for 5 mils, defined 
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n DIGITS 

DIGIT LINE 
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DIGIT LINE 

In 2) 

(a) Layout of wiring. 
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-2 
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(b) Load line and waveforms. 

Fig. 3. A word selected system. 
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Fig. 4. System for non-destructive read. 

by the switching time of the tunnel diodes and the 
characteristics of the read diodes. The read pulse 
duration is then comparable with the delay in the 
digit line in a large store and requires considerable 
amplification to operate conventional logic circuits. 

It is difficult to achieve a non-destructive read with 
this system, since the tunnel diode current during the 
reading process depends critically on the magnitude 
of the read line voltage, the read diode impedance 
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and the characteristics of the digit wire, which is 
likely to have a low capacitive reactance because of 
the depletion capacitance of the unselected read diodes. 
Non-destructive reading is possible with such a system' 
by designing the digit line as a matched transmission 
line of fairly low impedance ( 100 ohms) and close 
control of the selected read wire voltage levels. 

3.2.1. A word selected system with non-destructive 
read 

A schematic diagram of this system 1°' 11 is shown 
in Fig. 4(a). A constant bias voltage, Vb, is normally 
maintained between the upper and lower word wires 
of each word and a virtually constant bias current is 
used, Fig. 4(b). In the quiescent state all the read 
diodes (D1 etc.) are reverse biased with the switches, 
S, in the closed position and supplying the digit 
currents /D. In a read cycle the levels of the selected 
word wires are each increased by 1 V and the digit 
strobe is operated which opens the switches (Fig. 4(c)). 
The digit current ID then flows in the digit wires 
which fall in potential until the read diodes of the 
selected word are carrying ID. The magnitude of /, 
is less than (/pk — /0) so that the stored information 
is not destroyed by the passage of this current (Fig. 
4(b)). The state of a stored digit is indicated by the 
final level of the digit line, the difference signal which 
is available for a controlled time, being approximately 
0.4 V. 

The first part of a write cycle is used to 'clear' the 
selected word to zero by reversing the direction of the 
bias voltage, so causing a small reverse current to 
flow in the selected storage elements. The bias voltage 
is then restored and the word wires left at the selected 
levels. During this time the value of /, in those digit 
positions, where writing to a ' 1', is required is made 
greater than (4,-4), and this then occurs when the 
digit strobe is operated. 

3.2.2. Factors limiting the speed of the system 

When the address has been decoded the duration 
of the store cycle is limited by two main factors: 

(a) the time required to change the quiescent 
voltage levels of the word wires to and from the 
selected levels and 

(b) the rates at which the digit wire voltage can 
change. 

The two factors are not unrelated since the first resolves 
into a current switching problem, in which the magni-
tude of the switched currents is an increasing function 
of /pk, the peak current of the storage diodes. Similarly 
the rate at which the digit line voltage can change in 
the read cycle is limited by the magnitude of the read 
current, which must be less than (/p,— /0), and the 
distributed capacitance of the digit line. To minimize 
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this second factor, (ipk — 4) should be large. This can 
most easily be achieved by choosing a large value for 
Ipk and operating the storage elements at an approxi-
mately constant bias current which is somewhat 
greater than the valley current, 4. Here a compara-
tively large bias voltage is used, which is maintained 
even when the word is selected for a read or write 
operation by moving both word wires in unison. In 
practice a compromise between factors (a) and (b) is 
made, which is assisted by splitting the digit line into 
four sections to reduce capacitance effects. 

3.2.3. Definition of the word wire levels 

The technique adopted for defining and switching 
the levels of the upper and lower word wires is illus-
trated in Fig. 5(a). The word bias voltage, Vb, is 
provided by a low voltage Zener diode, which is 
normally maintained in the avalanche condition by a 
component of the current Iwg. When the switches 
SU and SL are open this current flows in the selection 
tunnel diodes, TDwi and TDw2, which are set in a 
high voltage high current state. These conditions 
represent the unselected state of the upper and lower 
word wires. 

- F. 

TDW1 

rDW2 

(a) Bias voltage and selection diodes. 
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IC 

01 

'CLEAR I READ Î 1 WRITE I 
ORDER 'ORDER' 1 ORDER 
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READ AND WRITE 

ORDER 

b. n 

(UWW) 
UPPER 
WORD 
WIRE 

(LW W) 
LOWER 
WORD 
WIRE 

(b) Waveforms 

(b) B = (contents of), selected store line. 

(s) S = (contents of), another storage register. 

n = a number. 

Fig. 5. Definition of word wire levels. 
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Selection of the word is achieved by closing the 
switches SU and SL in a sequence which depends on 
the type of store cycle required. In the 'clear' order 
(Fig. 5(b)) SL is closed and a current I, which is of 
sufficient amplitude to cause the Zener diode to 
switch to the forward conducting state, flows into the 
lower word wire. For a 'read' order the upper word 
wire is selected by closing the switch SU so that the 
selection tunnel diodes are switched to a reverse 
current condition by the action of I. The write opera-
tion is obtained by closing SL and SU in turn and a 
'read-write' order is also available in which the con-
tents b of the selected line are read out to the arithmetic 
unit and manipulated therein before the answer, for 
example b+ a number, n, is written back to the same 
store line B. 

The use of a Zener diode to provide the word bias 
voltage allows this voltage to be fairly large and well 
defined. The switching speed of the Zener diode to 
and from the high voltage condition is a function of 
the current available for switching a 'charge constant', 
Qz, associated with the diode. Transition times of 

the order of 20 to 30 mils can be obtained in practice. 
This can be improved by replacing the Zener diode 
with a number of series connected tunnel diodes, 
but the relatively slow switching of the Zener diode is 
unimportant because a change of state is only re-
quired during the 'clear' and 'write' orders. 

4. System Design 

The practical design of the system described in 
Section 3.2 is considered under three main headings: 

(1) The choice of the storage element bias resistor 
and system operating currents. 

(2) The word selection mechanism. 

(3) The digit circuitry. 

A schematic layout of the complete system is given in 
Fig. 6. The store is divided into four pages each of 
32 words so that the digit wire assigned to a given digit 
is in four sections. Each section is associated with a 
read/write switch which is operated by the appropriate 
version of the digit strobe. The outputs of the four 
read amplifiers of a digit are combined and feed a 
common discriminating and output staticizor. 

Attention has been concentrated on a design using 
5 mA peak current diodes in the storage elements. 
These represent a fair compromise between read-out 
speed and high operating currents. Some design 
calculations which illustrate this point are given in 
Appendix 2. 

4.1. Choice of Storage Element Bias Resistor and 
Operating Currents 

The storage element bias resistor is chosen to give 
the maximum possible value to the quantity (4k — 4), 
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Fig. 4(b), taking into account the various circuit 
tolerances and allowing a reasonable safety margin 
at the peak and valley current limits. The detailed 
analysis is given in Appendix 2. This shows that the 
optimum bias resistor for a given peak current, 4,, 
is inversely proportional to /pk, and that the maximum 
permissible read current is proportional to /pk. 

The word bias resistor, Rb, is then selected to ensure 
that the nominal bias voltage is such as to allow the 
use of the optimum bias resistor when the final choice 
of this resistor is determined by the availability of 
standard components. The minimum values of the 
operating currents, Is and Ic, are then determined. 

The results obtained in Appendix 2 which are rele-
vant to a peak current of 5 mA and a word length of 
24 digits are summarized below. 

Peak current storage diodes 5 mA 

Bias resistor 2 1d2 

Maximum read current 2.1 mA 

Safety factor, /Vs 0.5 mA 

Word bias resistor 290 SI 

Clear current (Ir) 116 mA 

Select current (Is) 175 mA 
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Note: 

(i) Ais is the factor of safety obtained at the peak 
and valley current limits under the 'worst case' 
operating conditions, and allows satisfactory opera-
tion in an ambient temperature range of 25-40 deg C. 

(ii) The calculations of Appendix 2 are based on the 
following figures: 

bias voltage VI, = 3.82 V + 10% 

(/pk = 5 

\ iv /min 

tolerance on I =± 5% 

(iii) A tolerance of + 3 % is allowed on all resistors 
to allow for drift in the value of the 1 % resistors used 
in practice. The maximum negative supply voltage, 
— E in Fig. 5(a), is — 24 V + 0.5 V. 

4.2. Word Selection Mechanism 

The word selection mechanism employs a transistor 
matrix assembly which is preferred on the grounds of 
speed and simplicity to the less expensive but slower 
diode and diode-transformer systems also investigated. 
The mechanism is outlined in Fig. 7. The Y drivers 
are the voltage switches and the X drivers current 
switches for the matrices made up of the emitter-base 

(READ OR WRITE) 

OPERATE X LOWER 
(CLEAR) 

DECODE 4 ADDRESS 
DIGITS 

Fig. 7. Word selection mechanism. 
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diodes of the transistors which correspond to the 
switches SU and SL in Fig. 5(a). The collector of each 
transistor is connected to either an upper or lower 
word wire in the array of storage elements (Fig. 6), 
and the various store cycles are obtained by operating 
the upper or lower set of X drivers in the required 
sequence. 

4.3. Digit Circuitry 

The digit circuitry comprises the read and write 
switches, the read amplifier and OR gate for combining 
the outputs from the 4 sections of the digit line, the 
discriminator and digit staticizor. The design of this 
part of the system is considerably influenced by the 
choice of read diode, which has the following primary 
requirements: 

(i) small variation between diodes in the forward 
voltage drop when carrying the read current, 
since this voltage is a component of the read 
out signal of the system. 

(ii) low leakage current, which effectively subtracts 
from the read current and is voltage and 
temperature sensitive. 

(iii) low reverse bias capacitance and 

(iv) low hole storage characteristics. 

This last factor is important because when the digit 
wire is returned to its quiescent potential after a read 
or write operation a reverse current flows in the selected 
read diode which can destroy the stored information. 
The system is most sensitive to the effect immediately 
after a 'write 1' operation and the difficulty is over-
come by limiting the current available to return the 
digit wire to its quiescent level. The process then 
occurs over a significant period of time, and the 
hole storage charge decays relatively slowly with only 
a small transient reverse current. It is necessary to 
select a read diode with a low hole storage factor if 
adequate operating margins are to be achieved. For 
this reason the AAZ13 diode is preferred to a diode 
of the 0A47 type which has better leakage current 
and reverse-bias capacitance characteristics. The 
forward voltage drop requirement can be met with 
this diode as the manufacturers can supply units with 
a tolerance as low as + 30 mV at low currents. Some 
details of the digit circuits are given in Appendix 3. 

4.4. Physical Construction 

The storage elements are mounted in a three 
dimensional array in which the digit wire is backed by 
an earth plane. The length of each of the four sections 
of a digit wire is some twelve inches and this contributes 
about one third of the total capacitance of a digit 
wire section. In the experimental arrangement the 
complete storage array of 128 twenty-four digit 
words is contained in a volume of approximately 
14 in x 24 in x 8 in (35 cm x 61 cm x 20 cm). 

November 1963 

5. Practical Results 

Much of the preliminary work on the system has 
been concerned with establishing the fundamental 
operating margins in terms of the currents involved. 
The results of these investigations are now considered. 

5.1. Read Current Limits 

The upper limit of the read current amplitude is 
determined by the sensitivity of the low voltage 
storage state as the peak current is approached. Near 
the peak current it is found that the storage diodes are 
liable to switch with small random disturbances in 
the system, and considerable care must be taken to 
minimize these effects. The disturbances can arise by 
radiation effects from nearby electrical devices and 
also appear on the power supply inputs to the system 
via the mains supply. The problem is resolved by 
efficient filtering of the power rails and surrounding 
the storage array by a screened enclosure. 

In the test used to establish this limit the worst 
possible condition of bias and peak current tolerance 
were simulated in a particular storage element, and 
the system was then cycled for a considerable time 
period. The results indicate that a read current of 
2.5 mA is non-destructive under these conditions, 
although when the current is increased to 2.7 mA a 
failure rate of about 1 per hour is observed. 

Two factors influence the minimum acceptable read 
current: Firstly, there is a reduction in the rate at 
which the digit levels are established at the input to 
the read amplifier, which can result in unsatisfactory 
performance because the output gate timing is set for 
the nominal read current. Secondly, there is a reduc-
tion in absolute output signal levels as the read 
current is reduced as the voltage drop across the 
storage and read diodes is a function of this current. 
It is difficult to separate the two effects although the 
first is probably more important. In practice, satis-
factory operation is obtained with the read current as 
low as 1.5 mA. 

5.2. Reverse Digit Wire Current 

The current which returns the digit wire to its 
quiescent level after a read or write operation must be 
limited to minimize the hole storage current in the 
read diode. The maximum permissible amplitude of 
the current switched into the digit wire is a complex 
function of the digit line capacitance and the hole 
storage characteristics of the read diodes. No firm 
upper limit has been established for this current, but 
it is certainly greater than 6 mA with the AAZ13 
read diodes arranged in groups of 32 as here. With 
0A47 type read diodes it was found impossible to 
store ' 1' digits when the reverse digit wire current 
exceeded 2 mA. 
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Table 2 

Operating margins 

Parameter Nominal value Limits (mA) 
(mA) Upper Lower Conditions Comments 

Read current 2 

Reverse digit line current 2 

Clear current /c 

Selection current Is 

2-5 Maximum bias current and 
minimum peak current. 

1.5 Output gate timing set for 
nominal read current. Nomi-
nal elsewhere. 

>6 Nominal elsewhere. AAZ13 
read diodes. 

125 100 Nominal elsewhere. 

200 250 Nominal elsewhere. 

160 

Repeated access of stored `0' 
digit satisfactory over long 
period. 

Output of read amplifier be-
coming unsatisfactory. 

Reading and writing ' 1' digits. 
No firm upper limit. 

Cyclic test reversing Ts and 
'O's through a number of 
words. Occasional poor clear 
operation. 

Upper word wire tolerance 
limits exceeded. 
Occasional poor selection 
waveform. 

5.3. Operating Currents 

A number of cyclic tests have been made to establish 
the margins on the clear current, Ic, and the selection 
current, I. The nominal values of these currents are 
made rather greater than the theoretical minimum 
values obtained in Appendix 2, and the system is 
found to be relatively insensitive to variations in these 
currents. 

The results of the experiments described in the 
preceding Section are summarized in Table 2. 

5.4. Operating Speed 

Tests have been made on a simulated full scale 
system to establish the minimum access and cycle 
times which are consistant with reliable operation. In 
a read order an access time of 150 milts is realized 
with a cycle time of 250 mµs. The write cycle time is 
about 330 mp.s. Photographs showing the wave-
forms obtained in various parts of the system are 
given in Fig. 8. 

6. Conclusions 

A particular design for a tunnel diode store with 
non-destructive read-out has been described and its 
feasibility investigated. The investigations demon-
strate that such a system is one solution to the prob-
lem of providing the fairly small capacity high speed 
stores required in the modern computing machine. 

In the context of the Atlas requirements the de-
manded access and cycle times can be obtained in a 
unit of 128 words of 24 digits per word, since the read 
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cycle time is 0.25 is and the corresponding figure for 
the write cycle time is 0.33 jis (see Fig. 8). The 
advantage of the non-destructive read-out feature is 
not as significant as was at first expected because the 
write cycle, which is not necessarily limited by stray 
capacitance, is only about 1.25 times longer than the 
read cycle. 

The techniques employed are quite costly, and in 
particular the word selection mechanism requires 
approximately 300 expensive transistors. However, 
the digit circuitry is relatively simple and inexpensive. 
This indicates that the system is not an economic 
proposition for storage capacities greatly in excess of 
128 words. 

An assessment has been made of the potentialities 
of this system in terms of a much smaller store of 
capacity 16 words of 25 digits. Here the word selec-
tion currents are unchanged but the word selection 
matrix can be eliminated and some time gained in 
exchange for a slightly increased cost per word. The 
digit wire capacitance is of course much reduced. 
With this arrangement a read cycle time of some 
125 mits is indicated and the write cycle is about 1.5 
times longer than this. 
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(a) Read cycle 

(i) Operate Y 
(ii) Operate X (upper) 
(iii) Upper word wire (0.5 V/division) 
(iv) Lower word wire (0.5 V/division) 
(v) Digit strobe 
(vi) Output gate 
(vii) Staticizor output for '0' and ' 1' 
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(b) Write cycle 

Operate Y 
Operate X (upper) 
Operate X (lower) 
Upper word wire (2 V/division) 
Lower word wire (2 V/division) 
Digit strobe 
Digit wire 
Anode of storage diode (0.5 V/division) 
Cathode of storage diode (0.5 V/division) 

Fig. 8. Waveforms. (Time scale = 50 mis/division). 
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9. Appendix 1 

An Approximate Analysis for the Switching Time 
from Low to High Voltage 

The problem considered here is that of tunnel diode 
biased in the low-voltage state, which is switched to the 
high voltage state by the action of a step function of 
current is. The analysis assumes a constant junction 
capacitance Ci and a linear tunnel diode characteristic, 
Fig. 9. The switching interval, from the low voltage 
state 110 to the high voltage state, I/1s, may be con-
sidered in four separate regimes corresponding to the 
four linear divisions of the characteristic. The 
switching waveforms, Fig. 9(b), follows an exponential 
path in each regime in accordance with the equations 
below: 

u(t) = Vo +  Rri (1— e-fir')   Vo —› Vpk; (1) 
R + r 

(a) Approximate characteristic. 

Table 3 

Switching times 

ti t2 t3 t 4 

(b) Switching waveform. 

Fig. 9. Tunnel diode switching 

1 o > I, 1 o  
(Constant current bias) Notation 

1 
= T1 In   

1 — P 
I k—i0R+ri 

R 

qi  
t   In 

/ / àij pk 0 

Vpk—Vo  
r, = 

I pk— 

Rri  
— C' 

q1 = Ci(Vpk—Vo) 

t2 = T2 ln [ 1 + (/Pk —4)(R—i)l q 2  In rAi±ipk —  
AiR j t 2 Ipk — Ív 

Vpk  
= 
ipk —1„ 

T2 = C •  RP  

q2 = Cj( My — Vpk) 

t 3 = T3 in [-= t3 q3  
bilk, AihV 

T3 = CR 

q3 = Cf(Vhv — Viv) 

[14 =-- T4 In 
1 

] — Ai ls R+ r4 
1  

ihv R 

q4  
t4 2.3 /Is /,, 

Vin,  
r4 = 

— 4 

Rr4  
T4 — R± r4 

(14 = C els -  Vhv) 
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Vpk —› Vh, v(t) = VPk -I-   (et/ 1.2— 1)  (2) 

vhv; v(t) = V,„ + R(1 —Ctn.')  (3) 

¡Inv ; v(t) = Vhy + Aik„, Rr4 (1 e-`/ T4) (4) 
R+r4 

The notation here is defined in the summary of 
results in Table 3. Equation (2) which is that of an 
increasing exponential, is of particular interest as it 
illustrates the effect of the negative conductance 
region between Vpk and 1/1„. Here as the diode 
voltage increases an increasing amount of current is 
diverted into the junction capacitance and the switching 
rate increases with time Fig. 9(a). The equations ( 1) 
to (4) allow the transition times in each region to be 
formulated; these results are tabulated in Table 3. 

In the system described in Sections 3.2 and 4 the 
5 mA storage diodes are biased with a constant 
current of 2 mA and are written to the ' 1' state by 
the action of a 4 mA trigger current. Typical figures 
for the diodes are: 

Vpk = 50 mV V1„ = 240 mV 

Vis = 480 mV (at 6 mA) Vhv = 380 mV 

and C; = 30 pF 

Then setting 

V, = 20 mV at I = 2 mA 
I„ = 0.8 mA 

yields 

q, = 0.9 pC 

q3 = 5.2 pC 

and the corresponding switching times are 

t, = 0.42 mils 

t2 = 2.25 imps 

t3 = 1.0 

= 1.3 mits 

The typical total switching time observed when the 
triggering current is a step function is about 5 ings, 
which compares favourably with the theoretical 
predictions. In the storage system the switching time 
is rather longer than 5 nip (8 to 10 mils) because of the 
extra stray capacitance across the diode and slower 
triggering current waveform. 

10. Appendix 2 

Storage Element Bias Resistor and Operating Currents 

In Fig. 4(b) the position of the load line, defined by 
the bias voltage V b and the resistor R, is determined by 
two factors: 

(a) the quantity (/,,k — /0) should be as large as 
possible so that the non-destructive read current 
can be large and 

q2 = 5.7 pC 

= 3 pC 
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(b) the stability of the two storage states of the 
element must be assured in the worst conditions 
of diode and circuit tolerance. 

In practice the ideal solution of biasing with a con-
stant current which is marginally greater than the 
maximum specified valley current cannot be achieved. 
A compromise is therefore adopted which allows for 
an approximate 10% difference in the diode currents 
between the two stables states. 

10.1. Choice of Bias Resistor and Nominal Bias Voltage 

The stability of the high voltage state is obtained by 
satisfying the inequality 

Vb(min) Vv(max) k 
P Ipk 

Rins„ Ymin 

where y is the ratio /pk//„ which is expressed in terms 
of the nominal peak current, and k, is a factor of 
safety. 

Let the tolerance on V b be + ti, V,, 

„ R be + tR R 

9! „ pk be ± ipk pk 

then (5) may be rewritten 

VA — tb) —  Vv(max) 
R 

ipk ( + ks) ( 1 + tR) 
7min 

(5) 

(6) 

Now the quantity (/pk — /0) has its maximum value 
when R has the maximum value allowed by eqn. (6) 
i.e. the optimum nominal value of the bias resistor is 
given by 

R =  Vb(1— tb) — Vv(max) (7) 
1 pk(y,,,„+ ks)(1+tR) 

The final choice of R is determined by the avail-
ability of standard components, and the values of R 
tabulated in Table 4 satisfy eqn. (7) with the following 
parameters: 

Ymen = 5 

SU 

from the manufacturer's data. 

I) STORAGE 
I ELEMENTS 

Fig. 10. Storage element bias resistor and operating currents. 
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1/„(„„„) = 0.35 V from the manufacturer's data. 

lc, = 0.1 

tR = 0.03 this value allows for possible drift 
in the value of the 1 % resistors used 
in practice. 

this tolerance is assumed at this 
stage. 

tb = 01 

Vb = 3.82 V 

The required value of V, is independent of Ipk because 
Rim, is constant. The value of Vb demands a nominal 
Zener diode current of 24 mA in KS30A diodes used. 
This is obtained by choosing an appropriate value 
for the resistor Rb (Fig. 10). 

10.2. Choice of Word Bias Resistor 

In Fig. 10 the Zener current, /z, is given by 

E-(Vb+ Es) (Vb-E„,) 

Rb Rin 

The resistor Rb is chosen so that the nominal Zener 
current and bias voltage are obtained when: 

(a) E and R have their nominal values, 

(b) E. has a value which represents an equal 
distribution of high and low voltage storage 
states in the n storage elements, and 

(c) the word is midway between the unselected and 
fully selected states. 

Under these circumstances 

E = 24 V 

10 
R = - ohms 

Ipk 

Em = 0.22 V 

Es = 0.44 V 

and /z = 24 mA 
Vb = 3.82 V by definition. 

The corresponding values of Rb are given in Table 4. 

/z = (8) 

= 
RRb+rz(R+nRb) 

Setting E = 24 V ± 0.5 V 

= 0.88 V ± 0.1 V 

Ez = 3.45 V ± 5% V (manufacturer's 
tolerance) 

Em = 20 mV or 0.44 V ± 30 mV 

Allowing a ± 3% tolerance on all resistor values, 
enables the minimum and maximum values of I to be 
obtained. These are tabulated in Table 4 and the 
corresponding variation in Vb is also shown. In all 
cases for /0, 5 mA, this is within ± 10% of nominal, 
which indicates that the allowed tolerance on Vb used 
in the preceding calculations is justified. 

10.4. Operating Currents 

10.4.1. Read current 

The maximum read current is taken as that which 
gives the same factor of safety at the peak current 
limit as exists at the valley current, i.e. 

10.3. Variation of Bias Voltage 

In the calculations of Section 10.1 it was assumed 
that the bias voltage could vary + 10% about its 
nominal value. The actual variation which can occur 
under operating conditions is estimated by substituting 
a linear approximation for Vb in terms of /z in eqn. (8). 

This is Vb= Ez+lz  (9) 

where rz = 16 ohms and Ez = 3-45 V. 

Equation (9) represents the avalanche characteristic 
of a typical KS30A diode to an accuracy of better 
than + 2% for current variations of 10 mA on either 
side of the nominal Zener current of 24 mA. 
Equation (8) then becomes 

(E- E,-Ez)R- nRb(Ez- E.) 
(10) 

Vb(max) -  VO(min)  
is(max) = ipk(min) ks/pk  (11) 

Rmin 

The values of maximum read current tabulated in 
Table 4 are obtained from eqn. ( 11) by inserting the 
appropriate values and setting k, = 0.1. 

Table 4 

Design values for various peak currents 

Nominal 
Peak bias 

current resistor 
(mA) R 

Nominal 
bias 

voltage 
Vb 

Nominal 
Zener 
current 
mA 

Nominal 
word bias 
resistor 
Rb ohms 

Variation of 
/z (mA) 

max. min. 

Variation of 
Vb (volts) 

max. min. 
Variation 
of Vb 

Max. 
read 

current 
mA 

Min. Min. 
clear selection 

current current 
/c mA /s mA 

5 2 3.82 24 290 

3 3.33 3.82 24 390 

1 10 3.82 24 600 

31 10.5 3.93 3-5 

29 22-8 3.88 3.75 

26.7 20 3.85 3.75 

+ 3 
- 8.5 

+ 1.6 
- 1.9 

+ 
- 19 

2.1 116 175 

1.25 90 115 

0.42 65 56 
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10.4.2. Clear current 

The current k switched into the lower word wire 
(Fig. 10) when the 'clear to zero' operation is initiated 
has three components. These provide (a) the current 
flowing in the resistor Rb, (b) a small reverse current in 
each storage element, and (c) a current to reverse the 
bias voltage developed across the Zener diode in an 
acceptable time. The magnitude of this last compo-
nent is governed by a 'charge constant', A Qz, which 
relates the switching time of the Zener diode to the 
switching current. The value of A Q, varies widely 
between Zener diodes of the same nominal voltage 
from different manufacturers. For the KS30A diode 
A Qz is some 400 pC, and switching times of about 
20 mils are obtained with a 20 mA switching current. 

The value of /c must satisfy the relationship 

vL+E AQz 
 (12) 

Rb RIrt t, 

where t, is the required switching time, and vz, is the 
voltage level of the lower word wire. The final value 
of VL is chosen to be + 0-5 V, since the forward 
current in the Zener diode is then very small, (of the 
order of 1 mA) and hole storage effects when /c is 
removed may be neglected. Then setting 

= + 0-5 V 

AQz = 400 PC 

ts = 20 nips 

in eqn. ( 12) yields the minimum values of Ic tabulated 
in Table 4. 

10.4.3. Selection current 

The selection current Is switched into the upper 
word wire (Fig. 10) must be large enough to ensure 
that the selection tunnel diodes conduct in the reverse 
direction when all the digits of the word are being 
written to high voltage state. That is 

E—Vb 
nlw  (13) 

Rb 

where Ify is the digit write current, which is made 
equal to 0-84k. The minimum values of Is given in 
Table 4 are then obtained by inserting the most 
unfavourable tolerance conditions in eqn. ( 13). 

11. Appendix 3 

Digit Circuits 

Each of the four sections of a digit wire is associated 
with a read/write switch, which is operated by a ver-
sion of the digit strobe assigned to the appropriate 
page position (see Fig. 6), and a read amplifier. The 
outputs of the four read amplifiers for a particular 
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digit wire feed a common discriminating and output 
staticizor circuit. A schematic of the system is given 
in Fig. 11(a). 

Under quiescent conditions switches Si, S2 and S3 
are closed and the input to the read amplifier is held 
at about + 0-6 V by conduction of the silicon diode 
Dl. At the start of each store cycle S3 is opened by 
the action of the output gate and the tunnel diode, TD, 
is switched to a low voltage state by a 1 mA reset 
current. 

I32 READ DIODES ON QUARTER SECTION 
OF DIGIT WIRE 

6mA 2mA 

SI DIGIT S2 _.... WRITE 1 
STROBE 

.0.6V 

D1 READ 
AMP 

READ/WRITE SWITCH 

13mA 

STAT OUTPUT 

-140 

'0' - 220 

-300 

-510 

'1' -605 

-700 

4m4 

_OUTPUT 
S3 GATE 

imA ipk=5,11,4 
T.D. 

-6V 
DISCRIMINATOR 

10011 

INPUTS 
FROM 
OTHER 
SECTIONS 
OF DIGIT 
WIRE 

-6V 

45.1mA 

(a) Schematic for one quarter digit wire. 

7 95 

OUTPUT OF OUTPUTOF OUTPUT TO I ACTION OF 
DIGIT WIRE READ AMP TUNNELDaDEIOUI1I1T STROBE 

(mVOLTS) (m AMPS) (m AMPS) ( mAMPS) 

(b) Effect of output tolerances. 

Fig. 11. Digit circuits. 

4 75 
50 
5 25 

TUNNEL DIODE 
PEAK CURRENT 

11.1. Read Cycle 

In a read cycle switch S2 remains closed and the 
appropriate digit strobe is operated as the addressed 
upper word wire reaches the selection level. This 
opens Si and a read current of 2 mA is extracted from 
a section of the digit wire. The input level of this read 
amplifier then becomes more negative until the 
selected read diode is carrying the read current. The 
read amplifier input is subject to tolerance variations 
which are summarized in Table 5. 
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Table 5 

Digit level tolerances 

Potential (mV) 
'0' Digit '1' Digit 

Upper word wire 

Storage diode at 4 mA 

Read diode at 2 mA 

+ 115 ± 35 + 115 ± 35 

- 45 ± 15 - 430 ± 30 

- 290 ± 30 - 290 ± 30 

Read amplifier input - 220 ± 80 - 605 ± 95 

At a sufficiently negative input level the read ampli-
fier has a well defined transfer characteristic of 
10 mA/V and the action of the amplifier and discrimi-
nating circuit under the various conditions of input 
tolerance is illustrated in Fig. 11(b). A decision is 
obtained from the discriminating circuit when the 
output gate is operated to close S3. The timing of the 
output gate (positive-going edge) is shown in Fig. 8. 
The information read out of the store is retained at 
the output of the staticizor by the storage action of the 

discriminating tunnel diode until S3 is re-opened at 
the beginning of the next store cycle. 

There is an adequate safety margin in the dis-
criminating system to cope with minor inaccuracies 
of definition of the currents which control its action. 
A degree of control in the discrimination level is 
possible by variation of the 1 mA reset current and 
this facility is incorporated in the system to establish 
operating margins. 

11.2 Write Cycle 

In a write cycle the information to be written into 
the store controls the action of the switch S2, which is 
opened in those digit positions where writing to a ' 1' 
is required. In this way operation of the digit strobe 
causes 4 mA to flow from the digit wire and the 
selected storage diodes are set to a high voltage 
condition. 

Manuscript received by the Institution on 22nd Apri11963. (Paper 
No. 8591060). 

(CD The British Institution of Radio Engineers, 1963 

STANDARD FREQUENCY TRANSMISSIONS 
(Communication from the National Physical Laboratory) 

Deviations, in parts in 10' 0, from nominal frequency for 

October 1963 

1963 
October 

GBR 16 kc/s 
24-hour mean 
centred on 
0300 U.T. 

MSF 60 kc/s 
1430-1530 U.T. 

Droitwich 200 kc/s 
1000-1100 U.T. 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 

- 130.3 
- 1 30 -0 
- 129.5 
- 130-6 
- 130.3 
- 129.9 
- 129.9 
- 130.1 

- 129.9 
- 129.9 
- 1304 

- 130-4 

- I29S 
- 130-7 

1963 
October 

GBR 16 kc/s 
24-hour mean 
centred on 
0300 U.T. 

MSF 60 kc/s 
1430-1530 U.T. 

- 129.3 
- 130-7 

- 130-9 
130.0 
130-3 
130-2 
131-0 
130.4 

- 129.6 
- 130.1 
- 130-4 
- 1304 

- 12- 9-5 
- 130.3 
- 130.3 

16 
15 
14 
15 
13 
12 

- 13 
- II 

Il 

I I 
9 
9 

- 9 
- 8 
- 6 

17 
18 

19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

- 130.8 
- 130-5 
- I30.5 
- 130-4 
- 130.2 

130.6 
- 130.4 
- 130.3 
- 130-2 
- 130.2 
- 130.7 
- 130-5 
- 129.9 
- 130.0 
- 131.5 

30-6 
131.0 
130.1 
130 9 
130 9 

- 30-5 

- 130 9 
- 30-7 

30-5 
29-9 

129.9 
130 6 

- 130 6 
- 130 8 

130 9 

Droitwich 200 kc/s 
1000-1100 U.T. 

- 8 
- 4 

- 4 
- 4 
- 6 

- 6 
- 4 
- 4 
3 
1 

o 
o 
o 
o 

Nominal frequency corresponds to a value of 9 192 631 770 cls for the caesium F,m (4,0)-F,m (3,0) transition at zero magnetic field. 

Note: the phase of the GliftlAISF tims signals was retarded by 100 milliseconds at 0000 UT on 1st November, 1963. 
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The Development of Eddy-current Testing 

Techniques for Tube Inspection 

By 

D. TERRYt 

Presented at the Convention on "Electronics and Productivity" in 
Southampton on 17th April 1963. 

Summary: The paper outlines the need for a high speed method of examin-
ing tubes for defects and discusses to what extent eddy-current techniques 
meet this need. A short history is given of the introduction of eddy current 
testing used for the examination of solid and hollow cylinders. Eddy 
current testing principles are explained, together with methods of measuring 
the effects of variations in a test specimen, with the aid of block circuit 
diagrams and complex impedance curves. 

The merits of a.c. and d.c. saturation techniques are dealt with and 
practical testing equipment which employs phase and modulation analysis 
is described. The application of phase sensitive devices and modulation 
analysis techniques is explained and the limitations assessed. The uses of 
internal probes and surface probes are briefly described. 

1. Introduction 

The safety factor of a component can only be 
reduced if strict measures are taken to guarantee that 
the material has consistent physical properties and is 
free from harmful defects. These factors have been 
controlled in the past by selecting representative 
samples from the bulk production and subjecting 
them to as many different destructive tests as possible. 
The obvious snag with this system is the possibility of 
a sub-standard component passing through which 
does not meet essential requirements and fails in 
service. With domestic appliances such as a vacuum 
cleaner or refrigerator, no real harm is done, but an 
aircraft fitted with a faulty turbine blade or fuel pipe 
can bring disaster. The effort needed to develop 
inspection techniques for tubes in aircraft can be put 
to good use in other fields of industry. 

Non-destructive testing is a combination of science 
and art; it is a subject found to exasperate many of 
those who have dealings with it, because the conditions 
found in practical application do not measure up in 
every respect to the scientific concept on which a 
particular method is based. Eddy-current testing 
can be considered as being particularly irksome in 
this respect. 

The basic principles of eddy-current testing have 
been stated many times but practical techniques have 
been very slow to follow. For instance the efficient 
examination of tubes manufactured in ferro-magnetic 
steel or stainless steel has only been possible in recent 
years. The reluctance to adopt eddy-current testing 
as a means of examination can be attributed to several 

t Accles & Pollock Ltd., Oldbury, Birmingham. 
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factors. In the first instance incorrect conclusions 
were made from very early trials before a real under-
standing of the theory was appreciated. Many 
manufacturers of equipment and users were over 
optimistic and made extravagant claims; others were 
over cautious in applying the method and did not 
make any real contributions. Modern practices for 
manufacturing electronic components has led to 
reliable testing equipment requiring little maintenance 
and service. Improved circuits and new devices have 
given a new slant to the subject, allowing the user to 
obtain more information about the test. 

The largest single contribution in this field has been 
made by F. Fitirster and his collaborators who have 
produced a very wide range of practical testing 
equipment of robust design suitable for works 
use» 2, 3 P. Graneau, S. A. Swan and R. Hochschild 
have also contributed in helping to develop the theo-
retical basis for eddy-current analysis which support 
the experimental results obtained by Rirster.4' 5, 6, 
Eddy-current testing is generally associated with the 
detection of defects in metals, but other applications 
include thickness measurement of metals on non-
metals and vice-versa, determination of electrical 
conductivity and the detection of tramp meta1.8 

2. Principles of Testing 

When a cylinder of metal is placed inside a coil fed 
with alternating current, the resistive and reactive 
components of the coil will appear to be modified. 
The resistance and reactance of the metal cylinder, 
which may be considered as the secondary winding 
of a transformer having one turn, can be measured 
by the surrounding coil in much the same way as the 
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TUBE TEST PIECE 

R1 

RO 

R2 

PHASE SENSITIVE 
VOLTMETER 

Fig. 1. Block diagram of equipment for measuring the effects 
of variations in dimensions, conductivity and permeability of a 

tubular test piece. 

equivalent primary impedance is determined for a 
transformer on a short-circuit test. The change in 
coil impedance between the empty and loaded 
condition depends upon the dimensions, electrical 
conductivity and permeability of the cylinder, the 
coil shape and the degree of electromagnetic coupling 
between the coil and cylinder (usually called the ' coil 
filling factor '). The presence of a defect in the cylinder 
also causes a corresponding change in coil impedance. 

The extent of changes in coil impedance through 
variations in cylinder dimensions, conductivity, 
permeability or the presence of defects, can be 
measured on equipment similar to that shown by the 
block circuit diagram in Fig. 1. The output from a 
variable oscillator feeds two test coils of inductance 
L1 and L2 connected in a bridge circuit with resistances 
R1 and R2 as the other two arms and resistance Ro 
adjusted to give a balanced condition. Two methods 
of measurement are possible; the first with L, and L2 
arranged as shown in the diagram (known as the auto-
comparison method), the second with L1 and L2 
separated (known as the comparison method). When 
the auto-comparison method is used, the characteristics 
of the sample inside L1 are balanced against those of 
the adjacent sample in L2. The comparison method 
requires a standard sample inside L1 with separate 
samples inserted in L2, possessing the characteristics to 
be studied. Specimens must be selected which differ 
from the standard in one respect only and a great deal 
of additional measurements are needed to ensure this. 
For instance when a study is being made of the 
effects of dimensional changes, strict control must be 
kept on heat treatment or cold work to maintain 
constant conductivity and permeability. Variations 
in the specimen result in a bridge output which is 
amplified and fed to a phase sensitive voltmeter or 
cathode ray tube, together with a reference voltage 
from the oscillator via a phase sensitive network. 

Controlled experiments and theory have shown 
that the impedance of a test coil surrounding a 
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cylinder, whose magnetic permeability is unity, 
varies in accordance with the curves shown in Fig. 2. 
For convenience the reactive and resistive components 
of impedance for the loaded condition have been 
normalized to the reactive impedance of the coil in the 
absence of the metal cylinder. Curves are shown for 
the case where the cylinder completely fills the coil. 
The abscissa values are in terms of (R— Ro)lcoLo and 
the ordinate values in terms of coL/coLo, where R and 
coL are the resistive and reactive components for the 
coil with the specimen inserted, Ro and coLo is the 
resistance and reactance of the coil with the specimen 
removed. 

Most of the practical work concerned with imped-
ance analysis has been carried out at the Institut 
Dr. Fórster, Reutlingen, Germany. This Institut was 
responsible for simplifying the application of the theory 
by introducing expressions which they called the 
'limiting frequency' or the 'critical frequency' for 

HOLLOW 
CYLINDER 

DECREASE 

E DECREASE 

0.1 0.2 0.3 0.4 0.5 

RESISTIVE COMPONENT AL20 
àno 

Fig. 2. Impedance plane for a coil encircling tubes when the 
inside diameter increases from zero in % d, form ratios for 100 
and 25. The effect of d., G and t variation is shown for the case 

of a thin walled tube. 
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various uniform shapes such as plate, sheet, spheres, 
solid and hollow cylinders. Theoretical work agreed 
very closely with results found by experiment, con-
sequently the expressions developed are very con-
venient to use when determining the ideal test fre-
quency for a uniform shaped object.' 

2.1. Solid Cylinders 

The 'limiting frequency' for a solid cylinder may be 
found from the expression: 

5066  
• • • •(1) G. p. 

where fg = limiting frequency in c/s 

G = electrical conductivity in metre/ohm-mm2 

do = outside diameter of the cylinder in cm. 

= relative magnetic permeability. 

The 'limiting frequency' is characterized by the size 
and properties of the specimen under test and must 
not be confused with the testing frequency. The 
curves in Fig. 2 can best be explained by considering 
an example. 

A solid cylinder of stainless steel, diameter 6 cm, 
conductivity 1.4 metre/ohm-mm' with a relative 
magnetic permeability of unity has an fg value of 100 
(calculated from equation (1)). At a test frequency f 
of 10 000 c/s, the ratio f/fg would be 100, and repre-
sented on the impedance plane by point A, i.e. an 
empty coil is represented by point L and with the 
specimen in position by point A. Now if the test 
frequency were reduced to 2500 c/s, the new condition 
would be represented by point B where fli; = 25. 
Any reduction in outside diameter do, keeping G and ;I 
constant causes point A to move along the dotted 
line towards point L (Fig. 2), with a phase angle 
difference of approximately 45 deg from the direction 
due to variations in conductivity. 

By using phase-sensitive devices, conductivity 
variations can be separated from variations in outside 
diameter. This fact is made use of in some instruments 
designed for sorting mixed batches of metal compo-
nents by virtue of their differences in electrical 
conductivity. 

2.2. Hollow Cylinders 

For a tube, the impedance plane is somewhat 
different from the impedance plane for a solid cylinder. 
Let us consider the previous example for a solid 
stainless steel cylinder with a diameter of 6 cm sur-
rounded by a coil fed at a frequency of 10 kc/s. The 
normalized impedance is represented by point A on 
the impedance plane, Fig. 2, where flf, = 100. If 
the centre of the bar is now machined away until the 
inside diameter is 5.7 cm (95 % d,), the impedance will 
change to position C. Here vectors have been drawn 

November 1963 

to indicate the direction in which point C would move 
for changes in tube thickness, conductivity, outside 
diameter and the effect of a crack. Only one para-
meter can be considered at a time, keeping all the 
others constant. The direction shown for the crack 
effect can vary depending upon its depth, width and 
position in the tube wall. To detect defects in tubing 
satisfactorily by phase analysis methods, adequate 
separation between all the parameters is required. 
Even under these ideal conditions, when a 'measuring 
phase' is selected which is perpendicular say to the d, 
direction, the influences due to variations in con-
ductivity and thickness are measured at the same time 
as influences due to defects. In practice, all these 
variations occur, possibly at the same time in some 
cases, making the detection of small defects impos-
sible. At a lower testing frequency of 2-5 kc/s,f/fg= 25, 
the same tube as before would take up position D on 
the impedance plane. Here the phase angle between 
all the parameters is smaller and becomes more 
difficult to separate than before. An appreciation of 
the methods used to manufacture tubing is important 
before deciding to apply phase analysis techniques, 
because a set of conditions for one batch may not be 
suitable for another batch of the same size and 
quality but made by a different process. One method 
of manufacture may produce a tube of constant 
internal diameter with slight variations in outside 
diameter, while another method may produce a tube 
of constant outside diameter with variations in internal 
diameter and yet still meet specification requirements. 

2.3. Impedance Analysis by the Ellipse Method 

When the signal output from the bridge in Fig. 1 is 
amplified and applied to the vertical plates of a 
cathode-ray tube and the reference voltage is applied 
to the horizontal plates, a stationary Lissajous 
pattern in the form of an ellipse will be produced. 

The appearance of the ellipse depends on the 
amplitude and phase relation between the two 
voltages. Let us again consider the previous example 
of a stainless steel tube, outside diameter 6 cm, 
inside diameter 95% do, represented on the impedance 
plane by point C on Fig. 2. Voltage outputs from the 
bridge will have an amplitude and direction propor-
tional to the impedance changes, and may be repre-
sented on a 'complex voltage plane' as shown in 
Fig. 3(a). Here a reference voltage OD has been 
selected which is in phase with the signal voltage 
caused by a reduction in do and is applied to the XX 
plates of a c.r.t. in Fig. 3(b). Now when a signal 
caused by a reduction in d, is applied to the YY plates 
a tilted line will appear on the c.r.t. A crack giving 
a signal of the same amplitude as the reduction in 
d, but having a phase difference of cfi l will produce an 
ellipse. A thickness reduction giving a similar signal 
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Fig. 3. Construction of the ellipse from a reference voltage and signal voltage for a thin walled tube. 

amplitude, keeping do constant, will produce an 
ellipse with a different shape to the one given by the 
crack. 

When the signal and reference voltages are fed to a 
phase-conscious rectifier, the component of signal 
voltage which is perpendicular to the reference 
voltage becomes most important. With the particular 
case that has been chosen, the component due to a 
crack effect which is perpendicular to the do direction 
is vector component 01 (OA sin 0,), and the per-
pendicular component to the do direction for thick-
ness change is vector component 02, (OA sin 02). 
These components of the signal voltage are normally 
applied to a circuit which will trigger when a predeter-
mined level has been reached, or alternatively fed to 
a pen recorder. The other points of interest on 
the ellipse are distance 04 which is equivalent to 
OD sin 0,, and 03, equivalent to OD sin 0 2. 

2.4. Eddy-current Distribution 

Eddy currents induced by a coil surrounding a 
cylinder are not uniformly distributed over the entire 
cross-section but the eddy-current density is greatest 
on the outside surface and falls in its intensity with 
depth below the surface. This is commonly known as 
the 'skin effect'. The depth at which the eddy currents 
reach a value equal to 1/e times the surface value is 
one way of defining the depth of penetration. 
For a semi-infinite plane conductor, the depth of 

penetration may be calculated from the following 
formula: 

p X 103  
depth = ,j 47r2 ¡if cm 

where p =- resistivity in microhm-cm 

= relative permeability 

f = testing frequency in c/s. 

Table 1 

Depth of penetration in inches for various materials 

Material Permeability Resistivity 
Frequency kc/s 

0-05 0-5 1-0 10-0 100-0 

Copper 

Aluminium 

Magnesium 

Brass 

Mild Steel 

II initial ••••• 500 
can vary 

at saturation 
— 1-0 

Austenitic — 1-0 
Stainless Steel can vary 

1-65 0-357 0-113 0-080 0-025 0-008 

2-88 0 -474 0150 0-106 0-033 0-010 

4-35 0-582 0-184 0-130 0-041 0-013 

7-5 0-755 0-240 0-169 0-054 0-017 

20 0-055 0-017 0-012 0-004 0-0013 

20 1-230 0-380 0-268 0-090 0-029 

73 2-380 0-755 0-532 0-168 0-053 
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Typical figures for the penetration depth of various 
materials and test frequencies are shown in Table I. 
Fiirster has shown that this formula is only approxi-
mate for solid cylinders at ratios flf; > 15, but does 
not hold for lower ratios. Recent work by Bareham9 
has shown that the eddy-current distribution in thin 
tubes is vastly different to the values calculated using 
the above formula, and he shows that a much wider 
test frequency is possible than indicated by the 
'skin-depth' equation. Since the signals given by 
defects in tubing are difficult to separate from the 
signals due to dimensional variations it is best to use the 
lowest test frequency that is permissible. Signals 
from bore defects would then have an amplitude 
comparable to signals from outside defects. Un-
fortunately as the frequency is lowered the electro-
magnetic coupling between coil and tube is poorer 
and defects become more difficult to detect. Therefore, 
a compromise must be reached on results obtained 
from practical investigation. 

The problem of selecting the correct testing fre-
quency for detecting longitudinal cracks and other 
defects in solid and hollow cylinders has been investi-
gated in detail at the Fitirster Institut. Although the 
theoretical distribution of eddy currents have been 
determined, the effects of defects could not be accu-
rately calculated. Rirster decided to use a mercury 
cylinder as an ideal test piece and insert pieces of 
plastic of various sizes and shapes to represent 
defects. Measurements taken from a surrounding 
test coil gave the information needed, which could 
be interpolated for all materials of any diameter and 
thickness.'9. " 

3. Testing Ferromagnetic Materials 

When testing tubes manufactured in such materials 
as mild steel or stainless steel having ferromagnetic 
properties, the complex impedance plane previously 
considered for non-magnetic materials is changed 
considerably by the effect of magnetic permeability." 
The inductance of a coil surrounding a cylinder is 
reduced when the material from which the cylinder 
is made is non-magnetic, such as copper, but increases 
for ferromagnetic materials. 

The main problem in testing ferromagnetic material 
lies in the fact that the initial permeability depends 
upon chemical composition, metallurgical structure 
and most important of all on the presence of residual 
internal stresses introduced by the manufacturing 
process. These facts were discovered in the very early 
days of eddy-current testing and many unsuccessful 
attempts have been made to overcome the problem by 
impedance analysis. Alternative methods were re-
sorted to, including techniques based on detecting the 
leakage flux from a defect while the specimen was 
situated in a magnetic field.". 17 Apart from the 
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difficulty caused by permeability variations giving 
erroneous signals the depth of penetration of the eddy 
currents in ferromagnetic metals is very low when 
compared with other non-magnetic metals (see 
Table 1). 

3.1. A.C. Saturation 

By using a very high a.c. field strength the perme-
ability in the outer layer of the tube surface is reduced 
to a low value every half cycle. The field strength 
decreases with depth from the surface due to the 
reaction of eddy currents in the outer layers of the 
tube. The permeability therefore increases with 
depth and eventually reaches a maximum value. 
Beyond the layer in the tube where this occurs, 
considerable resistance to deeper penetration is 
formed. For this reason a.c. saturation methods are 
limited to the detection of defects near to the outside 
surface. 

Fig. 4. Eddy-current testing installation using a.c. saturation 
equipment by Fürster. 

Equipment using this principle of testing" is 
shown in Fig. 4, together with mechanical handling 
equipment which propels tubes through a water-
cooled test coil at constant speed. Typical curves that 
appear on the c.r.t. of this equipment are shown in 
Fig. 5. These are sample traces taken from six tubes 
during the examination of a batch 176- in o.d. x 17 s.w.g. 
Traces a, b and c show the effect of serious cracks. 
Traces d and e are caused by residual stresses intro-
duced when bending the tube by hand. Trace f is 
typical for sound tubing. Note that there is a distinct 
difference between crack and stress effect. The whole 
waveform which represents one complete cycle of 
test frequency can be moved across the c.r.t. by a 
control knob until the point of interest lies in the 
centre of the screen. 

A sinusoidal voltage from the control is trans-
formed into a square wave and then differentiated. 
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(a) 

(e) (f) (d) 

(b) 
SLIT VALUE 

(c) 

(a) cracked tube. (b) cracked tube. (c) cracked tube. 
(d) local stress. (e) local stress. ( f) sound tube. 

Fig. 5. Cathode-ray tube traces for tubes tested on the equipment 
shown in Fig. 4. 

This produces alternate positive and negative pulses; 
the positive pulses are used to trigger a linear time 
base and the negative pulses are fed to a ` slit amplifier' 
which is connected in parallel with the signal voltage 
to the Y plates of the c.r.t. The `slit amplifier' is 
normally muted except for A th cycle where the 
amplitude of any signal in the slit is measured and 
may be monitored automatically. The large peaks on 
either side of the slit in traces d, e and f are attributed 
to permeability or dimensional variations and are 
clearly shown where the excitation field strength 
passes through points of zero magnitude in the excitation 
waveform. At these points the effect of initial per-
meability variations mask the effects from a crack. 
On the other hand, at points of maximum amplitude 
in the excitation waveform, saturation reduces the 
effect of permeability changes but the high current 
density in the tube intensifies the crack effect. 

This type of equipment functions best when the 
material to be inspected is in a fully annealed condition 
when internal stresses are reduced to a minimum. 
The method is confined to the examination of materials 
exhibiting strong ferromagnetic properties and the 
same equipment is not suitable for non-magnetic 
materials or austenitic stainless steels with very low 
magnetic permeability. The reason for this is that the 
testing frequency is relatively low to allow separation 
between dimensions, permeability and crack effects, 
but the frequency is not high enough to give sufficient 
electromagnetic coupling between the test coil and 
non-magnetic specimens. Methods using magneto-
mechanical measuring instruments have been suggested 
as a means of separating stress and crack effects." 
These are based on the principle that magneto-
mechanical measuring instruments or recorders with 
large inertia do not have a very high frequency response 
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and so the signals due to stresses which have a very 
high frequency content are not recorded, whereas 
signals due to cracks have a substantial low frequency 
content and are recorded. 

3.2. D.C. Saturation 

By superimposing an a.c. field upon a d.c. saturating 
field the arrangement becomes very satisfactory 
for inspecting ferromagnetic or stainless steel 
tubes.'5 16 With sufficient d.c. field strength the 
incremental permeability of the material is reduced 
to unity and the distribution of eddy currents generated 
by the a.c. field is virtually equivalent to a non-
magnetic material having the same dimensions and 
conductivity." One disadvantage with this method 
is the necessity for demagnetization after testing. For 
thin tubes a simple coil fed with a 50 c/s supply is 
sufficient but for thick tubes or solid rod more 
elaborate schemes are required ; 18 alternatively heat 
treatment at temperatures above the Curie point 
will completely demagnetize the material. 

Fig. 6. Fully automatic equipment testing mild steel tubes with 
d.c. saturation. 

Figure 6 shows a fully automatic testing machine 
designed for inspecting ferromagnetic tubes from in 
to 1¡ in diameter, in lengths up to 60 ft. Tubes are 
placed on to a rack (r.h. side), selected one at a time 
by an escapement mechanism and power driven 
through the test unit (centre) at a constant speed. 
After passing through the test unit, tubes are auto-
matically sorted into `passed' and `reject' storage 
pallets. The saturating coil is made up of two sections 
mounted on pole pieces, separated by an air-gap 
sufficiently wide to allow an eddy current test coil 
block to be inserted. The d.c. magnetic path is 
confined to a soft iron yoke completely surrounding 
the unit which together with soft iron pole pieces 
reduce the magnetic reluctance. This arrangement 
allows saturation of the test piece with a much lower 
power consumption than if an open coil were used. 

Jourral 



EDDY-CURRENT TESTING TECHNIQUES 

D. C. 
POWER 
PACK 

6 

AUTOMATIC 
TUBE 
SORTING 

DEFECT 
TRIGGER 
CIRCUIT 

SI 

XL 

COMPENSATION 

TEST PIECE 

PHASE 
CONTROL 

confuse' DP4 

AMPLIFIER 

VERTICAL 

AMPLIFIER 

DETECTOR 
AND 

DIFFERENTIATION 

MONITOR 

NPS. 

HORIZONTAL 

AMPLIFIER 

PHASE 

CONTROL 

RECTIFIER 

PHASE 

SH IFTER 

Fig. 7. Block diagram of fully automatic eddy-current testing equipment with d.c. saturation. 

`Conductiflux' electronic equipment supplied by 
Institut Dr. Fiirster, using the 'ellipse method' can 
be seen to the left of the photograph with other 
automatic control equipment. A power driven 
demagnetizing track is situated behind the electronic 
equipment. 

A block circuit diagram for this equipment is 
shown in Fig. 7. An oscillator feeds transformer T, 
having three secondary windings. The centre winding 
of these three is connected to the exciting winding P 
of the eddy-current test-coil block. An autocomparison 
coil system is used, the secondary or detector coils Si 
and S2 being connected in anti-phase with each other. 
With a uniform test piece in position, ideally the 
resultant output from these detector coils should be 
zero, but this is never the case because discrepancies 
occur in the physical dimensions of the coil formers 
and winding distribution. Any signal due to these 
causes is neutralized by adding it to another one of 
equal amplitude and opposite phase by means of 
XL and R compensation controls, supplied by a 
secondary winding on transformer T. The third 
secondary winding on transformer T is used to supply 
the horizontal plates of the c.r.t. with a reference 
voltage. 

When testing, a defect entering the test coil will 
result in an output from the secondary windings 
which is amplified and appears on the vertical plates 
of the c.r.t., forming a Lissajous pattern of an ellipse 
with a shape depending upon the signal magnitude 
and the reference voltage on the horizontal plates. 
The defect signal is monitored after passing through a 
phase controlled rectifier, detector or demodulator 
and differentiation circuit (modulation analysis). The 
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signal is then amplified and applied to the grid of a 
Schmitt trigger circuit which in turn, fires a thyratron, 
operating a relay controlling an automatic tube sorting 
mechanism. Saturation coils A and B are supplied 
from a stabilized, low voltage d.c. power pack. 

4. Signal Processing Techniques 

4.1. Modulation Analysis 

The name 'modulation analysis' has been given 
to the process of sorting signals out into bandwidths, 
the frequency range depending upon the nature of 
discontinuities to be detected and the relative speed 
between the test coil and workpiece." For the 
technique to work correctly a constant speed of test 
is essential. A defect in the part under examination 
will cause the test frequency to be modulated at a 
frequency depending upon the rate of change of eddy 
currents in the part, which in turn is a function of the 
test speed and coil length. Some discontinuities such 
as cracks give signals having a short rise time com-
pared with the rise time of signals from some quite 
harmless metallurgical and dimensional variations. 
Filter circuits can be designed to suppress signals 
from some of these tube variations. However, 
certain defects will pass through such a system 
without detection because they generate the very same 
frequency bands which the filters are designed to 
suppress. These include small or large defects pos-
sessing a small depth gradient at their ends. 

4.2. Phase Analysis 

Selecting signals of a given phase as a means of 
separating defects from dimension or metallurgical 
differences can only be applied to a very limited 
degree when testing tubes by a concentric coil. Only 
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one parameter at a time can be suppressed or 'phased 
out'. In practice, the parameter causing most trouble 
is suppressed provided sufficient evidence is collected 
to ensure its identity and to make certain it does not 
mask a serious defect giving rise to a signal with the 
same phase. In the majority of cases, variations in 
i.d. or o.d. are responsible for most signals making 
up the 'tube noise'. 

There are four phase-sensitive methods commonly 
used, namely the phase-controlled rectifier, the phase 
discrimination method, the gate method introduced 
by T. Zuschlag and the unbalance bridge method used 
in ` Radac' equipment manufactured by Budd Instru-
ments Division, U.S.A. The advantages and dis-
advantages of these have been dealt with in detail 
elsewhere." 7' 20, 21, 22 

The block circuit diagram in Fig. 7 shows a switch 
for phase-sensitive and non-phase-sensitive positions, 
the selection depending upon the tube o.d. and 
thickness, e.g. when testing a mild steel tube, î in 
o.d. x 14 s.w.g. thick, at a test frequency of 10 kc/s, 
signals from internal cracks are 90 deg out of phase 
with signals from external cracks and therefore phase 
analysis methods are not justified when used as a 
criterion for separating cracks from other causes. 

In a large tube works several machines may be 
needed to cover the entire size range and qualities 
of tube manufactured. The working frequency of such 
equipment is selected to suit the majority of work in a 
particular department. In the author's experience 
equipment with a fixed frequency is more suitable for 
automatic testing than equipment provided with a 
switched range of frequencies. The latter is normally 
sensitive to electrical transients caused by adjacent 
motors, starters etc., unless elaborate precautions are 
taken by tuning each stage in the amplifier for each 
test frequency. This becomes very costly, difficult to 
maintain and demands greater knowledge and atten-
tion from an operator than is desirable. Fixed fre-
quency equipment on the other hand when sharply 
tuned is not sensitive to transients normally experienced 
in a tube mill and can be operated by personnel after 
a short training. 

Test frequencies of 1, 10, 100 and 600 kc/s covers 
most needs for tubes j4 in to 3¡ in o.d. in stainless 
steel or mild steel and intermediate frequencies 
provide little further advantage. 

4.3. Speed Effect 

Dynamically induced eddy currents, described as 
'speed effect' or 'eddy-current drag', are caused by the 
relative motion between the tube under test and the 
radial component of flux from the test coil.' The 
effect increases with speed and is found to be more 
severe in tubes made from good conductivity material 
such as copper than tubes in mild steel or stainless 
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steel having a much lower conductivity. The effect is 
constant provided the speed is constant and can easily 
be balanced out, but it becomes a great handicap when 
tubes are pushed through the coil with a jerky move-
ment. An application making full use of this effect to 
advantage has been reported for inspecting shell 
cases24 and sheet. 25 

5. Internal Probes 

Much attention has been given to devising means 
of inspecting tubes after they have been built up into 
units such as condensers, feed water heaters and boilers 
etc., and checking their condition at intervals during 
their lifetime. 

Portable eddy current testing equipment is now 
available for doing this job using internal probes of 
concentric coil construction. 26' 27 With this method 
of inspection the coil system is more sensitive to bore 
defects and i.d. variations than o.d. defects and 
variations. Equipment is normally used with a paper 
pen recorder to provide a permanent record of the 
test that may be studied at leisure and comparisons 
made with previous examinations. 

6. Surface Probes 

Concentric coils suffer from the disadvantage that 
very small changes in tube dimensions, conductivity 
or permeability cause relatively large changes in the 
electrical properties of the test coil. These variations 
may be sufficient to mask the effect produced by a 
small defect even when phase and modulation analysis 
is used. Surface probes scanning the tube in a helical 
fashion are not so sensitive to these tube variations 
which are generally found to occur in a direction along 
the longitudinal axis, but they are sensitive to cir-
cumferential variations which include longitudinal 
cracks that are continuous or intermittent."' 28' 29 A 
surface defect causes a severe change in the impedance 
of a pancake coil, but affects the impedance of a 
concentric coil to a much lesser degree. 

STATIONARY PROBE 

.1à ,1,.UBE 
ROTATION 

a b 

ALTERNATIVE PROBE ARRANGEMENTS 

Fig. 8. Inspection by surface probe. 
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Figure 8 shows the direction of induced eddy cur-
rents by a single coil; in this case the probe is kept 
stationary and the tube rotates beneath it. Two other 
alternative differential probe arrangements are also 
shown having separate excitation and detector 
windings connected back to back which help to reduce 
the 'lift off' signal normally experienced with single 
coils. A method for complete suppression of the 
'lift off' effect using a single coil in series with a 
capacitor has been claimed by the Institut Dr. 
Fitirster. l. 3° 

For testing long lengths of tube it becomes more 
convenient to rotate the probe instead of the tube 
and with speeds up to 2000 rev/min, linear testing 
speeds in the order of 40 feet per minute are possible. 

Modulation analysis can be used with confidence 
for obvious reasons but if the 'lift off' effect is sup-
pressed by phase analysis some subsurface defects may 
be missed, depending upon the tube thickness and 
testing frequency. Although the 'lift off' signal can be 
suppressed, increase in distance between the probe 
and tube surface causes a reduction in flaw signal 
amplitude. To maintain uniform inspection under 
these conditions an automatic gain control device 
compensating for probe to tube surface variations 
becomes necessary. 

7. Conclusions 

Concentric coil systems can play a very important 
role in helping to control the quality of tube 
manufacture provided their shortcomings are clearly 
understood. Because the speed of eddy-current testing 
is far higher than any other non-destructive method, 
it can be introduced into an existing tube making 
process without upsetting the economy. There is now 
enough evidence available to state that the concentric-
coil method is confined to detecting gross defects in 
commercial grade tubing but can be used to detect 
smaller defects in precision tubes where a closer 
control is kept on dimensions, chemical analysis and 
metallurgical condition. These factors can vary from 
one manufacturer to another, or even within the same 
company, giving rise to a 'noise level' which will 
limit the degree of resolution that can be reached. 
Higher resolution to surface defects is possible by 
scanning the tube with pancake coil surface probes. 
Difficult mechanical and electrical problems associated 
with the high peripheral speeds of support bearings 
and methods of picking up signals from a moving 
probe are gradually being solved. The present trend 
is to combine the concentric coil and surface probe 
techniques to give a more thorough inspection than 
either one of them can perform alone. 

The cost of a non-destructive test may vary from 
an insignificant amount to a substantial percentage of 
the final price of a tube. The quantity of tubing to 
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be inspected has a deciding influence upon the method, 
speed and standard of inspection to be used. When 
quantities are large, economical advantage can be 
taken of permanent high-speed testing machines. On 
the other hand, small quantities of high-quality tubing 
may need special treatment, individually designed 
equipment and jigs. The methods employed obviously 
depend to a great extent upon the ultimate use of the 
tube or tubular component. For some applications, 
a visual inspection is good enough, while in other 
cases, the most advanced techniques are necessary, 
and may involve supplying each tube with a pen trace 
recording the extent of tube imperfections. 

Ultrasonic tube testing is very slow at the present 
time and this has retarded its progress, but recent 
developments with rotating transducers may eventually 
change the situation. Fundamentally, the ultrasonic 
method is more sensitive to subsurface defects than 
the eddy-current method, but until ultrasonic scanning 
systems are sufficiently developed to cope with large 
throughputs, the eddy-current method will continue 
to be the predominating element as an economical 
non-destructive testing tool on the production line. 

At our present level of knowledge inspection of 
tubes by the eddy current or ultrasonic methods can 
only be considered on a 'go' or 'no go' basis, by 
standardizing on artificial defects having various 
shapes in the form of drilled holes or milled slots. 
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A New Poly-anode Counting Tube, 

the `Polyatron'; 
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Summary: A new type of gas-filled counting tube has been developed. 
This tube contains a common cathode with many anodes around it, 
differing from the dekatron of conventional type. It may be driven by 
small input pulses of amplitude about one-half as large as that of a 
conventional type. It can drive the number display tube without any inter-
mediate device, and is expected to have higher reliability. The paper 
describes the static and dynamic characteristics and the application of this 
new counting tube. 

I. Introduction 

The gas-filled counting tube, known as the dekatron 
or stepping tube, is one of the simplest decade 
counters"2. This type of tube has a common anode 
with many cathodes surrounding it. A glow on one 
of the cathodes is transferred to the next by the appli-
cation of a negative pulse to guides, which are located 
between adjacent cathodes. A number of negative 
input pulses thus corresponds to that number of 
transferences of the glow. 

There are many kinds of these tubes, but all of 
them have similar electrode structure, and are of the 
so-called poly-cathode type. 

If it were possible, however, to realize a new type 
of dekatron having a common cathode and many 
anodes around it, in other words, a dekatron of inverse 
polarity, the following advantages over the dekatron 
of normal type could be expected. 

(a) The possibility of obtaining higher reliability of 
operation, since the effect of sputtering of the cathode 
material which destroys the uniformity of the emission 
characteristics among many cathodes and reduces the 
reliability, is removed in this new electrode structure. 

(b) The possibility of driving a number display tube 
by using the new dekatron without any intermediate 
device, because number display tubes are of the poly-
cathode type and can be connected in series with this 
new dekatron. 

(c) The new dekatron would be driven by a smaller 
pulse amplitude, because the anode fall is generally 
smaller than the cathode fall. 

In order to corroborate these ideas, the authors 
have developed a new dekatron, the poly-anode deka-
tron, which has been given the name of `Polyatron'4 
This paper describes the characteristics and the appli-
cation of the poly-anode dekatron. 

t Japanese Pat. Pend. 

.1. Department of Electronic Engineering, Tohoku University, 
Sendai, Japan. 

2. Description of the Tube 

The tube consists of a cylindrical cathode sur-
rounded by thirty rod-like anodes. The electrode 
configurations are shown in Fig. I. 

No OF 
01 02 h MAIN PRESSURE 

ANODES 
ISAwn 4> 12mm de 7onm 5 20mmNg 

23 191 5 10 15 

A. t2 K A, t1, t2 

e MICA 

CERAMIC 
SIDE VIEW 

PLAN 

TUBE A 

TUBE AH 

AS 

ARRANGEMENT 

Fig. 1. Construction and arrangement of electrodes of the poly-
anode dekatron. (AO-A9 main anode; ti, t2 transfer anode; 

K cylindrical cathode.) 

Ten main anodes (AO to A9) are individually 
brought out to ten base pins. Twenty transfer anodes 
(or guides) are connected in two groups (t1 and t2) as 
in the case of the guides of a conventional double 
pulse dekatron, and the tube is driven by a positive 
consecutive double pulse impressed on the transfer 
anodes. 
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Fig. 2. Measurement of static stepping voltages, vs',, vs-, and 

Dimensions of the electrodes are determined so that 
the stable dekatron operation may be obtained when 
the anode current is 1-0-2.0 mA. The tube is filled 
with the mixture of 90% argon and 10% hydrogen. 
In order to examine the effect of hydrogen mixing, 
the 'Tube A' is filled with 100% argon. The test 
tube filled with argon and hydrogen is named 'Tube 
AH'. 

3. Static Characteristics of the Tube 

The static characteristics of the tube can be 
measured by using two adjacent main anodes and two 
transfer anodes between them connected as shown in 
Fig. 2. 

The anode current la flows from AO to K. In this 
case, when the applied potential of tll with respect to 
AO is increased, la will step from AO—K to t 1 1—K 
space at a certain critical potential difference between 
AO and t I I, which is called' the static forward stepping 
voltage rs',. Similarly, the stepping voltage to t21 

can be measured and is called the static backward 
stepping voltage vs", and the stepping voltage to Al 

is denoted as vZ. The three stepping voltages, v's„ 
vs", and vs*, vary with la and the measured characteris-
tics for 'Tube A' are shown in Fig. 3(a). 

In Fig. 3(a), v's, is smaller than vs", and v,, in the 
region of ./.< 2.5m A, when it can be expected to 
realize the normal operation as a stepping tube or 
dekatron. As shown on the v's, curve in Fig. 3(a) 
two kinds of stepping characteristic can be found, 
i.e. the region dependent on /„, ( Region I) and an 
independent region (Region II). According to those 
definitions, vs", and vs*, of Fig. 3(a) belong entirely to 
Region II. 

In Region I, la is relatively large and tll is immersed 
in plasma (this is verified by probe measurement). 
The electron current flowing into t 1 1 increases with 
increased applied voltage as in the case of probe 
measurement. Further increase of the applied voltage 
can easily break down the space between tu 1 and 
plasma, and the main anode current is then shared 
by AO and tu. By definition the stepping of la from 
AO to tll is finished when the current to AO becomes 
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zero. Therefore, v's, is equal to the floating potential 
of tl 1 with respect to AO. Since the floating potential 
is nearly independent of the main current, variation 
of v's, with la in Region I is small. 

In Region II, the anode, to which la steps, is not 
immersed in plasma but in a space charge of relatively 
low density which is verified by checking the 'Debye 
length'. Therefore, the stepping of I to another anode 
can preferably be understood as the breakdown 
between this anode and the common cathode. In 
general, if the electric field is distorted by the presence 
of a space charge, the breakdown voltage decreases 
when the gas pressure is not so small. As the dis-
charge of AO—K space distorts the electric field of its 
surrounding space, the breakdown voltage between 
another anode and the common cathode (V51) is 
reduced by this field distortion, as shown in Fig. 3(b). 
Thus, in Region II, v„ (= Vs,— V.) decreases with la. 

Moreover, vs", is affected by the potential or the bias 
voltage of ti 1 (E,), as shown in Fig. 4, and can be 
explained as follows. 

If the potential of t 1 1 is lower than the plasma 
potential, a positive ion sheath is formed around tn. 

60 

- REGION 1:1 

00 

TUBE A 

10 2-0 
O a (mA) 

310 

Fig. 3. (a) The static stepping voltages, vs",, vs", and vs*, vs. 
anode current a for Tube A. 

2bU 
TUBE A 

(b) Breakdown potential of t21 and Al, Vs", and Vs*, vs. anode 
current la for Tube A. V,,, is the maintaining potential and so 

— V gives vs̀,. 
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Fig. 4. Static backward stepping voltage vs*/ vs. negative bias 
Et of tl 1 for Tube A. To the right of Etc, v*st is nearly constant 

while it varies steeply to the left of Etc. 

This sheath spreads up to the neighbouring space of 
cathode and controls v just as in the case of grid 
control of a thyratron. When E, is equal to E1c. 
shown in Fig. 4, the calculated thickness of the positive 
ion sheath is nearly equal to the distance between t 1 1 
and K. Therefore when E, I > I E1 I, t21—K space is 
not influenced by the discharge of AO—K space owing 
to the presence of the ion sheath around tll, resulting 
in nearly constant v. On the other hand, when 

< T. the thickness is smaller than the 
anode-cathode distance and so v is easily affected 
by la. 

The step voltage vs*, corresponds to the maximum 
output voltage to be obtained. 

In order to achieve stable operation as a counting 
tube, it is desirable that v's, is as small as possible and 

or v: is as large as possible. Accordingly, v;, 
must be chosen to be in Region I at a required current. 
To obtain large vs", and vs*„ a contracted density 
distribution of electrons and ions and a large difference 
between the breakdown and the maintaining potential 
are desirable. 

In the case of Tube AH, I)! is larger than that of 
Tube A, as shown in Fig. 5. Thus the static characteris-
tics are satisfactory. 

4. Dynamic Characteristics of the Tube 

To determine the dynamic characteristic, the 
minimum and the maximum amplitudes of the 
driving pulse which are necessary to obtain the correct 
counting operation are plotted against the frequency f 
of the input pulse. This is obtained by using the cir-
cuit and input pulse waveforms shown in Fig. 6. 

The result with Tube A is given in Fig. 7, in which 
the minimum and the maximum amplitudes of the 
driving pulse (vd' and v71) are expressed by the effective 
pulse height (vd = up— I E, I), where E, is the negative 
bias voltage of transfer anodes with respect to the 
index anode and vp is the true amplitude of the input 
pulse. Between those two limits, stable operation 
can be attained. 
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When pulse width (r1 of Fig. 6) is kept constant, 
is almost independent off, but varies with the pulse 

width, as shown in Fig. 8. From those characteristics, 
it can be understood that the physical meaning of r1 
which is necessary for the stable operation is the time 
lag of breakdown. When f is increased, there appears 
to be a sudden decrease of v'd' as shown in Fig. 7, 
which can be attributed to the effect of residual ions 

60 

oo 

TUBE AH 

1.0 2-0 
ta (mA) 

 31.0 

Fig. 5. Static stepping voltages of Tube AH, us', and vs*/ vs. 
anode current la. 

Fig. 6. Circuit for measuring the dynamic characteristic and the 
input waveforms. 
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Fig. 7. Dynamic characteristic of tube for various pulse widths 
when anode current la is 2.0 mA and negative bias voltage Et 
is fixed at — 30 V. tit/ and dà are the minimum and the maxi-
mum pulse heights for correct operation respectively, which are 

expressed by the effective pulse height (Ud = Up — I Et I). 
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Fig. 8. The minimum pulse amplitude for correct operation, 
da vs. pulse width 
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Fig. 9. The maximum counting frequencyfmax vs. pulse width 1-1. 

of the foregoing discharge. If the residual ions of the 
foregoing discharge cannot sufficiently decay during 
112' of Fig. 6, the glow may step backward within r1/2. 
Since such effect of residual ions increases when f is 
increased, v7i decreases with increased f. 

The region for the correct operation is limited by 
this drooping characteristic of v7j, and the maximum 
counting frequency (fm.„) corresponds to a cross-over 
point where v'd = V. If fna„ is limited by a de-
ionization time (II) during which the concentration 
of residual ions decreases to a certain value, frnax 
can be expressed as 

1 

fmax 

Figure 9 shows that the relation between r0 and 
1/fmax is linear which means that or42̀  is constant 
(60 ps) during the experiment. 

The de-ionization time can be determined by 
measuring the frequency of the relaxation oscillation 
of the tube and was found to be 65 its. This numerical 
value agrees with that of rI obtained from Fig. 9, 
and supports the expression for fn.. When I E, I 
is large, f,n.„ tends to rise, because the negative 
potential of the transfer anodes accelerates the 
de-ionization. 

The dynamic characteristics of Tube AH are shown 
in Fig. 10, from which it may be seen that fm.„ for 
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this tube is about 25 kc/s. Comparing this with 
Tube A, it is clear that the effect of hydrogen mixing 
shortens both the time lag of breakdown and the 
de-ionization time. 

5. Application of the Tube 

This tube can be used not only as a counting 
device, but also as a driving device for direct operation 
of a number display tube. The basic circuit is illus-
trated in Fig. 11. 

As the number display tube Ti is the poly-cathode 
type, it can be connected in series with this poly-
anode tube T2. It is impossible to apply a larger 
potential difference than v: between a glowing anode 
and an adjacent anode of T2. On the other hand, the 
number display tube requires a pre-bias voltage of 
some +40 V for satisfactory operation." There-
fore the voltage between a glowing anode and an 
adjacent anode of T2 (V4,,-) or the voltage between a 
glowing cathode and an adjacent cathode of Ti 
(lime), must be fixed within a recommended range, i.e., 

+ 40 V < (= Vkie) < 

In some cases, cathodes of Tl (KO—K9) are connected 
to each other through the resistor R', as shown in 
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Fig. 10. Dynamic characteristics of Tube AH and Tube A, 
when /,, is l mA and Et is fixed at — 40 V. The input pulses 
are shown. da and v:i are the minimum and the maximum 
pulse heights for correct operation respectively, which are 

expressed by the effective pulse height (va = Up — Et). 
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Fig. 11. Basic circuit for direct operation of the number display 
tube. 
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Fig. 12. Anode potential waveform of Tube AH. 

Fig. 11. Then, = likk• will be fixed to 2R'la'. where 
I; is the ion current flowing into an adjacent cathode. 

Capacitors C' are added in order to avoid rapid 
variation of the load of T2.4 The capacitance is 
determined to keep the time-constant C'R' at about 
10/f seconds at operating frequency f. The waveform 
of the anode potential (or output voltage) is shown in 
Fig. 12. 

Since this circuit does not require any intermediate 
device, the circuit connection becomes very simple 
compared with those of the other driving methods.4 

Recently D. Reaney5 has developed a new type of 
dekatron for the same purpose, but it is believed that 
the authors' method has two merits over that of 
Reaney, namely: 

(a) Electrode configuration is simple, 

(b) The current of the dekatron is equal to that of 
the number display tube, while in Reaney's 
method, the former is 1.5 times as large as the 
latter. 

6. Conclusion 

The poly-anode dekatron (Polyatron) is a tube 
developed for realizing the three objects mentioned 

in the introduction. The tube can be employed not 
only as a counting tube, but also as a driving device 
for a number display tube. The amplitude of the input 
pulse for the correct operation is about one-half as 
large as that of conventional dekatron. In order to 
drive the number display tube, the tube does not 
require the additional control elements that are 
needed with the conventional dekatron, and the circuit 
is very simple. 

The Polyatron is expected to have higher reliability 
than the conventional dekatron. The running tests 
to prove this are being continued. 

The explanation of static and dynamic characteris-
tics gives useful data for design of this tube. 
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INSTITUTION NOTICES 

Higher National Certificates and Diplomas in 
Electrical and Electronic Engineering 

The Ministry of Education announced on 31 st 
October 1963, in a circular to all technical colleges in 
England and Wales, that the Ministry has considered 
the position of the existing Higher National Certifi-
cates and Diplomas in Electrical Engineering and that: 

"After consultations with the Institution of Electrical 
Engineers and the British Institution of Radio 
Engineers, it has been agreed that the title of these 
certificates and diplomas should be widened to include 
Electronic Engineering and that a new Joint Com-
mittee should be established consisting of: 

three representatives of the Ministry of Education; 
three representatives of the Institution of Electrical 
Engineers; three representatives of the British 
Institution of Radio Engineers; and three members 
appointed on the joint nomination of the Associa-
tion of Technical Institutions, the Association of 
Teachers and Technical Institutions, and the 
Association of Principals of Technical Institutions." 

The new Committee is being set up at once 
and its function will be to administer the rules 
of the old scheme and draft and administer the rules 
for the new scheme. It is envisaged that the last 
course in the old scheme should start in September 
1964 although some colleges may be in a position to 
offer the new Certificate or Diploma course in that 
year. 

Annual Report of the Council 

The Annual Report of the Council of the Institution 
for the year ended 31st March 1963 is published in the 
November issue of the Proceedings of the Brit.I.R.E. 
All members in Great Britain have been sent copies; 
members overseas may receive a copy of this issue of 
the Proceedings free of charge on application to the 
Secretary of the Institution, 9 Bedford Square, 
London, W.C.1. 

Change of Name of the I.R.E. of Australia 

At an extraordinary general meeting of The Institu-
tion of Radio Engineers Australia held in Sydney on 
30th October 1963, it was decided unanimously to 
change the name of the Institution to "The Institution 
of Radio and Electronics Engineers Australia". The 
new title will be effective from 1st January 1964. 

U.K. Delegation to Geneva Radio Conference 

A delegation consisting of representatives of 
various Government Departments and led by Captain 
C. F. Booth, C.B.E., a former Deputy Engineer-in-
Chief of the General Post Office, represented the 
United Kingdom at the Space Radio-communication 
Conference which opened in Geneva on 7th October. 
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The Conference, organized by the International 
Telecommunication Union, had, as its main task, the 
allocation of frequencies for space research and radio 
astronomy. 

The frequency bands best suited for space com-
munication purposes lie in a part of the spectrum 
(1000 to 10 000 Mc/s) which is already heavily com-
mitted for existing or planned conventional radio 
services. One of the main problems before the Con-
ference was to agree on conditions that will ensure that 
land and space radio services will not interfere with 
one another. The radio regulations adopted by the 
Geneva Radio Conference in 1959, are to be revised 
to take account of all the decisions of the present 
Conference, including the necessary technical measures 
to be adopted by Administrations. 

Frequency allocation is a necessary first step before 
the establishment of space communication services 
can be considered and the International Telecom-
munication Union restricted the Conference agenda 
to frequency matters. 

F.E.A.N.I. 

The Fédération Européenne d'Association Nation-
ales d'Ingénieurs, which held its Fourth Congress at 
Munich on 17th June this year, has initiated the 
preparation of a European register of professional 
engineers. 

The F.E.A.N.I. was formed in 1951 to try to inter-
relate the education and training of engineers in 
different countries in Europe and, in particular, to 
deal with matters concerned with university and non-
university trained engineers. By its system of national 
representation F.E.A.N.I. can now be said to repre-
sent the interests of 350 000 professional engineers. 

At the present moment the United Kingdom is not 
represented, but observers were present at the Con-
gress. Since representation is through national bodies, 
if Great Britain were to join, it would be through 
a body such as the Engineering Institutions Joint 
Council rather than through individual Institutions. 

Conference on "The Peaceful Uses of Atomic Energy" 

H.M. Government has accepted the invitation of 
the United Nations to participate in the Third Inter-
national Conference on "The Peaceful Uses of Atomic 
Energy" to be held in Geneva from 31st August to 
9th September 1964. The main theme of the Con-
ference will be new developments in power reactor 
technology but sessions are also proposed on the new 
developments in controlled thermo-nuclear reactions, 
applications of radio-isotopes, research reactors and 
isotope separation. Full details of the Conference 
may be obtained from: Geneva Conference Secre-
tariat, 11 Charles II Street, London, S.W.1. 
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Summary: Electronic process control systems have overcome the trans-
mission limitations of conventional pneumatic equipment for centralized 
control, and have facilitated the application of electronic data logging and 
computational procedures. Product quality is the key parameter in 
refinery operations and continuous analysers have been developed to 
overcome the limitations of conventional laboratory testing. The design 
and performance criteria for process monitors are outlined, and instruments 
are described for the on-line measurement of specific gravity, boiling 
range, colour and composition. Continuous analysers can be used for 
process control and line blending, and similar analytical techniques could 
be applied to measure the quality of products in storage vessels. Electronic 
instruments are used for tank level and temperature gauging, flow metering 
and blending. New instrumental techniques are supplementing conven-
tional methods for plant inspection and maintenance. 

1. Introduction 

The petroleum industry has always appreciated the 
capabilities and potential benefits of instrumentation, 
and oil refining is among the most highly instrumented 
and automated of modern industries. Within the last 
two decades, electronics has become the dominant 
technology in instrumentation and control, and this is 
reflected in its applications in refineries. 

A refinery converts crude oil into a wide range of 
fuels and lubricants, by means of such processes as 
distillation, cracking and reforming, extraction, 
sweetening and blending. A large modern refinery 
may process 10 million tons of crude oil every year, 
equivalent to a continuous throughput of 5000 gallons 
(roughly two road tankers) every minute. To handle 
this enormous quantity, plants have to operate day 
and night throughout the year, an important point 
to bear in mind when considering the reliability 
demanded of on-line instruments. 

Instrumentation can be considered under the follow-
ing groups of applications. 

(a) Measurement and control of process operating 
conditions or environment (e.g. temperature, 
pressure, level and flow). 

(b) Measurement and control of product quality. 

(c) Quantity measurements and blending. 

(d) Plant inspection and maintenance. 

From the point of view of increasing productivity, 
the author considers that instrumentation for the 
measurement and control of product quality is poten-

t BP Refinery (Kent) Ltd., Isle of Grain, Rochester, Kent. 
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tially the most important of the applications listed 
above, and therefore the paper deals primarily with 
this subject. Other applications are described only 
briefly, to illustrate the diversity of electronic instru-
mentation in refineries. 

2. Process Control Equipment 
Until as recently as five years ago, oil refineries had 

little alternative but to use pneumatic systems to 
control process operating conditions, and even today, 
pneumatic equipment is far from obsolescent. The 
most common primary measuring elements are 
thermocouples for temperature, orifice meters for 
flow, floats and displacers for level, and bourdon 
tubes for pressure. Each measured variable is con-
verted into an equivalent air pressure between 3 and 
15 lb/in' and transmitted to a two- or three-term 
controller located in the plant control room. The 
pneumatic output signal controls the position of a 
diaphragm-operated valve to regulate the flow of oil, 
fuel, steam or water. Air-operated systems have the 
advantages of safety, simplicity, standard signal level, 
high power output and reliability, but are restricted to 
transmission distances below about 500 feet. 

In recent years, the trend in refinery design has been 
to centralize the control of a group of plants, to 
reduce initial capital cost and provide more efficient 
operation with fewer personnel. Centralization may 
involve long signal transmission lines for which 
pneumatic systems are unsuitable, and the availability 
of all signals at one central location facilitates the 
application of data processing techniques. These 
requirements have stimulated the development of 
electronic process control systems. 
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Electronic systems generally make use of the same 
types of primary measuring elements as pneumatic 
systems, with the mechanical movement converted by 
means of a differential transformer, pot coil, etc, into 
an equivalent low-level electrical signal, e.g. 10 to 
50 mA d.c. or — to -14 V a.c. Strain gauges have 
also been applied recently for primary process 
measurements, and would appear to have some 
attractive features. 

The controller circuits for proportional, integral and 
derivative action may use conventional electronic 
tubes, but transistors and other solid state elements 
are also being widely used. 

The applications and achievements of high speed 
electronic data logging and computer control have 
been described in several excellent papers presented 
at the Brit.I.R.E. 1963 Convention and elsewhere." 2 
However, it should not be assumed that computational 
devices must necessarily be electronic. The conven-
tional pneumatic process controller is itself a simple 
computer, and many other pneumatic devices are 
available for simple calculations such as summation, 
square root extraction, etc. 

3. Measurement and Control of Product Quality 

The quality of each refinery product must comply 
with an agreed specification, and a great deal of testing 
is necessary to satisfy this requirement. To achieve 
maximum yields and the most economic operation, 
each product should be precisely to the required speci-
fication. In other words, the quality 'give-away' 
should be reduced to the minimum. How far this can 
be realized in practice depends on the accuracy and 
frequency of quality measurements. 

The traditional, and still the most widely used, 
method of controlling the quality of process streams 
is by inference from operating conditions (e.g. 
temperature, pressure and flow) based on past 
experience and supplemented by routine laboratory 
analyses. This method can produce satisfactory 
specification products but not necessarily at the best 
yield or with minimum quality `give-away'. 

To improve the precision and speed of laboratory 
testing, a variety of semi-automatic analytical instru-
ments have been developed during the last decade, 
using electronic techniques to simulate many of the 
routine, empirical test procedures?' 4 However, 
instrumentation of this type, although successfully 
applied in its own sphere, can do little to overcome the 
fundamental deficiency of laboratory testing for 
process control, which is the time lag between sampling 
and providing the result on which to base corrective 
action. Also, the one analysis represents conditions 
only at the time the sample was taken, and since 
product quality from a continuous process may be 
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fluctuating, control based on periodic sampling is not 
conducive to efficient operation. 

3.1. Continuous Quality Analysers 

To overcome the limitations of inferential control 
and laboratory testing, analytical instruments have 
been developed for continuous on-line operation on 
plants. These instruments, often referred to as process 
monitors, provide the plant operator with an up-to-
date record of product quality. Control action can be 
taken as a change occurs, to maintain quality continu-
ously at the desired level, and significant improvements 
in plant efficiency and economy may be obtained. In 
some cases, the analyser may be incorporated in a 
closed-loop to control the product quality auto-
matically.' Product quality is generally the key 
parameter in the operation of refinery processes, 
therefore the development of continuous analysers is 
an important stage in the successful and effective 
application of computer control. 

The electronic techniques used in quality analysers 
are in general the same as those used for automatic 
laboratory instruments, but there the resemblance 
ends. Process monitors, in common with other on-
line instruments, must satisfy the following conditions: 

(a) Electrically safe for operation in potentially 
explosive atmospheres. 

(b) Fail-safe under all fault conditions. 

(e) Completely automatic, for continuous, un-
attended operation for several months. 

(d) Remote transmission and recording of the 
measured value. 

(e) Ruggedly constructed for reliable operation in 
exposed locations. 

(f) Simple to install, and easily maintained and 
calibrated. 

(g) Consistent accuracy and repeatability over long 
periods. 

Electrical safety can be achieved by using equipment 
which is either intrinsically safe (B.S. 1259), flame-
proof (B.S. 229), explosion proof (American electrical 
code) or air-purged. The last named has the added 
advantages of simplicity, versatility and providing 
a clean, dry internal atmosphere conducive to reliable 
operation. 

Reliability depends to a large extent on good design, 
but can certainly be improved by using the simplest 
possible instrument to perform the required analysis. 
Unfortunately, this approach may not always be 
compatible with instrument manufacturing practice 
and marketing requirements, and a compromise 
may have to be accepted between reliability and 
versatility. Long-term precision can probably best 
be achieved by employing null-balance techniques 

Journal Brü.l.R.E. 



ELECTRONIC INSTRUMENTATION IN PETROLEUM REFINERIES 

wherever possible, to reduce the effects of changes 
in the characteristics of electronic components. 

The criteria for process analysers are more stringent 
than those for laboratory instruments, and can only be 
satisfied by design and engineering of a high order. 
Nevertheless, many such instruments are available and 
some of these are described below. 

OUTPUT 

t 

RANGE AND 

SPAN UNIT 
SERVO - 

AMPLIFIER 

REFERENCE 
VOLTAGE 
UNIT 

LOCAL 
INDICATOR 

SENSING 
COILS 

PHASE-
SENSITIVE 
DETECTOR 

ELECTRO - 
MAGNET 

PLUMMET 

/ / 

490 kc/s 
OSCILLATOR 

fi fi 

PROBE UNIT 
IMMERSED 
IN SAMPLE 

Fig. 1. Diagram of specific gravity monitor with servo-suspended 
plummet. (General Communication Company.) 

3.1.1. Specific gravity monitor 

Specific gravity (or density) is used in refineries 
either to convert volumetric flow measurements into 
mass units, or to indicate some other property which 
cannot easily be measured. The standard laboratory 
method, using a hydrometer and thermometer, is 
probably one of the simplest and quickest, yet most 
accurate (0.05%) of all petroleum tests. Figure 1 
shows the principle of operation of a specific gravity 
monitor used successfully at Kent Refinery on a wide 
range of products of different viscosities. A soft-iron 
plummet immersed in the flowing sample is servo-
suspended beneath an electromagnet. Any change in 
the position of the plummet, caused by a change in 
sample gravity, is detected by two concentric sensing 
coils fed with anti-phase signals at 490 kc/s. The out-
of-balance output from the phase-sensitive detector 
drives an amplifier which changes the current through 
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the electromagnet and restores the plummet to its 
original position. The current change is proportional 
to the change in specific gravity, and the instrument 
can detect s.g. changes of 0.02 %, with good long-
term stability and precision. 

3.1.2. Distillation point monitor 

Distillation is the most important and widely used 
process in oil refining for separation of oil mixtures 
into products having a specified boiling range (e.g. 
motor spirit, kerosene and Diesel fuel). The standard 
laboratory test for measuring distillation range 
consists of boiling 100 ml of the sample in a glass 
flask over a gas burner and noting on a mercury 
thermometer the vapour temperatures corresponding 
to the first drop distilled, then each 10% of distillate, 
and when the last drop evaporates. Complex electronic 
laboratory instruments have been designed' which 
can reproduce automatically the rigorously defined 
standard test procedure, but such instruments are 
both unnecessary and unsuited for continuous opera-
tion on plants. 

Recently, a plant monitor to record selected distil-
lation points (e.g. 10% and 90 % points) on up to 
six process streams in sequence has been developed by 
the author's organization.' The instrument, illustrated 
in Fig. 2 is similar in operation to the standard test, 
but is completely automatic and ruggedly built for 

METAL 
FLASK 

LEVEL 
DETECTORS 

Fig. 2. Diagram of multi-stream distillation 
(BP-Hone). 

point monitor 
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safe, reliable, on-stream operation in a plant environ-
ment. A measured volume of the selected sample 
flows from a burette into a metal flask and is distilled 
into a receiver. (The receiver is fitted with pre-set 
photo-electric level detectors, which are of potted 
construction.) As the level of distillate rises in the 
receiver, these detectors actuate a printing or 'blipping' 
mechanism on the temperature recorder to indicate 
the temperatures (i.e. distillation points) corresponding 
to the selected percentages. A separate arrangement, 
associated with the novel heater design, is used to 
detect the final boiling point. At the end of each test, 
the heater switches off, the monitor drains and refills 
with the next stream in sequence, and the next test 
commences. 

Distillation point monitors are now being manu-
factured in Great Britain and Fig. 3(a) shows one of 
these instruments and its sampling system installed at 
Kent Refinery. The control and programming unit, 
shown in Fig. 3(b) with the cover removed, is mounted 
on the monitor frame and contains the relays, peg 
board, and solenoid valves used to actuate the air-
operated sample valves. The power supply unit and 
separate terminal box are mounted lower down the 
frame. All enclosures are air purged for safe operation 
and cleanliness. 

The distillation monitor, in common with many 
other types of process analysers, operates on a cyclic 
basis and provides only an intermittent, instantaneous 
measurement of the desired property. To convert 
this into a continuous output signal suitable for auto-
matic control applications requires the use of electronic 
'peak-picking' or memory devices. This is relatively 
easy in the case of the distillation monitor, which can 
provide a memory actuating signal coincident in time 
with the desired value. For instruments such as the 
gas chromatograph described below, the memory 
device must detect and store the value corresponding 
to a peak maximum. Diode gating circuits charging 
a capacitor have been used for such applications. 

3.1.3. Process chromatograph 

Most petroleum products are very complex mix-
tures and their quality has to be defined by collective 
properties such as specific gravity, boiling range, 
viscosity, etc. However, for products such as bottled 
gas and petrochemical feedstocks, quality must often 
be specified in terms of chemical composition. 
For example, bottled gas may be a mixture of the 
hydrocarbon gases ethane, propane, isobutane and 
normal butane, and the proportions of these individual 
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r Fig. 3. (a) Distillation point monitor and six-stream sampling 
system installed at Kent Refinery. 

(b) Distillation monitor control unit with cover removed. 

Journal Brit.I.R.E. 



ELECTRONIC INSTRUMENTATION IN PETROLEUM REFINERIES 

AMPLIFIER 

AND 

PROGRAMMING 

UNIT 

ARGON 
SUPPLY 

SAMPLE FLOW 

IONISATION 
DETECTOR 

COLUMN 

SAMPLE VALVE 

• 

OVEN - 

TEMPERATURE 

CONTROL UNIT 

Fig. 4. Diagram of process chromatograph. 

components can be measured by a relatively new 
technique known as gas chromatography. The tech-
nique is well suited for process monitoring and control 
applications, and Fig. 4 shows a simplified diagram 
of one of the process chromatographs used at Kent 
Refinery. 

Briefly, a minute quantity (5 microlitres) of the gas 
to be analysed is injected automatically into a stream 
of argon flowing through a long, narrow tube (the 
column) packed with a granular adsorbent (e.g. 
alumina) which separates the components of the 
sample according to their boiling points. The separ-
ated components are eluted from the column as 
zones of hydrocarbon in the argon stream and are 
measured and recorded by the detector. 

The most widely-used detector for process applica-
tions measures the thermal conductivity of the eluted 
gases, but this technique lacks the very high sensitivity 
required for some analyses. The Kent Refinery chro-
matograph uses an argon ionization detector, which 
measures the ionization current produced in the eluant 
gas stream by radiation from a radioactive strontium 
source. Currents are between 10-14 and 10-6 amperes, 
requiring a high impedance amplifier of good stability 
and linearity to produce a suitable output signal to the 
potentiometric recorder. 

Figure 5 shows the prototype two-stream chromato-
graph installed on a plant. The three cylindrical 
steel casings are, from left to right, the analyser unit 
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oven (containing sample valve, column and detector), 
the electrical unit (amplifier and programmer), and 
the oven temperature control and safety cut-out 
unit. The sampling system with stream selector valves 
and flowmeters is at the bottom left, and the flameproof 
isolating and air-purge pressure switches are on the 
right. The recorder is mounted in the control room 
and continuously records the composition of two gas 
streams as a series of peaks, the heights of which are 
proportional to component percentages. 

3.1.4. Colour monitor 

The final processing stage in the manufacture of 
lubricating oil is a treatment with activated clay to 
improve the colour and appearance of the product. 
A continuous, accurate measurement of product 
colour makes possible a substantial reduction in 
operating costs. 

Colour is a subjective property and therefore 
difficult to measure absolutely, but on this particular 
process application colour can be correlated with the 
absorption of light of a selected frequency band. 

Fig. 5. Prototype BP process chromatograph installed at Kent 
Refinery. 
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Fig. 6. Diagram of double-beam colour monitor (Sigrist and 
Weiss). 

The principle of operation of the industrial null-
balance absorptiometer used at Kent Refinery is 
shown in Fig. 6. White light from a tungsten filament 
bulb passes through a narrow band-pass filter and is 
chopped between the measuring and reference paths 
by a mirror oscillating at 550 c/s. Any difference 
between the absorption of the grey-glass standard 
and the continuously flowing sample produces an 
output from a phase-sensitive rectifier coupled to the 
photo-tube detector. This output operates the servo-
driven shutter until balance is obtained. The shutter is 
mechanically coupled to a local indicator and trans-
mitting slidewire. The instrument is at least twenty 
times as sensitive as the standard test for colour, and 
has proved to be very stable and reliable in operation. 

3.1.5. Dielectric constant monitors 

A range of quality measuring instruments which are 
purely electronic in operation are those based on 
dielectric constant. This property of oils and solvents 
can be correlated with other properties such as water 
content, the proportion of aromatic hydrocarbons, 
the concentration of metallic additives, etc. Dielectric 
constant can be measured continuously and accurately, 
using an a.c. bridge circuit to measure the capacitance 
of a cell through which the sample is flowing. 

The method is used to detect water in the crude oil 
feed to distillation units, and thus reduce the loss in 
throughput which may occur as a result of process 
upsets caused by water. Similar instrumentation may 
improve efficiency of reforming processes producing 
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components of high octane number for motor and 
aviation spirits. The difference in octane number 
between feed and product is related to the change in 
aromatic hydrocarbon content, and this can be cor-
related with the change in dielectric constant. 

3.2. Future Developments in Analytical Instrumentation 

The primary function of the process analysers 
described above is to provide a continuous record of 
product quality and facilitate process control at or 
near the specification level. However, it is the quality 
of the total batch in the storage tank which is impor-
tant, and an off-specification product can be accepted 
into storage provided it is subsequently corrected 
during the filling period of the tank. 

There is obvious scope here for automatic devices 
to measure the cumulative deviation of quality from 
the specification value, or to compute the weighted 
average quality of the tank contents. Process monitors, 
operating in conjunction with flow meters and simple 
computing devices, might be used to provide a more 
accurate analysis of tank contents than is obtained 
by present tank sampling methods. 

An alternative approach would be to develop 
analytical devices to measure product quality directly 
in storage vessels. Such devices might reduce con-
siderably the amount of laboratory effort at present 
devoted to testing samples drawn from every incoming 
and outgoing cargo, and from each of perhaps several 
hundred storage tanks. 

In future refineries, one can envisage quality sensing 
probes installed in each tank, transmitting data on 
selected physical properties to a central data processing 
unit. This would be a logical extension of the electronic 
systems at present used for remote transmission of 
tank levels and temperatures. 

4. Quantity Measurement and Blending 

Accurate measurements of quantity are essential to 
keep account of the continual movements of the 
immense quantities of different types of products in a 
refinery's storage tanks. The most widespread method 
at present employed to measure quantity is tank level 
gauging, and volumes entering or leaving a tank are 
calculated from level changes. 

Electronic equipment is used extensively to measure 
levels and temperatures, and to transmit the informa-
tion in analogue or digital form to a central receiving 
station. In some instruments, level is sensed by a 
float or displacer suspended on a wire, but as these 
devices are affected by the nature and density of the 
liquid, contactless level sensors have been developed 
using radio-frequency or capacitance probes. Most 
systems are servo-operated and have an accuracy of 
better than 0.1 in over a span of up to 60 feet. 
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Most finished oil products are prepared by blending 
the basic components produced by the various 
refinery processes. The most widely used technique 
is batch blending, in which the required quantities of 
each component are pumped into a storage tank and 
circulated to ensure a homogeneous blend. 

Level gauging and batch blending both require the 
use of storage tanks, which are very expensive to install 
and to maintain. Therefore, continuous metering 
and in-line blending techniques are being introduced, 
to use existing tankage more effectively and reduce 
capital expenditure on tankage in new refineries. 

At the present time, the two types of flow meters 
most commonly used on these applications are positive 
displacement (p.d.) meters and turbine meters. With 
the incorporation of photo-electric or magnetic pick-
off devices, both types can provide an electrical pulse 
output proportional to flow rate. Meters of this type 
can be used in automatic in-line blending systems 
where the pulse frequency from each component 
meter is compared with a pre-set frequency, and any 
difference is converted into a control signal to adjust 
the blend proportions.' 

Line blending by fixed volumetric proportions 
requires the quality of each component to be known 
and constant, if the blend is to be produced eco-
nomically with minimum 'give away'. In circumstances 
where these requirements cannot be met, a continuous 
analyser may be used to monitor the quality of the 
blend and to adjust the blend proportions automatic-
ally to control product quality at the desired level. 

Flow meters with electronic digital output are well 
suited for applications involving remote transmission, 
temperature or density correction, data processing 
and computer control. 

5. Plant Inspection and Maintenance 

Refinery plants are required to operate continuously 
for as long as two years between major overhauls. 
Plant shut-downs represent a serious loss of revenue 
and productivity, and must be kept to the absolute 
minimum. Modern instrumental techniques are being 
used increasingly for plant inspection and maintenance, 
and the present trend towards methods for inspecting 
a plant whilst still on-stream could significantly 
improve productivity. 

Established refinery inspection techniques like 
ultrasonic thickness gauging are being supplemented 
by radiographic and magnetic measurements. Closed-
circuit television could be used to inspect the inside 
of pipes and vessels which might otherwise be relatively 
inaccessible. Ignition analysis can improve the setting-
up and performance of reciprocating gas engines, and 
vibration analysers are useful on high speed rotary 
pumps and turbines. 

Major overhauls require careful planning if they are 
to be completed in the shortest possible time, there-
fore computers are being used to program the sequence 
of operations, to make the most effective use of 
labour and machinery. 

6. Conclusions 

From the foregoing examples it will be evident that 
electronic equipment and techniques are being applied 
increasingly in every phase of oil refining. It cannot 
be claimed that the applications are unique, or indeed 
fundamental. Nevertheless, electronics has become 
a valuable and indispensable tool in the search for 
higher productivity. 
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DISCUSSION 

Under the Chairmanship of Mr. M. James 

Mr. J. F. Roth: The reliability and standards of con-
struction of electronic equipment used for industrial 
applications must be of the highest order to ensure ade-
quate performance. Unfortunately, the user so often finds 
that the equipment supplied is inadequate for the applica-
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tion for which it is to be used. This all too often stems from 
the fact that too many designers and engineers have little 
idea of the environmental conditions that will be met by 
the equipment they have designed. A prime requirement is 
that they get out of their comfortable offices and into the 
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field so that they can experience for themselves the condi-
tions met in practice. For this, a visit of more than an 
hour or two is necessary. After working, say, the 10 p.m. 
to 6 a.m. shift for a couple of nights their ideas will be 
rather different from those they were previously putting 
forward! 

Seeing that breakdown of equipment provides major 
problems when trying to maintain production levels, a 
significant contribution to improving productivity can be 
made in this direction. This correction is, after all, aimed 
at methods for improving productivity, and one very 
significant—if not very startling—contribution would be 
made if all those responsible for the design of industrial 
electronic equipment would resolve to make a determined 
effort to give adequate attention to this aspect of their 
work. 

The Author (in reply): I agree with Mr. Roth that the 
performance and reliability of industrial equipment would 
almost certainly improve if more manufacturers were 
better acquainted with the user's problems and the process 
environment. Instrument manufacturers should supply a 
complete application service to their customers, and not be 
content with selling only hardware. 

In our experience, manufacturers welcome every oppor-
tunity to discuss with users the design, performance and 
application of their equipment, to the mutual benefit of 
both parties. 

Mr. R. L. Duthie: If the petroleum industry is dissatisfied 
with the electronic instruments it can obtain, could Mr. 
Topham and his colleagues be induced to prepare a 
specification perhaps on the lines of that presented by 
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Shawt on steel works equipment at last year's Symposium 
on Industrial Electronics? 

The Author (in reply): The continuous analytical 
instruments described in the paper normally employ 
conventional, well-proven electronic circuits and techniques. 
In my experience the electrical equipment used is quite 
reliable, but the overall design and performance of the 
instruments often leaves much to be desired. The situation 
is gradually improving with increasing liaison and co-
operation between manufacturers and users, in this 
relatively new field of instrumentation. 

I would agree with Mr. Duthie on the need for a code of 
practice to cover the particular requirements of instru-
mentation for the petroleum and allied industries. Electrical 
safety is of the utmost importance in refineries, and the 
new draft code shortly to be published by the Institute of 
Petroleum should be of considerable value in this respect. 

Mr. K. A. MacKenzie: Has the author experienced any 
difficulties in transmission of d.c. signals from the electronic 
control instruments on the plant back over relatively long 
lines to the central control room? 

The Author (in reply): We have experienced no difficulty 
with the transmission of d.c. millivolt or current signals 
over distances of several hundred feet, using either un-
screened cable (e.g. thermocouple lead wire) or screened 
cable (e.g. copper sheathed mineral insulated power cable). 
We have no experience at Kent Refinery of using electronic 
process control instruments transmitting over distances of 
several miles, as would appear to be possible. 

t D. Shaw, "A specification for electronic equipment for use in 
heavy industry", J. Brit.I.R.E., 24, No. 2, p. 133, August 1962. 
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Summary: This paper describes a method of extracting automatically the 
range and bearing of point source echoes in the video signals from a two-
dimensional radar (i.e. a radar scanning in range and bearing, or elevation, 
but not both), employing a digital ferrite core store for the necessary 
video storage. Attention is drawn to the flexibility of such a storage 
medium, together with a brief description of this type of store. 

A method by which the video signals can be quantized in range, bearing 
and amplitude, to render them suitable for digital storage is then de-
scribed, together with a method of video condensation, to economize 
on the amount of storage capacity required. Consideration is then given 
to the criteria for the recognition of echoes in the stored video and for the 
determination of their centre of symmetry, together with examples of the 
type of circuit which will meet these criteria. 

Finally the precautions necessary to avoid the generation of false 
alarms due to meteorological clutter are examined and the method by 
which the range and bearing (or elevation) of the echoes recognized, may 
be generated in a suitable form for transmission to a radar data handling 
computer. 

1. Introduction 

In the paper by J. C. Plowman t. it is shown that, 
in order to detect automatically the presence of echoes 
in radar video, it is necessary to store the video 
signals for a period corresponding to the time taken 
for the aerial to traverse one aerial beamwidth. His 
paper then considers two possible types of video 
storage, namely storage tubes and ultrasonic quartz-
delay lines. However it will have been observed that 
the quartz-delay-line system has to be tailored to the 
radar, i.e. the delay of each line must be very accurately 
matched to the radar pulse repetition frequency and 
there must be the same number of delay lines as 
there are pulses per aerial beamwidth. Thus a major 
re-design of the system is necessary to meet the para-
meters of each new radar, also if the radar employs 
many pulses per beamwidth the required number of 
delay lines would make the equipment prohibitively 
bulky and expensive. 

To overcome these difficulties the possibilities of 
using a digital ferrite-core store, similar to those used 
as data stores in digital computers, was considered 
for video storage. Such a store has the advantage that 

t Admiralty Surface Weapons Establishment, Hampshire. 
J. C. Plowman, "Automatic radar data extraction by storage 

tube and delay line techniques". The Radio and Electronic 
Engineer (J.Brit.I.R.E.), 26, No. 4, pp. 317-26, October 1963. 
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it is aperiodic, that is, that information can be read 
out of the store at any time after it has been injected, 
as determined by the addressing program. This type 
of store can therefore be made to cope with widely 
varying radar parameters, simply by changing the 
program. This paper describes how such a store can 
be used for video storage and some of the types of 
echo-recognition circuit which may be used with it. 

2. The Ferrite-core Store 

As this type of store is now widely used in digital 
computers, only a brief resumé of its principle of 
operation will be given. Basically, the storage element 
consists of a ferrite ring, approximately 1 mm dia. 
made of a magnesium manganese ferrite which has a 
substantially square hysteresis loop, i.e. the properties 
of a permanent magnet. Such an element can be 
used as a memory by its ability to retain either a 
clockwise or counter-clockwise field, which may be 
used to represent a 'one' or a 'zero' respectively. The 
core is switched to the required state by passing the 
appropriate magnetizing current through the ring. 
To avoid the large number of drive circuits necessary 
to supply these switching currents when many cores 
are used, the cores are arranged into the form of a 
matrix with switching wires running vertically and 
horizontally through all cores, as shown in Fig. I. 
Thus any individual core may be switched by applying 
half the necessary switching current to both the 
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VERTICAL SWITCHING WIRES 

HORIZONTAL 
SWITCHING 

WIRES 

Fig. 1. Ferrite core store. 

vertical and horizontal wires which intersect at the 
required core. (Due to the square hysteresis loop 
property of the ferrite, there will be negligible change 
in the field of those cores which are only linked with 
one of the energized wires.) This arrangement 
reduces the number of drive circuits required to 
twice the square root of the number of cores in the 
matrix. 

VIDEO 
INPUT 

TRIGGER 
IN 

nnono 

DELAY EQUAL 
TO RE• SET 
PULSE DURATION 

Fig. 2. Video encoder. 

BI STABLE 
CIRCUIT 

TRIGGERING 
THRESHOLD 

OUTPUT 
(0 OBI) 

RE-SET PULSE 
FROM CLOCK 

The information thus stored in a core is read out by 
applying the required drive currents to switch it to 
'zero'. If the core was in the 'one' condition, there will 
be a reversal of flux in the core which will generate a 
voltage pulse in a 'read' wire which is also linked with 
the core. If the core was already in the zero condition 
there will be no change of flux and no voltage pulse. 
As a voltage pulse can only be obtained from the 
core which is switched, a single read wire may be 
used which links all cores in the matrix. 

It will be noticed that reading information out of 
the store will erase it from the store, hence if it is 
required to refer to information in the store without 
losing it, it must be re-written. The time required 
to carry out this read and write process is known as 
the store cycle time and is usually within the range 1 
to 10 microseconds. 

As it is often desirable to read the information from 
a number of cores simultaneously, a number of 
matrixes are built up into a stack and the switching 
wires to each matrix are connected in parallel. Thus by 
energizing a particular pair of switching wires, the 
condition of the appropriate core in each matrix can 
be read from the matrix read wires, simultaneously. 
Those cores which can be read in parallel are referred 
to as a store word, thus the number of elements or 
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'bits' which form a word is determined by the number 
of matrices in the stack and the number of words is 
determined by the number of cores in each matrix. 
Each word of the store will have an 'address' deter-
mined by the combination of switching wires to 
select the appropriate cores and, as it is desirable to 
generate the address in binary form, the number of 
vertical and horizontal switching wires will each be a 
power of two, usually the same. Hence the number 
store of words will be an even power of two, 256, 
1024 and 4096 being common values. There is no 
restriction on the number of bits per word other 
than the complexity and cost as the associated read 
and write circuitry is directly proportional to the 
number of bits per word, whereas the addressing cir-
cuitry only increases as the square root of the 
number of words. Thus it is usual to restrict the 
number of bits per word to 30 or less. 

2.1. Video Quantization 

As a digital store can hold only `ones' and `zeros' it 
is necessary to reduce the video signals to this form 
before they can be stored. Hence the video must first 
be quantized into increments of amplitude and range, 
the bearing having already been quantized by the 
radar pulse repetition intervals. Video amplitude 
can be quantized by comparing the signal with a 
threshold and generating a 'one' whenever the thres-
hold is exceeded. Multi-level amplitude quantiza-
tion can be achieved by employing a series of such 
thresholds and encoding a count of the number of 
thresholds which have been crossed, in binary form. 

Range quantization requires each range sweep 
period to be divided into a number of discreet incre-
ments. In order not to degrade the inherent range 
resolution of the radar these increments should be 
made equal to the radar pulse length. In practice range 
and amplitude quantization can be carried out to-
gether by feeding the video signal into a bistable 
circuit with the required triggering threshold and 
re-setting the bistable circuit, if triggered, at the end 
of each range increment. The re-set pulses are 
generated by a 'clock' oscillator with a pulse repetition 
interval equal to the required range increment size. 
This clock oscillator is re-started in phase with the 
radar trigger at the commencement of each range 
scan. To avoid missing a video peak which might have 
triggered the bistable circuit during the re-set pulse 
period, the signal applied to the bistable circuit should 
be the incoming video or the incoming video delayed 
by the re-set period, whichever is the greater, as shown 
in Fig. 2. 

2.2. Video Storage 

Having processed the video signal into a series of 
zeros and ones so that it can be accepted by the store, 
it is necessary to consider how this information 
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should be arranged in the store to facilitate its examina-
tion by the echo recognition circuits. It will be seen 
later when the echo recognition circuits are discus-
sed that they must correlate the video levels across the 
radar aerial beamwidth at a given range. As all the 
bits of a given word can be made available simul-
taneously, it is desirable that the bits of each word 
should represent the signal levels across the beam-
width in order that they may be correlated, using one 
word per range increment. Each level stored in the 
word may consist of one or more bits depending on 
whether single- or multi-level quantization is used. 
This configuration is also desirable economically, as 
for most radars there are considerably more range 
increments (i.e. pulse lengths per range sweep period) 
than pulses per beamwidth. The store will thus hold 
the signal levels from a sector of angular dimension 
equal to the aerial beamwidth and radius equal to the 
maximum range over which auto-detection is required. 

Assuming the store has already been filled, it is 
necessary to keep it up-dated so that it always holds 
the signal levels received over the previous beam-
width of aerial rotation. This is achieved by shifting 
all the levels, already stored in the word, along by 
one and inserting the new level just received into the 
now vacant first level position, the level previously 
held in the far end of the word being discarded, see 
Fig. 3. This process is repeated for each store word in 

INCREMENT STORED LEVELS OVER ONE AERIAL BANDWIDTH 

No   

RANGE 
INCREMENTS 
IN STORE 
BEFORE 
UP- DATING 

DISCARDED .0/ ir¡vEt. 

INJECTED 
27 

24 

25 

26 

27 

RANGE 
INCREMENTS 
IN STORE 
AFTER 
UP- DATING 

28 

29 

30 

Fig. 3. Up-dating of moving window words. 

turn until all range increments have been up-dated, 
starting again at the first range increment with the 
next radar trigger pulse. The store can thus be re-
garded as a 'moving window' traversing in azimuth in 
synchronism with the aerial. 

As one store word must be addressed by each 
range increment, it is essential that the store cycle 
time is not greater than the radar pulse length, 
otherwise there will be a loss of range resolution and 
detection sensitivity. 

2.3. Video Condensation 

Even though the video storage has been arranged 
so that the economically desirable arrangement of 
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more words than bits per word has been achieved, the 
number of bits per word may still be economically 
impracticable if the radar employs many pulses per 
beamwidth or if multi-level video quantization, 
demanding several bits per level, is required. Under 
these conditions, the word length can be reduced by 
reducing the number of levels stored over the beam-
width. Although this could be achieved, simply by 
counting down the radar pulse repetition frequency 
and only storing the video from say, every third range 
sweep, thereby reducing the word length by a factor 
of three, this would give rise to a loss of sensitivity 
due to the fact that available radar data was being 
ignored. Such a loss can be avoided, in the example 
quoted, by storing the mean of the levels received 
over groups of three pulse repetition intervals. This 
process is referred to as video condensation and the 
number of range sweeps to be averaged is known as 
the condensation factor C. 

The average level from each range increment is 
obtained in the normal way by adding the encoded 
levels received on C successive range sweeps, dividing 
by C and injecting the quotient into the moving 
window word. In order to hold the sum for each 
increment between range sweeps additional storage 
is required. This storage can use either additional 
bits in the moving window words or a separate group 
of addresses in the same store. In the latter case there 
would have to be twice as many store words as range 
increments although, as previously stated, it is often 
more economical to increase the number of words 
rather than the word length. 

In either case, the video sum is obtained by reading 
each condensation store word in turn, digitally adding 
the new encoded video level to it and re-storing the 
result as shown diagramatically in Fig. 4. To avoid 
the increase in range increment size, which would 
otherwise be necessary to allow for the operating 
time of the adding circuits, a running address can 
be employed in which the up-dated sum is re-stored in 
the next range increment word as that value is read 
out for up-dating. This allows a whole store cycle 
period for the addition without affecting the range 
increment size. The only penalty with this system is 
the necessity to provide suitable logic to ensure that 
the store address, corresponding to zero range 
at which to start the up-dating process, steps on by 
one with each radar trigger. 

When the condensation factor C is a power of two, 
the necessary division can be achieved by a shift to 
the right of log2C bits, discarding the least significant 
digits. If C is not a power of two, an approximation 
to true division (which must be carried out within the 
store cycle time) is obtained by applying two different 
shifts and adding or subtracting the numbers thus 
formed. This is equivalent to multiplying by the 
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expression —1 + —1 the values of x, y and the sign 
2' 2Y' 

being chosen to give the best approximation to 1/C. 

CONDENSATION WORD IN STORE 
BEFORE UP- DATING e g.: 

to  O 0 0 
t r  

DIGITAL 
ENCODER 

1 ° 1 ° 1 1 I 11 1 
CONDENSATION WORD RETURNED 
TO STORE AFTER UP- DATING 

NEW LEVEL FROM 
VIDEO ENCODER 
SAY 000010 

Fig. 4. Up-dating of condensation words. 

If the condensation sum is held in the same word 
as the moving window, the latter can be up-dated by 
arranging for the shift required for division to move 
the result into the appropriate bits of the moving 
window part of the word. This shift is only applied 
after every C radar pulse repetition intervals, i.e. 
when a new condensation sum has been formed. 

If the condensation sum is held in a separate word 
from the moving window, it will be necessary to 
effect a transfer from the condensation word to the 
moving window word. This requires the two words to 
be addressed alternately (as it is not possible to address 
two words simultaneously) requiring two store cycles 
per range increment. If the transfers were carried 
out at the same time as the video is being received, 
known as live time, this would restrict the minimum 
radar pulse length to two store cycle periods. How-
ever, this limitation can be overcome by carrying out 
the transfers during dead time i.e. the time between the 
receipt of the video level from the last range increment 
and the arrival of the next radar sync pulse, cor-
responding to the fly-back time of a visual display. 
An excessively long dead time can be avoided by 
virtue of the fact that each moving window increment 
has only to be up-dated every C pulse repetition 
intervals, consequently it is only necessary to up-date 
1/C of the moving window words in any one dead time. 

2.3.1. Choice of condensation factor 

The choice of condensation factor will depend on 
two requirements, firstly on the desirability of using 
a large condensation factor to economize on the word 
length to hold the moving window, and secondly on 
the requirement for bearing accuracy. Regardless 
of the type of echo discriminator used on the data 
stored in the moving window, it cannot select the 
echo centre to better than the nearest sample stored 
therein i.e. to better than plus or minus half the angle 
corresponding to the number of radar pulse repetition 
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intervals condensed. Consequently if, for example, a 
bearing accuracy of plus or minus a tenth of a nominal 
beamwidth is required, there must not be less than 
five condensation samples per nominal beamwidth. 

Thus, once the necessary circuits have been intro-
duced to enable the video to be condensed, the equip-
ment becomes very versatile as it is only necessary to 
change the condensation factor to enable it to operate 
on the signals from radars employing widely different 
numbers of pulses per beamwidth. 

3. Echo Discriminators 

An echo discriminator is required to fulfil two 
functions, namely to give an indication when the 
level pattern stored in the moving window resembles 
that which is expected from a point target and secondly 
to give this indication only when the target signals are 
symmetrically placed in the moving window word. 

As has been previously stated, the criterion by 
which a radar echo from a point target is recognized 
is that it will produce an increase in the mean signal 
level over one pulse length at a constant range (cor-
responding to that of the target) covering a bearing 
of from one to possibly two and a half nominal aerial 
beamwidths, depending upon echo amplitude, aerial 
polar diagram, etc. On the other hand, signals other 
than from point targets will in general have either or 
both the range or bearing dimension increased. Con-
sequently, the echo discriminator must examine the 
stored levels, range increment by range increment, to 
determine whether the mean of the levels over the 
aerial beamwidth in any increment is sufficiently 
above the mean due to the receiver noise to indicate 
the presence of a target. In addition, it must check 
that the area over which these increased levels have 
been received are within the limits expected and it 
should delay the indication of the presence of a target 
until the pattern of levels is symmetrical about the 
centre of the moving window. 

3.1. One-bit Echo Discriminators 

The simplest type of echo discriminator is one which 
operates on the stored signals from a single threshold 
video encoder. If this threshold is set so that the 
probability of generating a 'one' in the moving 
window due to receiver noise is low, the probability 
of obtaining a group of ones in any one moving 
window word will be very low. On the other hand, the 
presence of even a small echo in the video will appre-
ciably increase the probability of the signal crossing 
the threshold, giving a high probability of obtaining 
a group of ones in the corresponding moving window 
word. Consequently the primary task of the echo 
discriminator is the ability to sense the presence of a 
series of ones in a moving window word. This task 
can be achieved by feeding each moving window 
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word in turn on to a register (as it is addressed for up-
dating) and generating an analogue sum of the number 
of ones held on the register by a resistance adding 
circuit as shown in Fig. 5. The output of this circuit 
can then be fed to a comparator which will indicate a 
detection whenever the sum of the ones exceeds a 
pre-set threshold. 

REGISTER FED FROM MOVING WINDOW 

RESISTANCE SUMMING 
NETWORK 

SUMMING 
AMPLIFIER ANALOGUE SUM OrDNES. 

IN MOVING WINDOW 

COMPARATOR 
_ THRESHOLD 

RECOGNITION 
PULSE 

Fig. 5. Basic one-bit echo recognition circuit. 

Although this simple circuit can indicate the pre-
sence of an echo, it is unable to sense when it is centred 
in the moving window or whether its dimensions are 
within the expected limits. A maximum limit to the 
echo bearing can be set by arranging for the moving 
window word to cover a bearing greater than that 
expected from the largest echo of interest and in-
hibiting the output whenever a 'one' is present on 
either of the end bits of the register, as shown in Fig. 6. 

The sensitivity and bearing accuracy can be opti-
mized by symmetrically weighting the summing 
resistors to give greater weight to 'ones' in the centre 
of the moving window word. Thus any pattern of 
'ones' shifting through the moving window word 
will give maximum output when the pattern is sym-
metrically placed about the centre of the moving 
window word. The point at which the maximum 
output is obtained can be determined by employing 
a second identical weighted summation circuit con-
nected one bit nearer the input end of the moving 
window word. This circuit, will then, in effect, have a 
'pre-view' of the weighted sum which will be generated 
in the first circuit after the next moving window shift, 
see Fig. 7. 

REGISTER FED FROM MOVING WINDOW 

SUMMING 
AMPLIFIER 

Fig. 6. Recognition circuit with wide echo inhibit. 
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COMPARATOR 
RECOGNITION 
PULSE 

If the indication of the detection is delayed until the 
first occasion on which the weighted sum from the 
'pre-view' circuit is less than that from the first 
circuit, this will indicate that after the next moving 
window shift, the output of the first circuit will have 
just started to fall off, hence it must now be at its 
maximum. 

DIRECTION OF MOVING WINDOW 
SHIFT 

4 

WEIGHTING SUMMING 
RESISTORS 

TYPICAL WEIGHTING FACTORS 
2 1.5 1.2 11 1.2 1.5 2 

MAIN 
SUMMING 
AMPLIFIER 

(OR) 
NO COMPARATOR OUTPUT UNTIL WEIGHTED SUM EXCEEDS BOTH THRESHOLD 

AND ' PRE-VIEW' WEIGHTED SUM 

'PRE-VIEW' OF WEIGHTED SUM 
FROM MAIN SUMMING 
AMPLIFIER AFTER NEXT 
MOVING WINDOW SHIFT 

COMPARATOR 
RECOGNITION 

PULSE 

(INHIBIT) 

Fig. 7. Recognition circuit with maximum symmetry criterion. 

This can be achieved by inhibiting an indication of 
detection from the first weighted sum circuit until its 
output exceeds either the threshold or the 'pre-view' 
weighted sum, whichever is the greater, as shown in 
Fig. 7. 

The range dimension of the echo can be checked by 
a logical circuit which will reject recognition pulses 
which occur in three or more successive range incre-
ments, as not emanating from a point target. It is 
necessary for this circuit to accept recognition pulses 
from two successive range increments as these may be 
due to a point target echo which happens to bridge 
the interval between two range quanta. 

When two such recognitions occur, only the first 
will be passed out as a target position. 

3.2. Digital One-bit Echo Discriminator 

An alternative approach to the one-bit echo 
discriminator is to operate logically on the bits pattern 
contained in the moving window word according to 
the following rules: 

(a) The centre three bits of the word must be 'ones'. 

(b) The end bits of the word must be 'zeros'. 

(c) The number of ones in the remaining bits to the 
left of the centre must be equal or one greater 
than the number of 'ones' in the remaining bits 
on the right. 

Rule (a) is a form of weighting taken to the extreme 
in which only the centre three bits count at all. The 
value of three has been chosen on the assumption 
that the video encoder would be set to give approxi-
mately a 0.01 probability of generating a 'one' in the 
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moving window due to noise. Hence the probability 
of noise generating three 'ones' in the selected bits is 
approximately (0.01)3 or 1 in 106 which is an accept-
able probability of a false alarm. 

Rule (b) is the maximum echo width criterion as 
used in the analogue circuit. 

Rule (c) ensures that a detection will only be made 
when the 'one' pattern is symmetrical about the centre 
of the moving window word. The tolerance of one 
on the symmetry criterion is essential in order to 
accept patterns consisting of an even number of 'ones' 
which cannot achieve exact symmetry about the three 
compulsory bits. 

3.3. Disadvantages of One-bit Echo Discriminators 

The first disadvantage of a one-bit echo dis-
criminator is the large tolerance necessary on the per-
missable echo width if a large range of target ampli-
tudes is to be accepted. Although the echo amplitude 
variation due to target range can be eliminated by 
applying accurate swept gain (s.t.c.), the echo dis-
criminator has still to cope with the range of target 
echoing areas of interest. The effect of the large 
tolerance in echo width is to permit detection of small 
non-point target echoes provided the width of the 
return does not exceed the expected width of the 
strongest point target of interest. 

The second disadvantage is that in order to be able 
to detect weak signals the video encoder threshold 
must be situated as low as possible in the receiver 
noise commensurate with an acceptable false alarm 
rate. Consequently the patterns of 'ones' in the moving 
window even from strong echoes is liable to be dis-
turbed by noise at the edges which will prevent the 
achievement of the maximum possible bearing 
accuracy. 

Both these disadvantages can be overcome by 
employing multi-level video encoding together with a 
suitable echo discriminator. 

3.4. Multi-bit Echo Discriminators 

The first step on from one-bit working is two bits 
employing three video encoder thresholds, the out-
put encoded in the form: 

00 if no threshold is crossed 

01 if the first threshold is crossed 

10 if the second threshold is crossed 

11 if the third threshold is crossed. 

The simplest form of echo discriminator to avoid 
the disadvantages enumerated in Section 3.3 above is 
a set of three one-bit discriminators as described in 
Sections 3.1 and 3.2 operating at each of the three thres-
hold levels, the outputs being oR'd together. This can 
be achieved by connecting the first to the least signifi-
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cant level digit, the second to the most significant 
level digit and the third to the two digits AND'd to-
gether. Thus each discriminator will have to cope 
only with a third of the echo amplitude range covered 
by a single one-bit discriminator, enabling a smaller 
tolerance to be employed on the acceptable echo width 
at each level. The bearing accuracy will also attain its 
maximum once the echo amplitude is sufficient to 
permit detection at the second level as this level is well 
clear of noise and the pattern of , ones will be depen-
dent entirely on the echo. 

It will be noted that the above echo recognition 
criteria in effect are crudely testing whether the 
received pulse amplitude pattern corresponds to the 
two way beam shape pattern of the aerial, i.e. for a given 
echo amplitude it checks whether the width of the 
pattern is within certain limits determined from the 
known aerial polar diagram. 

In fact the logical conclusion to multi-bit working 
is to encode and store the video amplitude in a suf-
ficient number of bits to enable a beam shape dis-
criminator of the type described by Plowman,t to be 
applied to the stored video, after reconversion to 
analogue form. In order to benefit from the greater 
discrimination of this type of echo recognition circuit 
against signals from other than point targets, it is 
necessary to encode the video to a minimum of four 
bit accuracy. The increase in word length to store the 
levels to this accuracy will be partially compensated 
for by the fact that it is only necessary to make a beam 
shape comparison over from one to one and a half 
nominal beamwidths, whereas a one-bit discriminator 
must operate on the stored pattern over an arc greater 
than that subtended by the largest signal of interest 
which may be from two to two and a half nominal 
beamwidths. 

4. Clutter Suppression 

So far it has been assumed that the background 
against which detections have to be made is the thermal 
noise generated in the receiver, whereas in fact the 
background may consist of meteorological or land 
clutter in addition to the receiver noise. Consequently 
an automatic detection equipment must be designed 
so that it will not generate false alarms in clutter areas 
but will continue to detect any echoes of sufficient 
amplitude to show above the clutter. 

As clutter signals are produced by the addition of 
returns, which will be in random phase, from in-
numerable small reflecting particles, the resultant 
amplitude distribution will closely approach the Gaus-
sian distribution of receiver noise. When such signals 
have been detected by a logarithmic receiver the a.c. 
deviation component is independent of the signal 

1" J. C. Plowman, /oc. cit. 
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amplitude, only the d.c. component increases with 
increasing signal power. Hence provided the video 
encoder threshold can be related to the mean d.c. 
level of the background, the echo recognition require-
ments will be the same for a clutter background as 
for noise. 

Although the d.c. component of the signal can be 
removed by a simple R—C 'differentiating' circuit 
giving good clutter suppression, there will be an 
appreciable loss of sensitivity to genuine targets. This 
loss of sensitivity which is of the order of 5 dB is due 
to the reverse polarity 'overshoots' obtained when 
pulses are applied to an R—C differentiating circuit. 
This causes the large negative going spikes, which are 
characteristic of logarithmic noise, to add positive 
going overshoots to the normal positive excursions 
of the noise, which will tend to generate false alarms. 
The increase in the video encoder threshold necessary 
to bring the false alarm rate back to the permissible 
level, produces the loss of sensitivity observed. 

This loss can be avoided by employing a delay line 
circuit to subtract the d.c. component of the signal. 
In this circuit the video is applied to a terminated 
delay line of the order of ten radar pulse lengths in 
length (Fig. 8). The mean d.c. level of the background 
is obtained by a resistance adding circuit connected 
to a series of taps down the line, excluding the centre 
tap. This d.c. level is subtracted from the signal 
sample taken from the centre tap in a difference 
amplifier. With this circuit, no measurable loss of 
sensitivity was observed although it tended to allow 
the generation of false alarms on the leading and trailing 
edges of banks of clutter. 

This was due to the fact that at the instant at which 
the leading edge of a bank of clutter reaches the signal 
sample tap, the clutter signals will be present on half 
the line only, consequently only half the mean d.c. 
level of the clutter signal will be subtracted from the 
signal sample. This failing can be overcome by modify-
ing the circuit as shown in Fig. 9 so that the d.c. level 
to be subtracted from the signal is the sum of the 
levels over the first or last half of the line, whichever 
is the greater. 

The effectiveness of this circuit can be seen from the 
photograph in Fig. 10 which shows a typical p.p.i. 

VIDEO 
INPUT 

DELAY LINE EQUIVALENT TO TEN RADAR PULSE LENGTHS 

DIFFERENCE 
SIGNAL SAMPLE AMPLIFIER 

TM? 
RESISTANCE SUMMING NETWORK 

OUTPUT 

MEAN 
BACKGROUND 
LEVEL 

Fig. 8. Mean background level subtraction circuit. 
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SIGNAL SAMPLE 

VIDEO 
INPUT 

DIFFERENCE 
.AMPLIFIER 

OUTPUT 

SELECTION OF 
PREVIOUS OR SUB-
SEQUENT BACK-
GROUND WHICHEVER 
IS THE GREATER 

Fig. 9. Subtraction of previous or subsequent background 
whichever is the greater. 

Fig. 10. Automatic radar detection in the presence of rain 
clutter. Targets detected automatically are indicated by the 
short radial ticks' adjacent to the echoes. It can be seen that 

no false alarms have been generated by the rain clutter. 

radar display with rain clutter present. Super-
imposed on the radar picture are the auto-detection 
output pulses which appear as short radial 'ticks' 
adjacent to the echoes. From this picture it can be 
seen that although the aircraft echoes are being 
detected, there are no false alarms on the clutter. It 
will however be noted that there are a large number 
of detection 'ticks' on the land returns near the 
centre of the p.p.i. This is due to the fact that land 
clutter, in addition to generating a background of 
more or less Rayleigh amplitude distribution, will 
contain a number of point reflectors such as large 
buildings etc. which will produce echoes which are 
indistinguishable from those due to aircraft. It is 
therefore not possible to differentiate between such 
echoes in the automatic detection equipment, the only 
method of elimination being the application of some 
form of moving target indication (m.t.i.) to the radar. 

5. Target Position Read-out 

The echo recognition circuits described above will 
generate a recognition pulse whenever there is a pulse 
pattern, resembling that from a point target, centred 
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in the moving window. Such a signal would not how-
ever be suitable for feeding a data-handling computer 
which requires target information in the form of 
range and bearing as binary words. 

The range word can be generated by using the recog-
nition pulse to staticize a binary count of the number 
of range increments out from the radar sync pulse. 
Similarly the angle at which the detection occurs can 
be read out by staticizing the output from an angular 
input, analogue/digital converter, rotating in syn-
chronism with the radar aerial. As the signals from 
the whole of the target must be stored before an 
echo can be recognized, the echo recognition pulse will 
occur half a beamwidth late, hence it will be necessary 
to apply a bearing correction, either in the data 
handling computer or by suitably phasing the aerial 
rotation digitizer. 

To permit read-out of target positions which may 
occur in rapid succession, it is necessary to read the 
range and bearing staticizers as soon as possible after 
they are set, so they are free to hold the next target 
position. As it is wasteful of computing time to inter-
rupt a data handling computer at frequent and irregular 
intervals, it is desirable to employ a buffer store between 
the auto-detection equipment and the computer. This 
will receive and store the target position data from 
the auto-detection equipment as it is generated and, at 
suitable pre-determined intervals in the data handling 
program, transfer all new stored data to the computer. 

6. Conclusions 

Tests carried out on an experimental model of the 
digital radar data extraction equipment have shown 
that a system as described above is completely 
practical and has a detection sensitivity comparable 
with that of either a quartz delay line storage system 
or an alert visual operator. Range and bearing 
accuracies were good, accuracies of the order of plus 
or minus one range increment and plus or minus 
10% of the nominal aerial beamwidth being achieved. 
The experimental model also proved the versatility of 
the digital approach and it was possible to use the 
equipment with radars employing widely different 
pulse lengths, pulse repetition frequencies and pulses 
per beamwidth, simply by adjusting the program to 
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give the required range increment size and condensa-
tion factor. The only limitation is the minimum radar 
pulse length that can be used as determined by the 
store cycle time. 

The experimental model also proved the great 
advantage of an automatic detection system, namely 
that the detection sensitivity is independent of time 
and target density; whereas a visual operator tires 
rapidly and becomes overloaded if he has to track 
many targets, with consequent loss of sensitivity and 
accuracy. On the other hand the target handling 
capacity of the auto-extraction equipment is limited 
only by the capacity of the associated buffer store and 
data handling computer. 
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8. Appendix: Terminology 

Aerial Beamwidth. The arc of aerial rotation over 
which a useful signal may be expected from a point 
target. This is of the order of one to two nominal 
aerial beamwidths, depending upon the required 
range of echo signal to noise ratios, shape of the aerial 
polar diagram and the criteria by which the echo is to 
be recognized. 

Nominal Aerial Beamwidth. The angle between the 
two points on the aerial polar diagram at which the 
aerial gain has fallen to 3 dB below maximum. In the 
case of radar operation where the aerial is used for 
both transmission and reception, the signal will be 
6 dB below peak at these points. 

Point Target. A target whose dimensions are small 
compared with a range difference corresponding to the 
radar pulse length and the linear length of the arc 
corresponding to one nominal beamwidth at the mini-
mum useful range. 

Manuscript received by the Institution on 1st April 1963. (Paper 
No. 863IRNA22). 
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DISCUSSION 

Under the chairmanship of Mr. R. N. Lord 

Mr. D. H. R. Archer: I may have misunderstood Mr. 
Hubbard, but I have the impression that even where 
several recognition thresholds are used there exists a 
finite probability that two adjacent targets separated by 
less than a beamwidth—may be rejected by the excessive 
width inhibiting circuits. If this is so, it represents a 
substantial operational hazard, since closing targets may 
be lost at a critical moment. 

The Author (in reply): Mr. Archer is correct in assuming 
that there is a possibility of rejecting two targets within 
the same range increment when their bearing separation is 
of the order of one beamwidth. This is not however 
considered to be a more serious operational hazard than 
the fact that the two echoes would have merged into one 
on a visual display. It must be remembered that the data 
extraction equipment is intended to feed into a computer 
with the capability of rapidly and accurately extrapolating 
tracks, hence the ability to foresee a hazardous situation 
and advise avoiding action long before the target separa-
tion has been reduced to one beamwidth. This ability to 
extrapolate would also enable the computer to continue 
tracks through the crossing zone when targets cross at 
different heights (or otherwise without collision). 

Mr. T. F. Spriggs: If I have understood these papers 
correctly they have described solutions to all of the present 
m.t.i. problems, namely 

zero speed target (ground clutter, etc.) 

low speed targets (rain, helicopters, etc.) 

high speed targets 

targets with zero radial speed but periphery speed 
(tangential tracks) 
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Can Mr. Hubbard confirm that we have now a full answer 
to the current m.t.i. system. 

The Author (in reply): Although we would not be so bold 
as to say that we have the full answer to the current 
m.t.i. system, most of the target discrimination problems 
which can be solved by an m.t.i. system can also be solved 
by an auto-extraction equipment plus tracking computer 
combination. Firstly the auto-extraction equipment is 
capable of rejecting echoes emanating from reflecting 
objects whose dimensions are greater than the area of 
resolution of the radar, i.e. an area equivalent to the pulse 
length x the beamwidth. This enables it to reject rain 
clutter and the majority of land clutter. It is not, however, 
capable of rejecting reflections from prominent objects 
which stand out from the general land clutter, i.e. reflec-
tions from large buildings, pylons, etc. which produce 
echoes which are indistinguishable in form from aircraft 
echoes. Secondly, as the tracking computer is capable of 
determining the speed of all targets tracked, a minimum 
speed limit can be applied to the target markers which are 
presented for display. Such a speed limit would be 
independent of the direction of movement of the target. 
However it must be remembered that the computer must 
track a target in order to determine its speed and this 
could impose a heavy load on the computer if many 
targets outside the required speed range are present. On 
the other hand if the majority of the unwanted targets 
detected by the auto-extraction equipment are stationary, 
these can be rejected by storing their positions within the 
computer and ignoring future detections at these positions. 
Unfortunately, post-detector processing cannot provide 
velocity-selective sub-clutter visibility. 
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Summary: The paper describes the operational tasks which will have to be 
carried out by a radar data handling system associated with an air traffic 
control centre—for example track initiation and prediction, data link 
interpretation, compilation of the air situation, aircraft control and safety, 
etc. Based on these considerations, the specification of a computer to 
perform these functions is discussed. 

Consideration is given to the possible use of analogue and special-
purpose computers but it is concluded that these are not suited to the task. 
Instead, a general-purpose digital computer would be required incorpo-
rating some special instruction facilities to assist the particular types of 
processing involved. This computer would use random access core storage 
for data and, possibly, program, although some form of permanent 
storage for the latter must also be provided. It is also shown that for good 
reliability and availability redundancy must be built into the system 
together with monitoring and maintenance aids. 

1. Introduction 

This paper will discuss the desirable characteristics 
of computers required to be used in a radar data 
processing system. It is intended to describe first 
some of the operational functions that the system will 
have to perform in an air traffic control centre. The 
centre, it will be assumed, is served by surveillance 
radars and is in communication with neighbouring 
areas. The aircraft within the area, it is assumed, will 
be the full range of civil aircraft with velocities up to 
just subsonic, together with military aircraft which 
may well be flying and manoeuvring at supersonic 
speeds; these latter aircraft, while not of direct 
interest to civil traffic controllers, cannot be ignored 
if only for reasons of safety. It is because of the wide 
range of velocities of modern aircraft, and the fact 
that with these high velocities aircraft are within the 
control area for only a short time during which vital 
decisions have to be made, that it is necessary to 
consider the introduction of automatic aids. 

The later sections of this paper will describe the 
type of computer and its facilities that is considered 
to be required to satisfy the data processing require-
ment. Questions of reliability and maintenance 
aspects are also considered in some detail. 

2. Radar Data Processing 

2.1. A Typical Radar Data Processing Environment 

Some of the tasks that a computer will be required 

t Admiralty Surface Weapons Establishment, Portsdown, 
Hampshire. 

Journal Brit.I.R.E., November 1963 

to carry out in the environment of a radar data handling 
system are described in this section. It is assumed 
here that the computer is being employed to process 
data originating from an automatically detected radar 
source; such an automatic detection system is de-
scribed in detail in a companion paper.1: Briefly, as 
the radar beam sweeps across a target a number of 
returns will be received, the number being dependent 
upon the radar aerial beamwidth and the pulse repeti-
tion frequency. The successive returns from the same 
target during any specific radar rotation are processed 
by auto-detection equipment and the only informa-
tion passed to the data handling computer is that 
equipment's assessment of the actual position of 
target source in range and bearing. Even so the 
quantity of information may be quite large. In the 
South of England, for instance, it is not uncommon to 
see over 100 individual tracks simultaneously dis-
played on a p.p.i. and the majority of these are pre-
sented to the data handling system on each rotation 
of the radar aerial (i.e. every 5-10 seconds, say). In 
addition there will be further detections, particularly 
from non-m.t.i. radars arising from clutter, e.g. 
clouds, land masses etc., which may well double the 
source detection rate. From this mass of detections 
presented to the data handling computer it will be 
necessary to attempt initiation and maintenance of the 
real tracks on the basis of correlation between detec-

: J. V. Hubbard, "Digital automatic radar data extraction 
equipment". The Radio and Electronic Engineer (J.Brit.I.R.E.), 
26, No. 5, pp. 397-404, November 1963. 
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tions from successive scans of the radar, to differentiate 
from the clutter sources and probably to display the 
real tracks, free from clutter returns, to the human 
operators. 

2.2. Track Initiation 

Considering specifically track initiation and track 
maintenance aspects, once a track has been initiated— 
i.e. at least two detections from different aerial rota-
tions have been correlated together—velocity informa-
tion is available; initially this velocity information 
will be of low accuracy, being based on only two 
detections each subject to system error. Prior to this, 
however, in the absence of any knowledge of course 
and speed, it is evident that a detection which might 
correlate with an earlier isolated detection could lie 
anywhere within an annulus drawn around the first 
detection, where the radii are governed by the time 
since the first detection. The outer radius is a measure 
of the distance that a maximum velocity aircraft 
would travel in this time whilst the inner is determined 
by the minimum speed of interest. Unfortunately, 
since allowance has to be made for radar errors and 
aircraft minimum velocities which may be less than 
50 knots (ground speed) the minimum radius of the 
annulus may be considered to be zero. Although this 
simplifies the calculation, it does remove a possible 
means of distinguishing between clutter and aircraft. 
Thus any new detection found within the full circle 
centred on the original detection, and of radius 
controlled by the time which has elapsed since the 
earlier detection and the maximum speed of an 
aircraft in which we have an interest (in an air safety 
context this means all aircraft, military and civil alike), 
can be said to constitute a possible correlation on the 
basis of which a possible track may be initiated. 

Consideration must be given to the period for 
which one should retain an uncorrelated detection in 
the data handling system in the hope that a further 
detection will occur with which it may correlate to 
provide a track initiation. Since at the commence-
ment of a track, detections will be made when the 
probability of 'paint' is fairly low, i.e. 50 % or less, it is 
essential to retain a detection for correlation for a 
period greater than that of one radar scan. If, how-
ever detections are retained for many scans, the size 
of the area in which a correlation detection may be 
present becomes very large and false correlation more 
probable. Furthermore the accumulation of uncor-
related detections will increase with time, posing a 
storage problem apart from the increase in computa-
tion time required to process the additional informa-
tion. Once again a compromise must be sought and an 
adequate one would seem to be that uncorrelated 
detections should not be held for more than two or 
perhaps three rotations of the radar antenna. 
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2.3. Track Maintenance 

Considering the case of an initiated track it is again 
necessary to consider all new detections that fall 
within a given distance of the existing track in order to 
identify the probable current position of the track. In 
this context, however, it is only necessary to look 
within a somewhat smaller area for the correlating 
detections since, using the previously calculated 
velocity, it is possible to predict the probable position 
of the track at the instant of the next detection and 
set the area limits from this position. The area to 
be inspected must, however, be one sufficiently large to 
allow for radar errors, inaccuracies in velocity compo-
nents calculated at the time of the previous detection, 
and displacements which would result from the air-
craft performing a maximum manoeuvre throughout 
the period of time since the last detection was made. 
If the environment is one involving co-operating civil 
aircraft only, provision for maximum manoeuvre 
should not be necessary but, in fact provision has to 
be made in order to track, for safety purposes, any 
aircraft, military and civil, not under the control of 
the centre. 

2.4. Correlation Ambiguity 

The question of ambiguities in the correlation of 
tracks with detections must be considered, and on the 
assumption that aircraft fly along approximately 
straight paths for a high percentage of their flight 
time, it is suggested that correlation of the detections 
closest to a track will, in most cases, result in correct 
association. However, because of the possibility of 
ambiguous associations it is not permissible to consider 
each new detection independently since tracks may be 
wrongly associated by so doing. Ideally all detections 
resulting from a scan should be considered together 
but this is probably inconvenient and not really 
necessary. Thus in general, all detections within a 
sector (say about 10 deg) should be considered 
at one time, all track/detection correlations within 
this sector being tabulated. Where there is no 
secondary radar agreement to eliminate the entries 
(see Section 2.5), this table should be inspected for the 
track/detection with the closest agreement and this 
correlation accepted. Acceptance of the correlation 
enables any other possible pairings using either this 
track or the detection to be discarded forthwith and, 
with the remainder, the process may be repeated. In 
this way the best solution for any given set of circum-
stances is achieved. 

It may be thought that an impossibly high searching 
load is being imposed on the computer by this cor-
relation process, but certain economies are possible. 
It is obviously not desirable to require the computer 
to search every existing track or uncorrelated detec-
tion each time a new detection is made by the radar 
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and auto-detection equipment. If all tracks and 
uncorrelated detections were stored in order of one 
of their co-ordinates (i.e. range or bearing if proces-
sing is being carried out in polar co-ordinates, X or Y 
if processing is being carried out in cartesian co-
ordinates) the search problem could be greatly eased. 
Such a table would have to be reshuffled for each 
radar scan in order to insert new uncorrelated detec-
tions and to correct the relative positions in the table 
of tracks whose co-ordinate has crossed another as a 
result of up-dating. The time required to reshuffle the 
table periodically is more than off-set by the adoption 
of a 'logarithmic' or 'binary' search of the table. 
The search is one in which the table is entered at its 
centre; the co-ordinate of the track found there is 
compared with the new detection co-ordinate, in 
order to determine whether any associated track is in 
the upper or lower half of the table. Depending 
upon this result the new entry is then compared with 
the centre of the appropriate half of the table. This 
process is repeated until the track is located whose 
co-ordinates are closest to the detection. The number 
of entries required to do this is equal to the power to 
which two must be raised to equal the number of 
entries in the table. Having located this particular 
entry it is necessary, of course, to move up and down 
from this point in order to identify all the entries that 
are within the area of error allowed for the predicted 
position as against the detected position. 

2.5. Secondary Radar 

It is evident that if all aircraft were equipped with 
secondary radar in which codes were used, which 
uniquely identified the aircraft, the general problems 
of track initiation and maintenance would be greatly 
simplified. No longer would it be any great embarrass-
ment to have large boxes in which to search for cor-
relating detections in order to initiate or maintain 
tracks; no longer would it be necessary to take 
measures to avoid incorrect correlation and to eliminate 
ambiguity. Comprehensive tracking programs would 
have to be retained however, to allow for the break-
down of the secondary radar in individual aircraft as 
well as to take account of aircraft not fitted with this 
equipment. 

2.6. Track Prediction 

Following the decision that a particular detection 
correlates with an existing track it is necessary to 
consider the position and velocity components that 
are to be used for future prediction of the track. So 
far as position is concerned it is evident that the new 
detection position must be accepted, although 
perhaps modified, to allow for the radar error of the 
detection source. 

The velocity components to be used for further 
prediction must be adjusted on the evidence of the new 
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detection. It is evident that some care should be taken 
to damp out velocity changes which arise from radar 
errors of the system, as such errors could give the 
impression that an aircraft is flying a continually 
varying instead of a straight course. Thus it is sug-
gested that apparent small insignificant changes in 
component velocities should be damped out. It is 
important, of course, in considering future velocities 
to be used for track prediction, that they should 
reflect any control instructions passed to the aircraft. 

2.7. Data Links 

All the items considered so far in this Section have 
been concerned with picture compilation. To com-
plete his picture the air traffic controller requires to 
know the air situation by detecting sources in neigh-
bouring areas. Such information will facilitate easy 
transfer of control from one area to another and, 
since with their present-day velocities aircraft may 
remain within an area for a relatively short time, this 
information is almost essential to facilitate the long-
term planning required to control all aircraft eco-
nomically. 

To obtain this information efficient data links 
capable of passing aircraft positional information, 
flight plan, secondary radar codes and aircraft 
identity are necessary. Passing the information with 
sufficient accuracy and detail by voice is not practical 
in the time available and the provision of digital data 
links becomes a necessity. These links should be 
automatically controlled, provisioned and interpreted 
by the data processing system. 

Information received at a centre via data links must 
be correlated with that received from own detection 
sources. By so doing tracks can be maintained from 
one area to another, reports being maintained by the 
station currently detecting. 

2.8. Aircraft Control and Safety 

By means of the processes described, a complete 
picture of the air situation has been assembled and 
this may now be used by a central computer for the 
preparation of control instructions to aircraft in the 
zone. From this data the computer could decide the 
most economic flight paths for aircraft to use and 
the most economic order of landing and take-off. In 
arriving at its decisions the computer would, of course, 
take into account aircraft endurance. If data links 
between the control centre and aircraft were available, 
instructions and information could be passed to and 
from each automatically, but in the absence of such a 
facility it will be necessary to display the data for 
onward transmission by voice link and to provide 
means of manually injecting additional information 
into the computer (see Section 2.9). 
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It would probably be uneconomic and impracticable 
to program the computers to take care of all eventu-
alities in the field of aircraft control. The main virtue 
of the application of computer techniques is to take 
away from the man the burden of repetitive and routine 
operation so that he can concentrate on the overall 
situation and the problems created by the exceptional 
event. An associated display system is required to 
facilitate this role of the man in an otherwise auto-
matic environment. Equally, there must be a discipline 
placed upon the designers not to use equipment 
uneconomically in an attempt to automate a task for 
which the man is perhaps more suited. The resultant 
system should be one in which man and machine are 
operating in a partnership, each assisting the other 
where that assistance is most needed. 

Aircraft safety is a particular aspect where computer 
assistance can be of great value, but one where auto-
matic decisions may be particularly dangerous. To 
perform this task, it is necessary to predict future 
movements of each aircraft in the system and to 
examine the data continuously for possible conflict 
so that early warning for avoiding action may be 
given. To decide which aircraft constitutes such a 
risk is undoubtedly a task to which computer tech-
niques may be applied. The avoidance action however 
may not be suitable for computer calculation since, 
provided the pilot is made aware of the situation and is 
supplied with the appropriate data (e.g. relative range, 
bearing and height of the other aircraft in the area), 
he is possibly in by far the best position to decide 
upon the immediate action to take since the computer 
recommendation under these conditions may be 
undesirably influenced by inaccuracies of the serving 
system. This must be true if both aircraft are not 
under direct control of the centre since the possibility 
of having a computer-controlled collision is all too 
real. 

2.9. Presentation to the Human Operators 

It has been indicated above that man will still retain 
an important role in an automatic radar data process-
ing system. It is necessary, therefore, to ensure that 
he is not only provided with all the information he 
requires but that it is presented in a form that enables 
him to carry out his task efficiently. A display 
system which is suitable for this purpose is described 
elsewheret and will not be described further here. All 
the information for this display system is generated, 
initially, by the computers of the data processing 
system, the display system itself converting this into 
marker or alpha-numeric display as required. The 
information which it is required to inject into the 

1" D. R. Jarman, "The display of automatically processed radar 
information". The Radio and Electronic Engineer (J.Brit.I.R.E.). 
To be published. 
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computer system by manual means may be carried out 
by a manual injection unit, a form of which is also 
described in the paper on display systems, and will 
not be discussed further here. 

3. Computer Characteristics 

In this section it is intended to discuss the essential 
characteristics of a computer to perform the opera-
tional functions that need to be carried out by an 
automatic radar data processing installation. 

3.1. Analogue or Digital Computer 

The computer to be used in the system has to be 
capable of handling large quantities of input data from 
various sources, which will arrive at irregular intervals 
and may be in coded form. Their quality may vary 
with the result that the computer will be required to 
assess its value before further processing is carried out. 
Once the data are accepted, the computer will be 
required to carry out sorting and associating opera-
tions with that already held in the storage equipment 
and, as has been described earlier (see Section 2), it 
will be necessary to consider a large and variable 
quantity effectively in parallel. 

Analogue computers are almost invariably special 
purpose and broadly speaking are only suitable for 
single-channel data processing not requiring great 
precision of computation in which the data inputs are 
derived from a single source, are consistently of good 
quality and can be manipulated to produce the re-
quired solutions without the need for storage of 
process history or associative data. Digital computers, 
on the other hand, can economically store large quanti-
ties of data and perform satisfactorily the types of 
operations indicated above using data derived from 
multiple input channels and specified in varying codes. 
Because of this, there is little doubt that the computer 
to be associated with the radar data processor should 
be digital. 

3.2. Special or General Purpose Computer 

The task of air traffic control, whilst being well 
known in principle, is one in which the detailed 
requirements are constantly changing with the 
development of air traffic. At the same time there are 
some processes in the maintenance of tracks by the 
association of new data which are specialized and 
unlikely to vary. Completely special purpose machines 
in which the program can only be modified by changes 
to the equipment are unlikely to satisfy the require-
ments of the data processor, and hence the computer 
should be general purpose with an instruction code 
tailored to meet the special requirements of air 
traffic control. Furthermore, the greater flexibility 
provided by a general purpose machine in this context 
is unlikely to result in the construction of a computer 
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larger than the special purpose machine designed to 
carry out the same task. 

3.3. Special or Parallel Arithmetic 

The solution of air traffic control problems involves 
the computer in a considerable amount of routine 
arithmetic. This is particularly true of the association 
of incoming data with existing tracks, a book-keeping 
form of activity, and also of the routine up-dating of 
tracks. The need to carry out these activities in real 
time coupled with the variable rate of arrival of data 
means that a parallel arithmetic unit will almost 
certainly be required to cope with peak periods unless 
very fast computer logic and storage circuits are 
available. 

3.4. Word Length 

From the various tasks described, it is evident that 
there are certain to be a number of differing quantities 
associated with each stored track. These include 
range and bearing from the centre, (or X and Y if a 
cartesian co-ordinate system is to be used), rate of 
change of these co-ordinate quantities (representing 
the element of velocity), secondary radar codes, call 
sign of the aircraft and flight plan data (including for 
example expected time of arrival, endurance, etc.). None 
of these would appear to be quantities requiring a very 
large number of bits to provide an adequate accuracy. 
Taking range, for example, its maximum value with 
respect to any centre having an interest in the track is 
unlikely to exceed 500 miles; furthermore an incre-
mental value of + mile is the best that might be 
achieved from the detection sources. This then implies 
an 11-bit quantity plus a sign bit. However, the 
section on track correlation mentioned the need to 
predict the movement of tracks using calculated 
velocity components of the co-ordinate system. In 
order to avoid cumulative inaccuracies in this process 
it is necessary to hold range to a greater accuracy than 
that which it is possible to specify by a detected 
return from a track. These considerations indicate 
that a word length of some 18-20 bits, including sign, 
is required to satisfy this need. 

3.5. Storage Capacity for Data 

To assess the storage capacity of the data processing 
system it is first necessary to stipulate the maximum 
track capacity of the area in which the computer is 
likely to operate. In Section 2.1 it was noted that the 
simultaneous existence of 100 tracks surveyed by a 
single station in the South of England was fairly 
normal, and in Section 2.7 the desirability of accepting, 
via data links, track information detected at neighbour-
ing centres was discussed. It is evident, therefore, 
that the system may well have about 300 aircraft 
operating within its area of interest. To store all the 
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information required by the system on each of these 
tracks it would be necessary to consider the data 
required to maintain each track in greater detail than 
is possible in the space available in this paper, the 
significance to which each quantity is required, and 
the extent of which it is acceptable to pack unrelated 
quantities within a single word of the storage. How-
ever, it is fairly self evident that with the 20-bit words 
discussed in Section 3.4 above, an allowance of ten 
words would seem generous but should perhaps be 
used in the early stages of design in order to arrive at a 
safe figure for storage capacity. 

Additional storage must be allocated to hold 
information on uncorrelated detections, correlated 
'clutter' detections, working space, etc. Taking all 
these items into account it appears that 4000 words of 
storage would be inadequate while provision of 8000 
words should provide an adequate margin of safety. 

3.6. Type of Storage 

Storage type should be considered under two 
headings, namely that required for data and that 
required for program. It is possible that different 
types would be desirable for each. 

Data storage must be erasable and, for a parallel 
mode digital computer engaged on an air traffic 
control task, must have parallel random access. The 
requirement for a large amount of storage suggests, 
on a cost consideration, that a store of the familiar 
switched core should be chosen even if its cycle time 
does not match the speed of the arithmetic unit. In 
such a case the large capacity data store may be aug-
mented by a number of fast computing registers, 
made from standard logic elements, which may 
be used to hold interim results of a computation and 
limit the use of the data store to providing initial data 
and storing final results. 

Program storage may be erasable or fixed in the 
sense that it cannot be changed by either a computer 
fault or by electrical disturbances. If there is a need 
for frequent or rapid changes of program then erasable 
storage is the only practicable possibility but if the 
program is of reasonable length and does not require 
changes then fixed program storage may be preferred 
on the grounds of reliability. It is essential that a 
computer engaged in air traffic control, a task in 
which loss of control is dangerous, should have a 
program store which is both reliable and impervious 
to permanent damage from transient conditions. This 
indicates the need for a fixed program store. If require-
ments of program flexibility make erasable storage 
necessary then some form of back-up permanent 
storage should be provided. A magnetic drum which 
affords rapid reloading facilities, or magnetic tape, 
could satisfy this additional need. 
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3.7. Instruction Code 

The tasks of the radar data processors described 
in this paper indicate that the computer will be 
required primarily to perform a sorting and correlating 
function on a large quantity of data generated in real 
time. To perform this and the other functions it could 
be easily demonstrated that the full range of conven-
tional instructions must be provided, (for example, 
addition, subtraction, conditional jumps, shifts, etc.) 
but by more detailed consideration, it can be shown 
that certain functions not normally included in the 
instruction code of a general-purpose computer, 
are frequently in use and should be included if ade-
quate capability can be built into the machine within 
practical computer speeds. To offset these additions 
simplified conventional instructions may, however, be 
acceptable. Some examples are given in the following 
paragraphs of these two factors. 

(1) The correlating process requires repeated 
comparison of the co-ordinates of a new detection 
with those of existing tracks; the ensuing action 
depends upon whether these co-ordinates are within a 
certain value of each other. Since either co-ordinate 
can be the greater, and it is the magnitude of the dif-
ference that it is required, a modulus instruction would 
be of advantage. In this same context, the use of 
associative storage has application. 

(2) The correlation process also requires similar 
computer action on the similar component of succes-
sively stored tracks. Since, as has been indicated, 
track information will occupy a block of storage, it 
seems necessary to provide facilities to modify and 
count in increments greater than 1 and which can be 
specified within the program. 

(3) The use of marker bits has considerable applica-
tion in data processing systems. Hence instruction 
facilities to address directly individual bits of the 
addressed word and to make their state the condition 
upon which future action should depend would be of 
advantage. 

(4) It has been indicated that many of the quantities 
to be stored are of only a few bits significance. If 
storage is not to be used wastefully, therefore, it is 
desirable to pack more than a single quantity within 
one word of the store. In order to operate on these 
quantities speedily, special collating facilities should be 
introduced. 

(5) The computer is intended to operate with 
automatic data links and it is probable that informa-
tion on these links will be protected by some form of 
parity count; special instructions to generate parity 
will, therefore, be desirable. 

(6) Although the computer is likely to operate in the 
parallel mode, the output to data links will probably 
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be required in serial form. Consideration should 
therefore be given to provide circuits to facilitate 
conversion from serial to parallel mode and vice 
versa. 

(7) The computer, being associated with a complex 
of external equipments (for example data links, 
auto-detection sources, teleprinters, etc.) must be 
provided with comprehensive interrupt facilities. 

(8) In general, multiplication and division have only 
limited application. Thus special circuitry to provide 
fast operation of these functions is probably not 
worthwhile. 

(9) Since the magnitude and scale of all quantities 
are known in advance there is no need to provide 
floating point arithmetic facilities. 

4. System Design Considerations 

Having selected the computing facilities required to 
carry out the air traffic control task, it remains to 
consider the system which can provide these facilities 
with an availability consistent with the task require-
ments. Clearly, the availability requirements of an 
air traffic control system are stringent for it must 
work in real time and failure may result in a dangerous 
situation. 

At this point it is relevant to consider the basic 
form of the active equipment although, since the 
points to be raised under the headings of reliability 
and maintainability apply to all practical forms for a 
task as complex as air traffic control, there is no need 
to detail the various sorts of logic available. The 
advantage of cost, size, reliability and general suit-
ability of semiconductors compared with electronic 
tubes makes it certain that the computer will be based 
on semiconductor techniques. In the semiconductor 
field, the constant introduction of new components and 
reduction in size of existing components coupled with 
new techniques for building them into circuits of 
steadily diminishing physical size are placing the 
portable computer among possible choices but at 
high cost. The air traffic control system, being 
ground based, should not be restricted by space 
limitations and equipment should be designed solely 
on an availability basis. 

4.1. Designing for Reliability 

System availability, which should always be 
specified in the initial design stage, depends on both 
reliability and maintainability. Reliability is usually 
measured in terms of the mean time between failures, 
but it should be noted that there is a difference 
between the practical and absolute reliability of 
equipment in the sense that if equipment can sustain 
failures and remain fully operational then such 
failures may be discounted in assessing practical 
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reliability. Maintainability is a function of the mean 
time to locate and repair a fault. 

Reliability, in the absolute sense, depends on the 
careful choice and use of components and on paying 
meticulous attention to system integration at all levels 
from the insertion of a component into its circuit to the 
interconnection of the computer with its major items 
of ancillary equipment. The achievement of consistency 
of reliability throughout the system should always be a 
major design aim. 

Designing for reliability at circuit level includes the 
use of circuits which continue to function correctly 
in the face of substantial power supply and component 
value variation, circuits which fail safe, and circuits 
incorporating redundant and underrun components. 
All circuits should be tested under the worst expected 
conditions and possibly with known limiting value 
components included. The use of redundant and 
underrun components is, in effect, a means of buying 
reliability by using more and better components than 
are strictly necessary to do the job. Since the failure 
of a redundant component does not impair the 
operation of equipment it is an example of keeping 
100% practical reliability in the face of component 
failures. 

At system level, designing for reliability is concerned 
with the electrical matching of circuits to one another, 
the method of interconnecting them mechanically and 
the provision of standby units which either duplicate 
working units or can replace them functionally with 
perhaps a reduction of operational efficiency. 

Starting with the computer there is undoubtedly a 
case in a task like air traffic control for dividing the 
computing load between several computers which can 
together provide the requisite computing power. This 
arrangement reduces the possibility of system failure 
if a means of keeping the system operational in the 
event of one computer becoming unserviceable is 
provided. One such means is to provide a complete 
standby computer although this is expensive and 
could only be justified if a large number of very small 
computers were used or alternative work outside the 
system could be found for the standby. A more 
practicable proposition is the use of, say, three 
computers any of which, by interchange of program 
storage, may perform any of three computing tasks 
which together comprise the whole air traffic control 
task. In this event the standby arrangements, which 
could well be wholly or partially manual, are required 
to cope only with the least important computing task. 

Having settled the computer complement, attention 
must next be paid to the provision of standby equip-
ment for units which are smaller than computers 
though still major items. Standby equipment for such 
units are virtually indispensible where several corn-
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puters rely on, say, a relatively small input control 
unit. Such a unit is an obvious candidate for duplica-
tion and it is usual to feed both the working and stand-
by units with the operational inputs and compare their 
outputs. An independent check is required on correct 
operation, of course, but this procedure ensures that the 
standby unit is functioning properly and that it is in 
the correct state for insertion into the system. 

The third level of standby units entails providing 
redundant circuits, either directly or in the form of 
voting logic, in major equipment units. The practice 
in the direct application consists, typically, of placing 
circuits in parallel where one circuit, in failing safe, 
cannot impair the correct operation of the other. 
These arrangements are generally made in important 
sections of the system or in sections where checking 
for correct operation or fault diagnosis is difficult. 
Since no fault will be apparent in the event of one 
circuit failing it is necessary to carry out checks on 
redundant circuits on a routine basis. In voting logic 
important decisions are made by the agreement of, 
say, two out of three units or circuits operating in 
parallel. The principle is an extension of direct 
redundancy, and the same remarks apply, but it may 
be applied successfully, whilst being more expensive 
in equipment, in a wider variety of situations. 

To sum up, designing for reliability requires the 
provision of an environment defined by published data 
on components and the provision of adequate standby 
facilities. It is essential therefore for the design to 
include the provision of this environment and to 
ensure that the best possible use is made of the 
standby facilities. 

4.2. Environmental Testing 

The problem of electrical environment is an integral 
part of circuit design with which every designer is 
familiar, but the problem of physical environment is of 
equal importance. Physical environmental stability 
includes the maintenance of suitable temperature and 
humidity, and freedom from corrosive agents, shock 
and vibration. Temperature control provides stability 
in circuits and in the case of semiconductors, for 
example, allows design for reliability by underrunning 
to proceed on a realistic basis. The designer must, 
of course, take care not to negate the benefits of 
controlled ambient temperature by allowing circuits 
to create local hot spots in critical places. 

An aid to achieving operational reliability is the 
provision of the means of increasing stress on the 
circuit elements in order to check that the system has a 
margin of safety. These checks are usually electrical, 
although heat and vibration checks are also a pos-
sibility, and are commonly called marginal checks. 
They are applied to equipment on a routine basis 
during maintenance periods and are intended to stress 
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components beyond their normal working limits 
(though not, of course, in a way likely to damage 
them) and to make those which are on the point of 
failure due to characteristic degradation fail at a time 
when no harm can be done to operational activities. 
Marginal checks must be applied with care since there 
is no point in creating faults which cannot be traced 
and repaired, and it follows that an efficient fault 
finding capability is an essential supporting facility to 
marginal checking. When faulty components have 
been replaced the removal of margins gives a reason-
able assurance that no more component failures due 
to degraded characteristics are imminent. 

Finally to cater for those sections of equipment to 
which marginal checking cannot be applied there is the 
use of a routine replacement policy. This entails the 
replacement of components or units at fixed intervals 
determined by component life test results, electrical 
and mechanical environment, and experience. Routine 
replacement must be applied with discretion since 
there is evidence supporting the view that reliability 
is improved by leaving well alone, but it is useful in the 
case of electromechanical devices, the life expectancy 
of which can be assessed with reasonable accuracy, 
and where the incidence of failures of specific compo-
nents or components in specific locations suggests that 
replacing all similar components would be beneficial. 

4.3. Standby Replacement Units 

Turning now to the role of standby units it is clear 
that such units must always be checked, ready for 
service, easy to connect into the system and preferably 
with information content operationally up-dated. 
Further, it is essential that prompt warning of system 
failure is given to indicate that a standby unit is re-
quired. In other words the system must have self-
checking and fault-indicating facilities. These facilities 
consist typically of computers checking themselves by 
performing calculations on test data, giving a fault 
warning if the known correct result is not obtained 
and checking other units by testing their outputs at 
times in the data processing cycle when either these 
outputs are already known or can be forced to a 
known quantity by injecting test data into the units. 

The change over to a standby unit can often be 
carried out automatically by equipment which 
responds to a failure signal. This principle may be 
extended to the automatic isolation of units which 
play a secondary role and can be discarded if faulty. 
Little has been written about equipment ancillary to 
the computers except to state that it must conform to 
the overall system availability requirement, but it 
should be noted that these units can also play a part 
in the system checking and correcting activities. The 
services in the automatic fault correcting category are 
provided at component and elementary circuit level 
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by redundant components and circuits as described 
above, but may be extended, in addition to the auto-
matic change over to standby units, to tasks such as 
the automatic recharging of erasable program 
stores, the content of which has been found faulty by, 
say, a parity check, from a backing up store. Where 
data inputs to a system are found to be faulty then 
either automatic isolation or, less frequently, auto-
matic correction may be provided. Automatic cor-
rection is usually used where data generated at a 
distance from the processing site are prone to trans-
mission error. The data are subjected to comprehen-
sive parity encoding before transmission which allows 
the receiving equipment to check if the data are 
correct and to correct them if the number of errors is 
small. Data which cannot be corrected are rejected by 
the receiving equipment. It is also desirable to provide 
means of automatic isolation of faulty data sources 
to prevent the accumulation of false data in the system. 
A system can often remain effective when deprived 
of one of several sources of primary data or of second 
order refinements to primary data. 

4.4. Maintainability Considerations 

The basic requirements of reliability have now been 
covered and, having tried to ensure that the system 
will not fail, it is time to consider what to do when it 
does fail and how to arrange that a faulty unit replaced 
by a standby unit is quickly repaired and ready for 
further service. The key to these problems is the 
provision of good maintainability, which means the 
rapid location and repair of faults. A general purpose 
digital computer is a very powerful tool for the diag-
nosis of faults although the preparing and checking of 
procedures which are both comprehensive and 
unambiguous is long and tedious. They are, however, 
a virtual necessity for computers engaged in a task 
like air traffic control. It is common for digital 
computers to diagnose faults within the major part 
of themselves by program provided that the part of 
the computer required to run the program is fault free; 
faults on this part may be diagnosed by an external 
unit specially designed for the task and connected in 
as required. It is also possible for a computer to diag-
nose faults in any other unit with which is has two-
way communication by sending test data to it and 
analysing its outputs. Further, a correct computer 
can monitor a faulty one if they can run the same 
program and communicate with one another to 
compare progress. This is not usually a practicable 
proposition however since a system can seldom 
dispense with two computers to engage in fault 
finding activities. 

In considering ways of achieving rapid and effective 
fault finding there can be no doubt that one of the 
key factors is equipment simplicity. In the logic of a 
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digital computer one of the main causes of complexity 
is making circuits common to several different func-
tions, a practice which often results in fault symptoms 
which are difficult to analyse. In this case simplicity 
results from using more circuits to separate the func-
tions, a course which will increase the hardware 
required and reduce reliability simply because there are 
more components, but the net gain in equipment 
availability is usually worth having. 

Another important factor in making fault finding 
easy is the choice of content of replaceable units. The 
subject of replaceable unit size will be considered later, 
but whatever the size of the unit its content is primarily 
determined by the need to make it suitable for in situ 
checking. This requirement can best be met by making 
the unit perform a small number of easily checked 
functions. Unit content is also determined to some 
extent by the need to keep the number of different 
unit types to a minimum but this requirement is less 
important than ease of fault finding. It should be 
noted that there is often very little merit in using large 
numbers of units each containing an identical simple 
circuit since, although the circuit function may be 
easily checked, it is difficult to arrange diagnostic 
procedures which are effective at single logic element 
level. 

Having found a faulty unit the next problem is how 
best to repair it and this involves the choice of unit 
size, the method of connecting units into the main 
equipment and accessibility. Unit size is unimportant 
from a replacement point of view unless the unit is 
unmanageably large or accessibility is poor. There is 
no doubt that for much of the equipment, especially 
the computers themselves, the policy of repair by 
unit replacement is essential, but it does not follow 
that treatment needs to be uniform over the whole 
system. If, for example, a system, for which the overall 
policy is to employ small sub-units, includes major 
units, for which standby equipments are fitted, it may 
be better to use whole unit construction for these, 
thereby gaining reliability by dispensing with plugs 
and sockets, and to repair a faulty unit in situ. 

If replaceable units are to be used the method of 
connecting them into the main equipment is determined 
by the ease and speed with which units must be re-
placed. Here, the price of ease and speed of replace-
ment, which usually means the use of plugs and 
sockets and possibly non-rigid retention in cabinets, 
is reliability because plugs and sockets are by no means 
the most reliable components. 

There is little need to dwell on the topic of acces-
sibility except to stress that it is of great importance 
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and that the designer who is lucky enough to be 
entrusted with the mechanical design of a ground 
based equipment, as is the case with an air traffic 
control system, has little excuse for not providing 
optimum conditions for maintaining the equipment. 

The final topic is that of repairing replaceable units. 
This should always be carried out in test equipment 
external to the main equipment and the most important 
requirement is that the test set should simulate the true 
environment of the unit closely enough to ensure 
that if a unit is passed by the test set as satisfactory 
it can be returned to the equipment with certainty 
that it will function correctly. Test equipment is ex-
pensive and complex if the number of unit types is 
large and they require a large number of complex in-
puts and produce complex outputs, but nevertheless 
the units should always be chosen on the basis of 
suitability for the main equipment rather than of 
suitability for repair. 

5. Conclusions 

This paper has endeavoured to define the specifica-
tion of a computer which would be required to satisfy 
the needs of a radar data processing system associated 
with an Air Traffic Control Centre. In order to satisfy 
this specification a brief description of some of the 
major tasks that the computer may be required to 
carry out have been described. From these considera-
tions it has been concluded that the system will best 
be served by a digital general purpose computer 
incorporating some special instruction facilities to 
assist the particular type of processing involved. To 
achieve the necessary speeds with currently available 
components, parallel arithmetic would be required and 
use made of random access core storage for data. 
Program storage of a permanent form would be 
required in this system although it may not be con-
sidered necessary to use such storage directly by the 
computer control but only as a form of back-up. 
For reliability, the use of redundancy in some form— 
possibly indirectly as low capacity operational 
ability—is necessary, while to achieve high avail-
ability monitoring and maintenance aids are an 
essential need. 

6. Acknowledgments 

This paper is published by permission of the Board 
of Admiralty. The authors wish to acknowledge the 
contributions of their colleagues at A.S.W.E. to this 
work. 

Manuscript received by the Institution on 1st April 1963. (Paper 
No. 844IRNA23). 

© The British Institution of Radio Engineers. 1963 

(Discussion on this paper appears on page 416) 

415 



R. A. BALLARD and L. MOORE 

DISCUSSION 

Under the Chairmanship of Mr. R. N. Lord 

Mr. P. N. G. Knowles: An automatic tracking system 
often requires reasonably accurate velocity data both as an 
output and as an aid to the tracking process. Mr. Ballard 
suggested a range quantum size of 4 to 4 mile. This could 
give sufficiently large random velocity and acceleration 
errors to make tracking difficult. I would suggest that 
-116- mile quantum size is the minimum size acceptable for 
the tracking of current typical aircraft 

The reply was that finer granularity was used in the 
machine described for velocity extraction. 

The Authors (in reply): The significance of I to 4 mile 
range quantities was referred to in the context of the presen-
tation on instantaneous position. The paper agrees with 
the questioner that, to permit accurate up-dating of tracks, 
range information must be stored to a greater accuracy 
than this. It was primarily for this reason that it was con-
cluded that a data word of some twenty bits in length 
would be required in the computer. 

Mr. F. Barker: Speed of multiplication: Since scan to 
scan correlation of track data is an important function of 
the computer, and since data on individual plots will 
normally be yielded in polar co-ordinates, it would 
appear that fast multiplication would be useful for the 
rapid conversion of this data to rectangular co-ordi-
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nates, in which terms correlation is most easily effected. 

The significance of manual inputs: Although the system 
with which the paper is concerned is largely automatic, it is 
probably true to say that, at the present time, any system 
for Air Traffic Control would be required to accept a 
large number of operator inputs and in real time. It is 
therefore important in considering the type of computer, 
to study how it can best be orientated towards these 
manual inputs which have their own problems, for example 
their relatively wide variety and random order of arising--
quite rapidly in a large system. 

The Authors (in reply): It is not necessarily true that 
correlation can best be carried out in cartesian co-ordinates 
but accepting this statement it does not necessarily follow 
that fast multiplication is an essential facility of the com-
puter. It must be remembered that the number of significant 
bits of the quantities to be multiplied in co-ordinate 
conversion is not large and, as a result, there is no need 
for full word fast multiplication. 

With reference to the significance of manual inputs, it is 
agreed that the system must be designed bearing in mind 
that not all information can be derived from automatic 
sources and that manual input facilities must be provided 
and integrated with the system design. 

Journal 
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A Series Type D.C. Negative Resistance for 

Analogue Computers 

By 

P. V. INDIRESAN, Ph.D., 
(Associate Member)t 

AND 

Mrs. SASHIBALA 
SATAINDRA, 

Summary: Negative resistances are only conditionally stable, the shunt 
type when connected to a positive resistance of a smaller value and the 
series type when the load resistance is larger. Hence, in general, in an 
electrical resistance analogue, both series and shunt types of negative 
resistance will be required. Methods of obtaining these two types of 
negative resistance for operation at both d.c. and a.c. are described. The 
principle, design and operating limits of the series type of circuit are 
discussed in detail. 

1. Introduction 

A number of problems involving the computation 
of various types of fields can be conveniently solved 
by the technique of electrical analogy. Except for the 
simplest cases, the electrical analogue will need both 
positive and negative circuit elements. Inductors and 
capacitors have been used for this purpose in a.c. 
analogues," 2 but their use is limited because (a), 
the parasitic coupling between inductors is difficult 
to overcome, and (b) it is expensive to match the 
components to the requisite degree of accuracy. 
Alternatively, cascaded networks' can be used but 
they too are not convenient because a large number of 
essentially ideal transformers will be needed and also 
because unwanted phase shifts create complications. 
For these reasons a.c. analogues have found only a 
limited use in practice. 

However, these difficulties of parasitic coupling and 
phase errors can be entirely eliminated by using a d.c. 
analogue with positive and negative resistances in 
place of the a.c. analogue employing reactances. 
The conventional negative resistances are not suitable 
for this purpose as they do not operate with direct 
currents. Theoretically, negative resistance elements 
like tunnel diodes and dynatrons can be used in con-
junction with appropriate biasing potentials, but this 
is impracticable as the bias adjustment is critically 
dependent on external load connections. The same 
difficulty is encountered with the negative resistance 
circuit devised by Swenson and Higgins.' In these 
cases, the adjustment of each negative resistance 
affects the balance of all the others in the network 
so that they all have to be corrected iteratively. 
This type of correction fails to converge for analysis 
above the first anti-resonant frequency of the systems 
and therefore the scope of the analogue is severely 

t Electrical Engineering Department, University of Roorkee, 
India. 
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restricted. For these reasons, the negative resistances 
used in d.c. analogues should not only be capable of 
operating at d.c. but should also be independent of 
external load connections. In addition, as they will be 
needed in large numbers, it will be advantageous if 
they are economical in cost and compact in size. 

A shunt type of transistor negative resistance 
having all these characteristics has already been 
described' and has been very successfully used by 
Redshaw and Rushton'. 8 for the solution of problems 
in elasticity. However, a shunt type of negative 
resistance is stable only when it is shunted by a smaller 
positive resistance. Generally this condition cannot 
always be met, hence it is necessary to have a series type 
of negative resistance in addition to the shunt type. 

This paper describes a simple, economical transistor 
circuit which provides a series type of negative 
resistance whose magnitude is unaffected by the 
external connections. This series-type negative resis-
tance is complementary to the shunt type already 
described and the two together should make almost 
any type of resistance analogue electrically stable and 
practicably feasible. 

2. The Shunt Type of Negative Resistance 

Figure 1 shows the practical form of shunt type of 
negative resistance circuit. It is essentially a bistable 

Fig. 1. The shunt type of negative resistance circuit. 
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multivibrator and the negative resistance appears 
between the terminals A and B. The magnitude of this 
negative resistance R„ is given approximately by 

2 1 1 ŒR2—R1 = _ 
• • • •(1) R„ R3 RI • R2+R4 

When no external voltage is applied the potentials at 
the terminals A and B should be balanced and this 
will happen only when the two transistors and the 
resistors are exactly matched. However, very precise 
matching can be avoided by making the resistors R2 
variable. This also helps to adjust the magnitude of 
the negative resistance. The voltage range of opera-
tion of the circuit is increased and the unbalance 
voltage is reduced when R1 and R4 are kept large or 
when R2 is made small. Varying the load across the 
negative resistance does not at all affect either its 
magnitude or its voltage range of operation. As the 
load resistance approaches the value of the negative 
resistance the adjustment of balance becomes more 
and more critical. A detailed description, analysis and 
the principles of design of this circuit as well as a 
discussion of the stability of negative resistances is 
given in detail in reference 6. 

3. The Series Type of Negative Resistance Circuit 

The circuit of Fig. 1 itself gives a series type of 
negative resistance between the points A and C or 
between B and D. It is, however, quite impractical 
as it is very difficult to balance the voltages at these 
points. This difficulty is avoided in the circuit shown 
in Fig. 2. The action of this circuit may be explained 
as follows. 

R6 
R7 

Fig. 2. The series type of negative resistance circuit. 

When a current is passed from an external source 
from A to B, the voltage at A becomes positive. The 
transistor VT I acts as a grounded base amplifier and 
consequently its collector becomes even more positive. 
This amplified positive voltage is applied to the base 
of the emitter follower VT2, through the potential 
divider formed by R3 and R4. If the overall amplifica-
tion is greater than unity, the voltage at B becomes 
more positive than that at A. In other words, when the 
current flows from A to B, B becomes more positive 
than A and hence the effective resistance between A 
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A3 

and R1 

then, 

But A1 

A2 
A3 

and 

where R, 

and B is negative. It is evident by inspection that this 
circuit is stable when A and B are open circuited and 
unstable when the two are short circuited. Therefore, 
this is a case of an open circuit stable, current actuated, 
series type of negative resistance. 

4. Magnitude of the Negative Resistance 

If — R„ is the magnitude of the negative resistance, 
the circuit will be stable when the load across A and B 
is greater than R„ and unstable when it is less. When 
the load equals R„ the circuit is critically stable and 
the loop gain round the feedback circuit just equals 
unity. This fact can be utilized to determine the 
magnitude of the negative resistance. 

If A1 = gain of the common base amplifier VT1, 

A2 = fraction of the collector voltage of VTI 
applied to the base of VT2, 

= gain of the emitter follower VT2, 

= input resistance of VT1, 

Al . A2 . A3 . RI 1/(Ri +/2„) = 4-1 .... (2) 

= RJR, ' 

= R4/(R3+ R4) 
= 1 

R11 = r11 • Rigri +RI) 

= effective load resistance for VT1 
= R2(R3 + e4)/(R2d-R3+ R'4) 

• • • • (3) 

RI2 = input resistance of VT2 = 

= R4. Ri2/(R4-1-R 12) 

rn = re4 rb + R6+ R7  

Substituting eqns. (3) and (4) in eqn. (2), 

aR2R4'  
Rn = R11 R2 • 3 • +4 

If R1 and R 5 are large, the negative resistance value 
becomes approximately 

aR2R4  
Rn = r11 R2+R3+R4 

5. Experimental Results 

In Table 1, the values of negative resistances 
obtained experimentally for various combinations of 
the circuit resistances are compared w ith the theoretical 
values calculated from eqn. (6). It may be noted that 
this approximate equation forms an adequate starting 
point for the design of the circuit. From the approxi-
mate values of the circuit parameters so obtained, the 
adjustment for the exact value of the negative resis-
tance can be made by varying R2 or R4. The voltages 
at A and B are balanced by means of the potentio-
meter RS, R6. An idea of the relative effects of these 
parameters can be obtained from Figs. 3 to 7 w hich 
show typical variations of R„ and of E„,« the maximum 

R6R 7 ) 

  .(l—Œ) (4) 

• • • • (5) 
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Fig. 3. Effect of varying R2. R1 = R5 = 1000 ohms; Fig. 4. Effect of varying R3. R1 = R2 = R5 = 1000 ohms and 
• R3 = 2000 ohms and R4 = 3000 ohms. 
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384 
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349 

572 

Table 1 

R4 = 3000 ohms. 

range of operation, when R2, R3, R4, and the supply 
voltage are varied. 

Verification of the formula for the magnitude of As expected R and Emax were found to be totally 
negative resistance independent of the load resistance subject to the condi-

(RI = R5 = 1000 ohms; all values in ohms) tion that it was not small enough to make the circuit 
  unstable. Figure 6 also indicates the manner in which 
R2 R3 R4 R„ R„ the balance adjustment varies as the supply voltage is 

calculated experimental varied. 
The frequency range of operation of the circuit is 

limited essentially by the characteristics of the grounded 
base amplifier VT1 and the limit is set by a stray 
inductive reactance that invariably occurs in series 
with a series type of negative resistance. For the 
transistors used (0072) this reactance was negligible 
at audio frequencies equalling the value of the 
negative resistance at about 85 kc/s. By using tran-
sistors with a higher cut-off frequency, a corres-
pondingly higher frequency range can be obtained. 

6. Comparison between the Shunt and Series Types of 
Negative Resistance Circuits 

Normally, the use of the series and shunt types is 
  mutually exclusive; when the shunt type is stable the 

series type is unstable and vice versa. However, it 
may at times be possible to choose the scale factors in 
such a manner that either type can be used. In such a 
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Fig. 5. Effect of varying R4. R1 = R2 = R5 = 1000 ohms; 
• R3 = 2000 ohms. 
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case, it is of interest to know which type should be 
preferred. The series type has the advantage that 

(a) it requires one resistor less and thus is more 
economical, 

(b) as it is used with larger resistors the power 
consumed from the supply to the analogue is less and 

(c) it does not need matched pairs of components. 

The shunt type has the advantages that 

(a) being a symmetrical circuit, the balance is 
maintained more easily, 

(b) for a given voltage range of operation it requires 
a smaller collector supply voltage and hence consumes 
less power from the collector supply and 

(c) the magnitude of the negative resistance is 
totally independent of the collector supply voltage. 
The advantages of the shunt type outweigh those of 
the series type, hence where possible the shunt type 
should be preferred. It must be emphasized that in 
either case the circuit balance adjustment becomes 

SERIES TYPE 

3 

4 

I ( mA) 

SHUNT TYPE 

Fig. 7. Comparison of the characteristics of the series and the 
shunt type of negative resistance 

more and more critical as the load resistance approaches 
the value of the negative resistance. For this reason, as 
far as possible it must be so arranged that every 
negative resistance used differs by an appreciable 
ratio from the load across it. In Fig. 7, the typical 
voltage current characteristics for the two types of 
negative resistance are shown. It may be noted that 
while the characteristic of the shunt type is sym-
metrical, that of the series type is not. The series 
type has an S-type of characteristic and the shunt type 
an N-type of characteristic. 

7. Conclusion 

One shunt and one series type of negative resistance 
circuit that can operate at d.c. as well as at a.c. has 

been described. Both have values independent of 
external load connections, but the former is stable 
when shunted by a smaller resistance and the latter 
requires a load of larger value for stability. Thus, by 
proper choice of the type of negative resistance, 
electrical stability can be obtained whatever the rela-
tive values of the load and the negative resistances. 
The circuits are particularly convenient for use in the 
large numbers required in electrical analogues as they 
are economical in cost, compact in size and simple to 
adjust. In fact, the shunt type has already been used 
successfully for the solution of problems in elasticity. 
Normally the use of each type is exclusive of the other 
because when one is stable the other is not. However, 
when it is possible to design a system where either 
type may be used, the shunt type appears to be 
preferable as its adjustment is relatively stable, its 
power consumption less and its magnitude is indepen-
dent of variations in the supply voltage. 
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Transient Analysis of Thin-Film Structures 

By 

F. A. LINDHOLM, Ph.D.t 

AND 

W. W. HAFT, Ph.D4 

Summary: To provide the designer of digital circuits with the potential of 
a recently developed class of micro-system structures, consisting of thin 
films of resistance plated on a dielectric substrate, the transient behaviour 
of these components was investigated analytically and experimentally. 

A survey was made of alternative approaches for computing the transient 
response. For arbitrary termination and drive, two methods proved effec-
tive: one primarily of mathematical significance, the other of more 
practical use to the circuit designer. 

Following the second approach, a lumped model based on physical 
phenomena was developed and demonstrated to be optimum for circuit 
design. Experimental agreement with wave shape and response time was 
excellent. 

I. Introduction 

Small-scale circuits called for in micro-system 
electronics rule out the use of lumped resistors and 
capacitors. Phenomena occur on a differential basis: 
for example, current flow through a resistor becomes 
diffusion flow at a point; charge storage in an incre-
mental volume replaces the conventional concept of 
charge on a capacitor plate; a network with a finite 
number of elements becomes a system with an 
infinite number of elements. 

RESISTIVE FILM 

(a) Schematic of actual structure. 

DIELECTRIC 

0-VVV\P-0 

Tc 
(b) Network symbol. 

Fig. 1. Microsystem structure. 

Many combinations of resistive films and dielectric 
films are used in practice. A representative micro-
system structure, (shown in Fig. 1) consists of a 
wafer of dielectric material with a thin resistive film 
deposited on the top side and a conductive film plated 
on the underside. Electrical contacts are made to the 
ends of the resistive film and to the conductive film, 
making it a three-terminal device. This two-port 
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network is a distributed parameter network" 
conveniently denoted by the symbol shown in Fig. 1(b). 
Networks of this type are potentially important to the 
field of computer electronics not only because of 
volume reduction, but also because of their inherent 
increased reliability arising from fewer soldered 
connections. To assess the potential value of these 
networks as components in relaxation oscillators, 
pulse and logic circuits and others, their transient 
response must be examined. Although the frequency 
response of these networks is well understood,3•4 
little information on the transient behaviour is avail-
able. 

A transient analysis useful for practical circuit 
design is the objective of this paper. 

1.1. Requirements for Circuit Design 

An optimum description of the transient response 
provides the circuit designer with 

(a) an accurate response time, 

(b) an accurate wave shape, 

(c) a solution for arbitrary termination (source and 
load), 

(d) a solution for arbitrary drive (voltage and cur-
rent), 

(e) reasonable accuracy with a minimum of 
mathematical calculation, 

(f) reasonable accuracy with a minimum of 
graphical construction, 

(g) a means to conventional circuit design, 

(h) a means to construction of charts for routine 
design, 

(i) a method displaying the essential physical 
processes, 

(j) a method of acquiring knowledge for the evalua-
tion of circuit behaviour, 
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(k) a set of approximations of increasing accuracy, 

(1) an estimate of error associated with each suc-
cessive approximation. 

The last two criteria deserve amplification. Circuit 
design frequently involves two steps: initially, an 
order-of-magnitude approach to assess feasibility of 
design, and subsequently, a more quantitative approach 
to make certain that the circuit meets specifications. 
Correspondingly, many design problems require 
models of two levels of accuracy: initially, a simple 
model for order-of-magnitude design, and subse-
quently a more adequate model for numerical evalua-
tion. It is fortuitous that the simple model often gives 
results of adequate accuracy, thus eliminating the need 
for subsequent refinement. 

1.2. Analogous Systems 

It is advantageous to look for analogies to net-
works characterized by distributed resistance and 
capacitance. Since this type of network is governed 
by the diffusion equation, many systems' governed 
by this equation are analogues. In particular, the flow 
of charge in the distributed network is analogous to the 
flow of heat energy in a one-dimensional rod. 

Two advantages result from exploiting this analogy: 
First, a conceptual clarification of the underlying 
physical phenomena is obtained. From a more 
practical point of view, the methods for solution of 
this classical problem,6 including the powerful Laplace 
transform approach, are directly applicable to the 
distributed parameter network under consideration. 

1.3. Proposed Approach 

As a first step, the heat analogy is exploited by 
considering the method for solution of the heat 
problem which is most compatible with the require-
ments of circuit design. The Laplace transform yields 
an exact solution for arbitrary termination and drive, 
but only after considerable computational effort. Thus 
a search for a different approach is required. 

Linvill7 noted that concentration on the differential 
behaviour of a device (or, what is equivalent, analysis 
of the distributed model of a device) leads not only to 
prohibitive computational labour, but also to results 
that are incompatible with the demands of flexible 
circuit design. Motivated by Linvilrs pioneering 
work on lumped models for diodes and transistors, 
a lumped model of the distributed-parameter network 
is constructed. 

The versatility and power of the lumped model will 
be demonstrated by developing a design chart for use 
in repetitive design work and by predicting the 
transient response of micro-systems in typical applica-
tions. The transient response computed by this 
technique is then verified experimentally to assess the 
accuracy to be expected. 

2. An Exact Solution by Laplace Transform 

2.1. The Method 

A systematic and effective method for obtaining the 
transient response of a distributed-parameter network 
terminated in an arbitrary source and in load impe-
dances is due to Gray' who derived sets of calculated 

Table 1 

Physical laws of differential system 

Physical Law Thermal System Electrical System Equation 

Diffusion flow Flow of heat energy due to diffusion 
is proportional to the temperature 
gradient at point x and time t. 

Flow of electric charge due to dif-
fusion is proportional to voltage 
gradient at point x and time t. 

icuff(x, t) = A 
a nx, t) 

ax 

Storage Heat energy stored in differential Electric charge stored in differential Q(x, t)dx = Cdx V(x, t) 
volume about point x at time t. volume about point x at time t. 

Storage flow Time rate increase of heat energy 
stored in differential volume about 
point x at time t. Flow of heat energy 
to storage. 

Time rate increase of electric charge 
stored in differential volume about 
point x at time t. Flow of current 
into storage. 

aQ(axt, t) dx _ nix an; t) 
at 

Continuity Net flow of heat energy into dif-
ferential volume about point x at 
time t equals the time rate increase of 
heat energy stored in the same dif-
ferential volume. 

Net flow of electric charge into dif-
ferential volume about point x at 
time t equals the time rate increase of 
charge stored in the same differential 
volume. 

t) _ canx, t)  
ax at 
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curves for the transient response of a heat pump. 
Although this problem is not an exact analogue to the 
one under consideration, the similarity of the mathe-
matical formulation involved warrants the use of 
Gray's method as a guide. In fact, this procedure was 
used by Starner9 in a preliminary investigation of the 
transient response of thin-film structures. The analogy 
is shown in Table 1. It may be noted in Table 1 
that the terms 'convection' or 'drift' are usually 
associated with the flow of electric charge arising from 
a voltage gradient. However, because of the analogy 
being drawn between temperature and voltage, it 
appears that 'diffusion' is the most appropriate term 
to use in the present investigation. 

2.2. Procedure 

For the geometry in Fig. 1 a transient solution in 
terms of voltage and current is obtained by this method 
in the following sequence. 

(1) Solve the diffusion equation by assuming 
exponential variation with time for current (I) 
and voltage (V). Express these solutions in terms 
of the terminal variables following essentially 
the procedure proposed by Holm.' 

(2) For the distributed-parameter circuit (Fig. 1) 
obtain the matrix equation: 

[V11 R [1./tanh 0 1/sinh 01 L/11 

V2 ° lisinh 0 litanh 0 /2 

where 0 = (jcoRC)1; it is desirab e to extend 
Holm's definition of 0 by substituting s = cr+jco 
for jo) which is justifiable by assuming est rather 
than eiwi as a solution. 

Using two-port theory, write the desired 
transfer function as combinations of these 
transcendental functions and of the source and 
load impedances. 

(4) The output transform is determined by multi-
plying the transfer function by the input trans-
form. It is now necessary to transform to the 
time domain. 

To obtain the inverse transform, find the poles 
of the output transform, which are the roots of 
a transcendental equation, by numerical or 
graphical evaluation. There are an infinite 
number of these poles. 

(6) Compute the residue at each pole by application 
of L'Hospital's rule to the output transform. 

By Cauchy's residue theorem, the output 
function of time is the sum of the residues. 

Since there are an infinite number of poles associated 
with the output transform, the resulting time function 

(3) 

(5) 

(7) 
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is in the form of an infinite series. To yield results of 
any use such a series must be truncated and the response 
graphically constructed. An example of this method 
showing the manipulations and difficulties encountered 
is given by Gray.' 

2.3. Limitations 

Although the inverse transform method, in principle, 
gives a solution for arbitrary termination and drive, 
it does not meet the needs for flexible circuit design. 
The time required to obtain a solution may be reduced 
by the use of computers, but considerable computa-
tional effort is still necessary. Furthermore, the 
resulting solution does not lend itself to physical 
interpretation nor does it supply the insight so neces-
sary to the practical circuit designer. 

A comparison of the results of this method with 
the optimum description of transient response for 
circuit design purposes (Section 1.1) suggests a 
search for a new approach. 

3. The Lumped Model 

3.1. Thin-Film Structure 

Thin-film structures consisting of a dielectric wafer 
upon which a resistive film has been deposited on 
one side and an ohmic film on the other (Fig. 1) have 
been described by Holm.' Representative values of 
dimensions and physical constants are given in Table 2. 

Table 2 

Representative values for a micro-system circuit 

Symbol Quantity Representative Value 

length of film 
width of film 
thickness of film 

a thickness of wafer 
e dielectric constant 

conductivity of film 

10-2m 

10-3m 
10-7m 
10-3m 
10-8 farad/m 
10-3 mhos-E 

A `zero-order' approximation to the time response 
of the unloaded structure is obtained from the 
dimensions and constants by the use of familiar 
relations: 

and, therefore, 

1 L 

o- kw' 

Lw 
C = e— 

a 

82 
RC = aka 

3.2. A Distributed Model 

The technique of evaluating the transient response 
by use of the inverse Laplace transform is based on a 
distributed model of the structure. Such a model, 
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emphasizing differential behaviour, leads to partial 
differential equations (Table 1) and corresponding 
transcendental solutions (Section 2.2). 

The essential features of this model are 

(a) At each point two types of current occur: 

diffusion current across a finite area A 

aV (x,t) 
Idiff(x,t)= o-A 

ax 

storage current or time rate increase of charge 
stored in differential volume Adx: 

1(x,t) dx = DQ(x, dx = C dx  V(x, t) 

at at 

(b) A continuity relation holds at each point: net 
current into the differential volume equals the 
time rate increase of charge stored, that is, the 
storage current. Hence 

— d[idiff(x, 0]= C dx  
at 

(c) At each point, the diffusion equation, derived 
from relations above, applies: 

32 V(x, t) r aV(x,t)  

ax2 = r at 

The distributed model is an idealization of the actual 
structure. It neglects: 

(a) contact resistance; 

(b) stray capacitances and inductances; 

(e) inhomogeneity in the materials; 

(d) finite resistance of the conductive film; 

(e) surface phenomena. 

3.3. The Purpose of Models 

The model of a device or a process is an idealization 
that lends itself to mathematical analysis. In the 
construction of a model one generally emphasizes 
first-order and neglects second-order effects. For 
example, to make the problem of heat flow in a rod 
mathematically tractable, one demands that the model 
of the process assumes: 

(a) the material is homogeneous; 

(b) the temperature is the same at any given cross 
section; 

(c) the thermal conductivity is not a function of 
temperature; 

(d) radiation may be neglected. 

With the development of a model, attention shifts 
from actual device behaviour to model behaviour. 
The correspondence between actual performance and 
model performance depends, of course, on the 
approximations made in deriving the model. 
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.17 -1 tri 

(a) Circuit symbol. (b) First-order model. 

Fig. 2. 

In each engineering application, specific require-
ments determine the desired degree of correspondence. 
A seemingly gross idealization is often chosen by 
design engineers; to illustrate this the first order 
model for a grounded-base transistor amplifier is 
examined. Such a model (Fig. 2) emphasizes the 
essential features—low input, high output impedance 
and almost unity current transfer—without giving 
detail which is frequently unnecessary and undesirable 
in the initial stages of design. 

3.4. Properties of the Lumped Model 

Since the distributed model and its associated 
inverse transform method is unsatisfactory for circuit 
design, a change of model is suggested. In the new 
model (Fig. 3) the voltage, instead of being a continu-
ous variable, is defined at only three points—the two 
terminals and the middle of the model. 

VIN /DIFF. v • /OUT your 

Fig. 3. Definition of variables for one-lump model. 

Comparisons of the essential features of the two 
models given in Table 3 show that: 

(a) Partial differential equations are exchanged for 
ordinary differential equations. 

(b) Since only diffusion current is allowed at the 
end nodes, all charge storage occurs at the 
middle node. 

(e) Both models store the same charge at d.c. as 
the physical structure and have an equivalent 
parallel plate capacitance of ewL1a. 

Both models have the same d.c. resistance as 
the physical structure namely LI(olcw). 

(e) Both models, as well as the actual structure, are 
symmetrical with respect to input and output. 

3.5. Equivalent Circuit 

An electrical circuit equivalent to the lumped model 
is given in Fig. 4. Future reference to the lumped 
model will apply to its equivalent circuit, since a 
simple electric network is more easily dealt with than 

(d) 
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Table 3 

Comparison between lumped and distributed models 

Type of model Distributed Lumped 

Where applicable at each point at input node at middle node at output node 

Diffusion current: fete, t) aA aV(x't) 
ax L12 

aA (V Vin) 
— crA (V Tin) — crA(Vout —  
LI2 L12 

Storage current: 1(x, t)dx 
a nx 

Cdx t) a; none 
eLW dV 

a dt 
none 

Continuity relations: a Idiff(x, t) — a n ' x t) 
ax C at /source un 

, 
/out — /in Cd _V —V lout = /load 

dt 

a set of laws. Note that an analogous equivalent 
circuit for the distributed model requires an infinite 
number of elements. 

v° R v 7 OUT 
0—NAA/V- 1—WA,—. 

Fig. 4. One-lump equivalent circuit. 

This equivalent circuit could have been derived by a 
different approach. The distributed model corresponds 
to two-port parameters described by hyperbolic 
functions (Section 2.2), which may be approximated 

by finite power series (Table 4). The first terms of the 
series correspond to the lumped model discussed 
above. Higher-order lumped models correspond to 
several terms of the power series. 

3.6. Higher-order Models 

The first-order approximation derived above 
(Section 3.4) and its equivalent circuit (Section 3.5) 
will be shown useful for a wide variety of circuit 
applications. The limitations of the simple model 
become noticeable if: 

(a) the driving function and circuit environment 
emphasize those aspects of the actual structure 
which are least accurately represented by the 
model (Example 2, Section 3.7). 

Table 4 

Power series justification of lumped model 

9= ( sRC)i, 0.= Cr • W 

R 
7 

<>""w1,77  

o 

R 
7 

I o 

R 
i 

o- 

R 
7 

2 _12.0 

R 
4 

R 
2N 

o 

R RR 
2N 2N 

C ... 0 T 

2N 

N 

R 

 i 

R 

EQUIVALENT CIRCUIT: 1 LUMP 2 LUMPS N LUMPS DISTRIBUTED 

SUCCESSIVE APPROXIMATIONS: 1st APPROXIMATION 2nd APPROXIMATION Nth APPROXIMATION EXACT 

RYI1 ' RY22 

1 + 92/2 1+ 92/2 4 04/32 1 4 92/2 4 04/24+  cosh 9 

1 + 92/4 1 4 302/16 + 94/128 1 4 92/6 + 94/1204-- e' sinh 9 

RY12 ' RY21 

1 1 1 1 

1 + 02/4 1.38 2/1S. 64/128 1 . 82/6 . e/120 9-1 sinh 8 
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Table 5 

Construction of a two-lump model 

REPRESENTATION OPERATION 

(1) ACTUAL STRUCTURE 
DEFINE TERMINAL 

VARIABLES 

vi Vo 

H-- L _______ _ 

(2) TWO-LUMP MODELS 
DEFINED 

Vi Vo' V, yo BREAK STRUCTURE INTO 
TWO LOOPS. DEFINE 

OF EACH LUMP TERMINAL VARIABLES 
H t — .i H— «H 

(3) VARIABLES OF TWO- 

LUMP MODEL DEFINED 

Vjg • Vo' Vie • 1,0 DEFINE ALL PERTINENT 
VARIABLES TREATING 
EACH LUMP SEPARATELY 

yo' ye 

,I -.9-1.• 
I 4 —s• 

147. ". i 
4 «e 4 

(4) EQUIVALENT CIRCUIT 
OF TWO LUMPS 

R R 3. R 
-4- i 4 -ir 

''...A"A= eVVVVM 
2 

2 r T 
DRAW EQUIVALENT CIR-
CUIT TO EACH LUMP 

o o o 

(5) TWO- LUMP CIRCUIT 

R R R 
i i 7 

c›.""Ire—r eCwe'' 7 2 72 
o 

CASCADE NETWORKS TO 
CONSERVE CONTINUITY 

o 

(b) the network has a frequency response which 
cannot be approximated in general shape by 
the type of lumped circuit selected. 

(c) accuracy in numerical design calculation is 
required which exceeds the inherent accuracy 
of the model. Examples to be discussed give 
accuracies of about 10%. 

For cases in which the limitations of the one-
lump model are important, a judicious choice of a 
higher-order model is needed. Table 5 illustrates 
an example, the derivation of a two-lump model that 
usually will give sufficient accuracy for use in de-
coupling applications (capacitor output). Note that 
this equivalent circuit has two natural frequencies, 
thus allowing description of a response which passes 
through a maximum. 

VI 

VIN 

Fig. 5. First-order approx.rnation for common capacitor 
configuration. 
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3.7. Effect of Circuit Environment 

Two examples will illustrate the advantage of 
appropriately selecting the lumps of a model: 

Example I: The response to a step of voltage is 
required for the configuration of Fig. 5. The simple 
model is expected to give fairly accurate response 
time. Although all the charge is stored in the middle 
of the model, this will tend to distort only the short 
time (high frequency) behaviour for the following 
reasons: 

The device is essentially a low-pass filter. 

The Fourier spectrum of a step emphasizes the low 
frequencies. 

The simple approximation to the storage effect will 
therefore not be important and the use of the simple 
model of Fig. 5 is justified. 

Example 2: The response to an impulse of voltage 
is to be evaluated for the configuration of Fig. 6. 
The simple one-lump model is useful in the initial 
stages of design. The long time (low frequency) 
behaviour will be faithfully portrayed by this model 
since it is equivalent to the quite accurate, distributed 
model for d.c. excitation. 

On the other hand, the short time response will not 
be given accurately for the following reasons: 

The actual device emphasizes high frequencies. 

The Fourier spectrum of an impulse does not em-
phasize low frequencies. 

In the model, current is passed to the middle and 
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VIN 

VOUT 

OUT 

Fig. 6. First-order approximation for capacitor input 
configuration. 

then 'diffuses' to the ends; in the actual device, there 
is much more direct 'feed through' to the load. 

To improve the short time behaviour, lumps are 
chosen to give the model shown in Fig. 7, which 
emphasizes the capacitance 'feed through' to the ends 
and still maintains a good deal of simplicity. This 
corresponds to choosing lumps as in Table 5, but 
defining the voltage not in the middle of each lump, 
but rather one-quarter of a lump length from the 
terminals. Choice of the model is somewhat arbitrary. 
In practice, a good choice strongly depends on how 
familiar the designer is with the nature and require-
ments of the specific problem. 

3.8. Effect on Waveshape 

The simple model has one storage element and 
hence one natural frequency associated with it, 
although the overall circuit may contribute natural 
frequencies as well. Hence, in evaluating the step 
response for the common capacitor configuration 
with resistance load (Fig. 5), the one-lump (or one-
pole) model will give a simple exponential rise. 

Since it is evident that the voltage must diffuse 
across the actual device, an initial condition at the 
output is dv/dt = O. This fact is not disclosed by the 
model. Frequently, however, quite accurate wave-
forms can be sketched on a linear time scale by starting 
the output voltage waveform with zero slope and then 
superimposing the exponential given by the simple 
model. Higher order models give a better approxi-
mation to the zero initial slope, since the second and 

Fig. 7. Second-order approximation for capacitor input 
configuration. 
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higher order natural frequencies will tend to match the 
slope as well as the amplitude of the response with 
increasing accuracy. 

The delay time due to diffusion in the distributed 
structure was found experimentally for several 
structures. A good empirical 'rule of thumb' for 
the magnitude of delay time appears to be: 

delay time RC/10 

Chow'' derived an analytical expression for delay 
resulting from the finite time needed for carriers to 
travel across the base of a diffusion transistor. Since 
processes in the micro-system network and the 
transistor base are analogous if recombination is 
neglected, expressions for micro-system delay can 
be obtained from Chow's work by setting the 
reciprocal of the minority-carrier lifetime equal 
to zero. This is not done here because the delay 
will not be significant in most design problems. An 
ideal delay line (Fig. 8) can be added to the one-lump 
model to give a circuit which usually quite accurately 
describes all the essential features of the output 
waveform. 

2 

IDEAL 
DELAY LINE 

o Fiç 
10 

Fig. 8. First-order approximation corrected for high-frequency 
transients. 

3.9. Justification of the Lumped Model 

The essential difference between the lumped model 
and inverse transform approach is in the 'timing' of 
approximations. Starting with the actual structure, 
both methods neglect secondary effects and arrive 
at a set of laws describing the phenomena of prime 
importance. Here the attacks diverge. The inverse 
transform method aims at the solution of the partial 
differential equations to yield the desired output 
transform in terms of combinations of transcendental 
functions. A numerical or graphical evaluation of the 
poles of the output transform allows the use of the 
Cauchy residue theorem to give a solution in the form 
of an infinite series. The series is truncated and the 
solution constructed graphically. Note that an 
approximation is made in the last step of analysis in 
order to get a usable result. 

In the lumped model approach, the approximation 
is made much earlier to avoid working with partial 
differential equations and their transcendental solu-
tions. The distributed character of the structure is 
ignored by treating the phenomena on a finite rather 
than differential basis. This lumping leads to ordinary 
rather than partial differential equations and to a 
simple, and hence practical, equivalent circuit which 
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Table 7 

One-lump T-equivalent circuit 

(a) Voltage Drive 

Cr/C 
RTIR large small absent 

large 
small 
short 

1/2 
Cr/C 
Cr/C 

1/2 
1/2 
1/2 

1/2 
1/4 
1/4 

(b) Current Drive 

Cr/C 
RTIR large small short 

large 
small 
short 

Rr/R 
1/2 
1/2 

(RTCT)/(RC) 
Cr/(2C) 

1/2 

RTIR 
1/2 
1/2 

ther apart, the capacitor approaches the usual physical 
notion of an open circuit. However, pushing the 
plates closer together gives a structure which is cap-
able of charge storage, if the two plates do not touch. 
Since we may only approach infinity, never quite 
getting there, the almost-infinite capacitor has one 
property that a short circuit does not have, charge 
storage. Hence, although the correspondence of an 
almost-infinite capacitor and a short circuit is valid 
for steady state behaviour since neither may have a 
voltage developed across it then, such a concept is 
misleading for evaluation of transient behaviour. The 
large capacitor differs from a 'short' in its transient 
response radically since it takes a long time for a 
charge to be collected in such a structure. 

From the equivalent circuit, the response time for a 
purely resistive load is 

RT-I-1212 
=   

c 2RC(RT+R) 

4.4. Response Time for an Arbitrary Load 

Formulae for the response time of an arbitrarily 
loaded circuit will be useful to: 

(a) derive asymptotic behaviour; 

Fig. 12. Loop currents for transients of circuit in Fig. 11. 
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(b) obtain points for construction of the design 
chart, particularly those points outside the 
region of validity of the asymptotes. 

Setting the determinant of the impedance matrix 
of the circuit of Fig. 12 to zero 

[R/2+ (pC)- 1 —(pC)-1 

[ —(pC) -1 RI2+ RT-F(pC)-1 +(pCT)-1 

yields the characteristic frequencies, 

PI, 2 = — 1 ± N/1 — 3.)/(2Ts) where à = 4Ta/TL 

= 0 

and 

TL = [(CT/C)(RT/R + 1)+1] RC 
rs = [(CTI2C)(RTIR+1)Irj(RC)2 

Now A has a relative maximum for CR T = RC/2 
and with this constraint an absolute maximum for 
small values of CT. If CT exceeds C/2, or if CRT 
differs from RC/2 significantly, then A is much 
smaller than unity. For example Amax = 0.67 for 
RT = R and CT = C/2 and Ts/TL = 0.17. 

Thus it is generally permissible to set 

,./1 — A = 1—A/2 

with less than 15% error even for the above value of 
Amax and with negligible error for all asymptotic 
cases. Two approximate roots result 

Pi = — P2= — 11Ts 

which are the negatives of the reciprocal time constants. 

Asymptotic limits of TL and Ts give three distinct 
values for large or small values of RT/R and CT/C as 
plotted in Fig. 13(a). The three regions are bounded 
by zones in which the asymptotic formulae do not 
necessarily hold. 

4.5. Evaluation of Amplitudes 

For the circuit of Fig. 10, the response to a voltage 
step input is 

v(t) = 1 — L exp ( — tITL)— S exp ( — t/Ts) 

since v(ox). 1 

Further 
v(0) = 0 yields L+S = 1 

d v(0) 4RT  L S 
and — + — 

dt = RC(2RT+R) rL Ts 

Calculation of LIS as a function of RT/R and CT/C 
gives the two asymptotic regions, shown in Fig. 13(b), 
namely 

L > 10S and S > 10L 

as well as a boundary region for intermediate values. 

4.6. Asymptotes 

The time constants TL and Ts and the corresponding 
amplitudes L and S, plotted in Fig. 13(a) and (b), 
determine the circuit response Tc shown in Fig. 13(c). 
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Cr 

c 
1100 

TL Rel. V 

Ts iiR.0 1 
1 

OL ,011_ i/ 
1/ /I 

/ 7 / 
/ z _/- < 

0.01 

(b) Amplitudes. (a) Time-constants. (c) Dominant time-constants. 

Fig. 13. Asymptotic approximations for transient response. 

Clearly, if L is large, Tc will approach TL, conversely if 
S is large, T, will approach Ts; therefore, two regions 
result in Fig. 13(c) which are separated by a boundary 
zone and which correspond to values given in Tables 6 
and 7 for asymptotic approximations. The resulting 
asymptotes form the skeleton for construction of the 
design charts (Fig. 14). 

4.7. Design Chart 

Values not obtainable from asymptotic approxi-
mation are in the regions R ,  RT and C CT shown 
as shaded zones in Fig. 13(c). The design chart 
Fig. 14 was derived by numerical point-by-point 
calculation as follows: 

(a) compute TL and Ts; 

(b) compute L and S; 

(c) compute vo(t); 
(d) compute t, such that v(Tc) = 0.63. 
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5. Experimental Results 

5.1. Experimental Device 

Methods of fabrication were those reported by 
Happ, Fuller, and Castro" and Wagner and Happ. 12 

The dimensions of the experimental device and its 
essential characteristics are shown in Table 8. 

Table 8 

Experimental device 

5.7 kf2 
4200 pF 

= RC 24 ps 
e 1500 

0.0254 m 
0.0064 m 
1.1 x 10-5 m 

a 70 mhos/m 
a 5.1 x 10-4 m 

Measured on impedance bridge 
Measured on impedance bridge 
Time constant 
Barium titanate compound 
Film length 
Film width 
Resistive film thickness 
Film conductivity 
Substrate thickness 

VOLTAGE 
DRIVE 

0.1 0-2 0-5 1 2 RI. 5 10 2.0 I '110'0 

Fig. 14. Design chart calculated from one-lump model. 
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5.2. Instrumentation 

The open-circuit transient response of thin-film 
structure with small time-constants cannot be accu-
rately measured with commercially available oscillo-
scopes. The input impedance of common oscillo-
scopes is 10 to 50 pF in parallel, with 1 to 10 mn, 
giving an impedance in the order of only 10 k at 
1 Mc/s. This poor approximation of an open circuit 
distorts the short-time response. 

To make the measurements as accurate as possible, 
a cathode follower was used in the circuit of Fig. 15 
to provide a high output impedance to the distributed-
parameter network. The impedance of the cathode 
follower, experimentally determined, is a 30 MS2 
resistor in parallel with a 3 pF capacitor. 

Fig. 15. Instrumentation. 

12 

11 

10 

8 

7 

6 

01 0.12 0.'5 1 

TEKTRONiX 1054 
SQUARE WAVE 
GENERATOR 

0..:TPUT IMPEDANCE 
50 OHMS 

5.3. Response Time for Resistance Load 

Response times for the micro-system terminated in 
pure resistance appears in Table 9 with the corres-
ponding calculated values, and is plotted in Fig. 16. 

5.4. Response for Arbitrary Load 

The calculated and measured response times of the 
micro-system terminated in a series combination of 
resistance and capacitance are compared graphically 
in Fig. 17. Calculated response times are taken from 
the design chart (Fig. 14.) 

5.5. Waveforms 

For large terminating capacitance, the magnitude 
of the load resistance has a profound effect on the 

MICROSYSTEM 
NETWORK 

SERIES 
COMBINATION OF 
GR DECADE 

RESISTANCE AND 
CAPACITANCE BOXES 

EXPERIMENTAL 

— CALCULATED 

,r _ cR(i-R+RT) 
C 

R+RT 

VOLTAGE -[ 
DRIVE 

RC =12js 

R = 5.7 k 

5 10 20 50 100 200 500 1000 
R T IN kOHMS 

CATHODE 
FOLLOWER 

TEKTRONIX 
531 A 
C.R.0 

Fig. 16. 

Response time against resistance load. 

Table 9 

Comparison of calculated and measured response times for resistive load 

RT 
kilohms 

rc calculated Tc measured 
microseconds microseconds Waveform Remarks 

0.57 

3.82 

5.7 

11.4 

57 

6.5 

8.4 

9.0 

10.0 

11.5 

6.0 

7.5 

8.7 

10.0 

12.5 

(a) Experimentally, waveform fol-
lows closely for all RT as predicted 

(b) Approximately 2 ps time delay 

10 to 20% 
experimental accuracy 
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. x EXPERIMENTAL 
500 -- — CALCULATED 

CT 42000pF 

z   
— 50 

VOLTAGE   RT 

DRIVE 

CT 2000 pF 

CT 430 pF 

0-5 1 2 5 10 
RT IN kOHMS 

response wave shape; for small load capacitance, the 
effect is smaller. This is illustrated in Fig. 18. Note 
also the comparison between calculated and experi-
mental curves. 

6. Typical Applications 

To this point the lumped model has been driven 
only by a perfect voltage source and terminated in 

November 1963 

"r CT 

RC r121.1s 
R 5:7 k OHMS 

Fig. 17. 

Experimental and 
calculated responses. 

series resistance and capacitance; however, the model 
may be quite generally used in any circuit environment. 
A few examples will illustrate other typical applications. 

6.1. Finite Source Impedance 

The response vo(t), calculated from both a one- and 
a two-lump model, is compared in Table 10. The 

EXPERIMENTAL — — — CALCULATED 

.1-A exp (- t/Ti) - ( 1-A) exp (- t/T2) NOTE: v(t)/v (m) C .4000 pF 

SMALL CAPACITANCE CT/C =1-0 RT IN 
k OHM 

LARGE CAPACITANCE CT/C.10 

1 - 

Ti r 24.0 ps 0.57 

1 - 

ri . 240 ps 
A = 1.00 

/ g 
500 1000 510 1100 

1 

T1 = 27•Ops 

T2 = 5.00 ps 

/ 
1 

5-7 

1 
-- 

Ti = 480ps 
/ 

T2 = 8.90ps 

500 1000 50 100 

1- 

Ti = 12.0p s 

I 
i 

I t 

28.5 

1 -...   
g 

Ti = 11.0 ps 

T2 = 1320s 

A = 0-92 

1 i i 
500 1000 

_ 
50 100 

11- 

Ti = 12•Ops 

/ 

g I 

570 

-   — 

Ti = 12-Ops 
A = 1.00 

I . I 
500 1000 50 100 

Fig. 18. 

Waveforms. 
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Table 10 

Comparison between models 

MODEL EQUIVALENT CIRCUIT Vo (t) 

ONE- LUMP 

R 
i 

o(t) 

R 
-i 

C 

R 
i 

9.5R vo (t) 

____t_ 

0-860 ( 1 - exp- tir) 

Tz osvr 0.91 

TWO-LUMP 

R 
i 

ukl 

R 
d 

C 

R 
i 

i 

R 

---f 

9.5R V (t) 

0.860 - 0-99 exp- Uri 

-0•125exp- ti, 
Ti . o•82.r 

T2 = 0.10T 

0.90 

expressions for vo(t) were derived by use of standard 
techniques of network analysis (Fig. 19). 

6.2. Waveforms 

The network tested in Section 5 was used in the 
circuit of Fig. 20 to determine the response experi-
mentally. In Fig. 21 the calculated and experimental 
responses are compared. Note the improvement in 
the one-lump approximation in short time response 
by inclusion of a delay line in the model (Fig. 8). 

6.3. Other Orientations 

As with a transistor, or for that matter any three-
terminal device, there are three distinct orientations 

0-5R 

VW= u(t)S 9.5R Po ( t) 

Fig. 19. Finite source impedance. 

of the micro-system structure. These are listed in 
Table 11. In contrast to the common capacitor, the 
capacitor input and capacitor output circuits exhibit 
high-pass characteristics; hence, we expect that the 
one-lump model will not be as accurate (see Sect. 3.6) 
for these configurations as for the low-pass common 
capacitor orientation. 

FO 

';:sn 

o 

st,-;- 0.5 
ONE - 
LUMP 

TWO LUMP 

EXPERIMENTAL 

10 20 30 40 
(ms) 

Fig. 21. Comparison of calculated and experimental response. 
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Table 11 

Network configurations 

CONFIGURATION CODE STRUCTURE 

COMMON CAPACITOR CC 
T 

CAPACITOR INPUT CI °HP 

CAPACITOR OUTPUT CO 

ciF 

TEKTRONIX 105A 
SQUARE WAVE 
GENERATOR 

2.85k R5-7k 

4200pF 
CATHODE 
FOLLOWER 

Fig. 20. Circuit to determine waveform. 

TEKTRONIX 
531A 
C.R.O. 

6.4. Capacitor Input 

Consider an open circuit micro-system in the 
capacitor input orientation driven by a unit step from 
a voltage source (Fig. 22). The one-lump approxima-
tion gives 

Ngua) 

vo(t) = exp —(2t/T) 

V = u(t) IN 

Fig. 22. Capacitor-input configuration. 

The device of Section 5.1 was used in the test set-up 
of Section 5.2 to determine the response experimentally. 
This response, which appeared to be purely exponen-
tial, had a time constant of 10-5 is which compares 
favourably with the calculated response time of 12 its. 

Journal Brit.I.R.E. 
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The previous example should not imply that the 
one-lump model for capacitive input will give 15% 
accuracy for arbitrary load and source impedances; 
in fact, this seems highly unlikely (Section 3.6). 

A comprehensive study of model behaviour for the 
capacitor input and capacitor output orientation 
aiming at the prediction of accuracy for an N-lump 
model in arbitrary circuit environment would be of 
practical importance. 

Fig. 23. Emitter-coupled multivibrator. 

6.5. Microminiature Emitter-coupled Multivibrator 

To study the design feasibility of an emitter-coupled 
multivibrator consisting of two transistors and thin 
films deposited on a single dielectric wafer, the follow-
ing lumped-parameter model (Fig. 23) is useful: The 
thin-film structures are replaced by one-lump models 
and the transistors are replaced by current generator 
models. These steps are necessary since distributed 
models for either the transistors or the thin-film 
structures lead to an intractable mathematical 
problem. The model presented permits evaluation for 
monostable operation of this multivibrator. 
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AN ISOCHRONOUS CYCLOTRON 

An isochronous cyclotron under construction in 
Holland will enable different kinds of ions to be accelerated 
to a variable final energy (protons up to a maximum of 
25 MeV). In an isochronous cyclotron the influence of 
the relativistic increase of mass on the revolution frequency 
is compensated by making the induction il(r) of the mag-
netic field increase with the radius r. The vertical stability 
of the orbits is ensured by making B vary periodically in 
the azimuthal direction by means of sector-shaped hills 
and valleys on the pole pieces. The Philips cyclotron is 
also fitted with ten pairs of trimming coils, which allow 
the form of BO to be varied to meet the demands im-
posed by the different ionic species and the different final 
energies. This article describes how this complicated field 
is measured—for ten different excitations of the main coil, 
in connection with the desired variation of the final energy 
—and how the more than 105 measured values are pro-
cessed with a computer. The final result of the calculations 
is the value of the currents through the trimming coil 
needed to give the best approximation to the desired 
isochronous field. In the course of these calculations, 
improbable measured values are indicated and replaced. 

"Investigation of the magnetic field of an isochronous 
cyclotron", N. F. Verster and H. L. Hagedoorn. Philips Tech-
nical Review, 24, pp. 106-20,1962163. 

INTERFERENCE IN TELEVISION RECEPTION 

The type of interference which may produce picture 
jitter in fly-wheel synchronized domestic television-
receivers is explained in a recent German paper. The 
appropriate interference characteristics, i.e. the 0 — 
characteristic for additive interference and the t10 — to 
characteristic for interference from f.m. modulated sync 
pulses, are discussed and compared with each other. In 
doing so it emerges that picture jitter due to line fre-
quency fluctuations increases when the noise bandwidth 
is reduced, i.e. when the circuit becomes less sensitive to 
additive interference. The relationship between these two 
types of interference is also determined by the filter in the 
control loop. Suitable design data are given for the usual 
RC filter. With the aid of the relationship derived in this 
way it is possible to calculate fully the fly-wheel syn-
chronization under conditions of frequency modulation of 
line frequency and other synchronization properties. 

"The sensitivity against interference of television receiver 
circuits with fly-wheel synchronization", A. Grünewald. 
Nachrichtentechnische Zeitschre, 16, pp. 368-78, 1963. 
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V.H.F. PROPAGATION IN MOUNTAINOUS REGIONS 

When v.h.f. radio-links in mountainous regions are 
being evaluated, reflection and attenuation due to 
obstacles are to be taken into account. For reception in 
the shade of a mountain-ridge the transmission attenua-
tion is always at least 6 dB greater than the free-space 
attenuation. Calculation shows that if propagation is to 
take place over great distances, the presence of a mountain-
ridge between transmitter and receiver can yield gain as 
compared with the case when there is a spherical, smooth 
earth's surface between them. The reflection and diffrac-
tion of radio waves and the calculations of the transmission 
loss of two given routes are given in a paper by a Dutch 
engineer. The measurements appear to give reasonable 
conformity with the theory. However, an accurate 
forecast is impossible because of the many reflections 
occurring in practice. It remains essential that the most 
favourable position of the receiving and the transmitting 
antenna should be determined by means of field-strength 
measurements. 

"The propagation of radio waves in mountainous regions", 
J. W. A. v.d. Scheer. Tijdschrift van het Nederlands Radio-
genootschap, 27, No. 6, pp. 287-95, 1962. 

INTERCHANNEL INTERFERENCE IN MULTI-CHANNEL 
TRANSMISSION 

Experiments have been carried out in Japan to reduce 
interchannel interference by using differential gain equaliza-
tion when transmitting up to 1800 telephone channels by 
microwave frequency modulation. Interchannel inter-
ference on a comparatively small number of multiplex 
telephone channels is mainly caused by delay distortion 
of the transmission system. However, as the number of 
multiplex telephone channels becomes much larger (over 
a thousand), it is found that the effect of amplitude 
frequency characteristics of the f.m. carrier circuit cannot 
be ignored. The analysis of the differential gain charac-
teristics produced by the f.m. transmission circuit shows 
that its inclination and curvature correspond well with the 
second and third order inter-modulation caused by 
amplitude-frequency characteristics. By equalizing the 
differential gain characteristics, using an experimental 
transversal equalizer, an improvement of the signal-to-
interchannel interference ratio has been obtained. The 
improvement of signal-to-noise ratio amounted to about 
8 dB. 

"Improvement of interchannel interference by using dif-
ferential gain equalizer", M. Kuwabara and T. Matsumoto. 
Journal of the Institute of Electrical Communication Engineers 
of Japan 45, No. 10, pp. 1319-24, October 1962. 
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