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CHANGE OF THE INSTITUTION'S NAME 

AVICE has been received from the Clerk of the Privy Council that The Queen was pleased, 

at a Privy Council held by Her Majesty on 26th February 1964, to make an Order in Council 

allowing amendments to the Charter of The British Institution of Radio Engineers changing its 

name to THE INSTITUTION OF ELECTRONIC AND RADIO ENGINEERS. 

When the Institution was formed on 31st October 1925 there was considerable debate as to 

the most apt title and many founder members favoured inclusion of the term "electronics". 
Discussion on this point was revived in 1944 when the Institution's Post- War Development 

Report stressed the future importance of electronics, which was defined as "the radio valve or 

kindred devices at work in ways other than direct aural or visual communication". The develop-

ment of electronics, as distinct from communication science and technology, was even then 

showing increasing prominence in the learned society activities of the Institution. This was also 

reflected in the professional occupations of the members. 

This trend was constitutionally recognized when, in 1945, an Extraordinary General Meeting 

of members resolved to amend the Memorandum of Association of the Institution so as to 
include in its objects ". . . the theory, science, practice and engineering of electronics and all 

kindred subjects and their applications". 

Subsequently, and even more important, the Royal Charter of Incorporation granted on 

2nd August 1961, refers to the objects of the Institution as including advancement of the science 
and practice of radio engineering and the theory, science, practice and engineering of electronics. 

A Resolution of the Council of the Institution was finally circulated in order that Corporate 
Members should have an opportunity to comment on the acceptability of change of name. 

As a result, a Resolution was passed at a Special General Meeting of Corporate Members held 

in November 1963 which sought permission to amend the Charter so that the Institution might 

change its name to THE INSTITUTION OF ELECTRONIC AND RADIO ENGINEERS. 

A corollary to the change of name might well have been rearrangement of the title of the 

Journal which, since January 1963, has been called The Radio and Electronic Engineer. If, however, 

the title of the Journal were to be "The Electronic and Radio Engineer", some bibliographical 
and reference difficulty might arise, inasmuch as the technical journal founded as "Wireless 
Engineer" and subsequently known as "Electronic Technology" bore the title of "Electronic 

and Radio Engineer" from 1957 to 1959. To avoid any ambiguity of references, therefore, it 

has been decided that we must retain as the title of the Institution's Journal The Radio and 

Electronic Engineer. 
G. D. C. 
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INSTITUTION NOTICES 

Proceedings of the Symposium on 
"Sonar Systems" 

The papers presented at the Symposium on "Sonar 
Systems" in Birmingham from 9th to 1 1 th July 1962 
have now been published in collected form with 
reports of the associated discussions. The volume 
may be purchased from the Publications Department 
of the I.E.R.E., 8-9 Bedford Square, London, W.C.1, 
at a charge of £3 including postage. A list of papers 
which were presented at this Symposium was pub-
lished in the Brit.I.R.E. Journal, for June 1962 
(page 507). 

The Prince Philip Medal 

The Prince Philip Medal of the City and Guilds of 
London Institute for 1963 has been awarded to 
Mr. R. O. R. Chisholm (Associate Member). The 
medal is awarded annually 'in recognition of outstand-
ing promise or achievement in the promotion theory 
or practice of science and technology' and is restricted 
to those who have received qualifications by examina-
tion by the Institute. 

Mr. Chisholm is a chief projects engineer with 
a guided weapons manufacturer and is a past chair-
man of the Institution's South Western Section. The 
medal was presented to him by H.R.H. The Duke of 
Edinburgh at Buckingham Palace on 25th March. 

Colour Television in Europe 

Delegations from the Broadcasting Administra-
tions of 19 countries met in London from 14th-25th 
February under the auspices of the C.C.I.R. (Comité 
Consultatif International des Radio-Communications) 
to discuss the problems involved in the choice of 
standards for public colour television series in the 
European Broadcasting Area. During these ten days 
in London, the delegations were shown a wide variety 
of colour television installations and techniques, 
and much background information was provided in 
the form of results of extensive field trials carried out 
in Great Britain, France, Holland, Italy, Switzerland 
and Western Germany. 

It had been widely hoped that the technical evidence 
of the work undertaken to date on the N.T.C.S., 
SECAM and PAL systems—coupled with the operating 
experience of ten years of the N.T.C.S. system in the 
U.S.A.—would have allowed a decision to be given 
at this point in time. Most of the delegations, how-
ever, felt it preferable to wait until the next meeting of 
C.C.I.R. Study Group XI to be held in Vienna in the 
spring of 1965 to make a final review and to reach a 
final recommendation. 
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Abstracts of J. Brit.I.R.E. Papers 1952-63 

A new edition—the seventh—of "Abstracts of 
papers published in the Journal of the British Institu-
tion of Radio Engineers" has been prepared and copies 
are available from the Institution, price 10s. 6d. 
including postage (price to members of the Institution 
is 7s. 6d.). Covering the period from 1952 to 1963 the 
new edition of "Abstracts" completes the listing of 
papers published by the "Brit.I.R.E." and altogether 
some 850 papers and reports are shown with details of 
content, publication date and present availability. 

Papers on "Cold Cathode Tubes" 

Copies of papers presented at the Symposium on 
"Cold Cathode Tubes and their Applications", held 
in Cambridge from 17th to 19th March 1964, are still 
available price 2s. 6d. each from the Publications 
Department of the Institution. The complete list of 
papers and synopses was published on pp. 117-124 
of the February issue of The Radio and Electronic 
Engineer. 

Institution Meetings in France 

In the course of a visit to the International Com-
ponents Exhibition in Paris in February, Mr. F. W. 
Sharp (Assistant Editor of the Journal) met informally 
a number of members who are resident in France and 
discussed the possibility of arranging occasional tech-
nical meetings. The majority of these members live 
in the Paris area and considerable interest was ex-
pressed in the proposals. A further announcement 
will be made in due course and details will be sent to 
members. 

Undelivered Mail 

A number of postal items, including copies of the 
Journal and Proceedings, have been returned to the 
Institution as undelivered mail. In order to receive 
correspondence and publications promptly from the 
Institution, members are requested to notify the 
Secretary prior to or immediately after changing their 
address. This will also help in keeping the records 
correct for the publication of "List of Members". 

Change of Address 

Following the change of name of the Institution 
members are asked to note that the correct address 
of the Institution is now: 

The Institution of Electronic and Radio Engineers, 

8-9 Bedford Square, 

London, W.C.I. 

The Radio and Electronic Engineer 
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A Comparison of Five Methods of Low-pass 
Passive Filter Design 

By 

A. G. J. HOLT, Ph.D. 
(Associate Member)t 

I. Introduction 

Summary: The phase and magnitude characteristics of five network 
functions, all three-pole approximations to an ideal low-pass filter 
characteristic, are compared. The functions considered are the Butter-
worth, Chebyshev, Papoulis Class L, 'maximally flat delay' and 'in-line 
pole'; all of these can be realized with a simple passive circuit. 

The equations for the pole locations are quoted. Plots of the pole 
locations and the magnitude and phase responses are given for each of the 
functions normalized for unit resistance and a pass band from w = 0 to 
w = 1. The suitability of the different functions for use in audio circuits 
and when the output waveform is to be observed on a c.r.o. is also 
discussed. A plot of the pole locations for the five functions is given and 
the effect of changes in the pole positions is noted. 

Finally, experimental results are given showing the magnitude, phase 
and pulse responses of practical filters designed to realize the network 
functions discussed. 

Since the development of the synthesis of linear 
passive networks using the insertion loss method by 
Darlington' and others, many different forms of 
network response have been devised. 

When a network is used as a low-pass filter the 
ideal shape for magnitude response is the rectangular 
form shown in Fig. 1(a). The ideal phase response is 
a linear function of frequency as shown in Fig. 1(b). 
Intuition leads one to expect, and it can be shown, 
that this ideal response cannot be obtained using a 
finite number of components. Hence one is left with 
the problem of obtaining an approximation to the 
ideal which will be a satisfactory solution for the 
problem in hand. 

1.1. Approximations to the Ideal 

Owing to the difficulties experienced in approxi-
mating to both ideal magnitude and phase charac-
teristics at the same time, a simpler solution is often 
sought by concentrating the attention upon one 
characteristic or the other. Such approximations to 
the magnitude response have resulted in the 'maximally 
flat', or Butterworth, characteristic' and the 'equal 
ripple', or Chebyshev characteristic. These forms of 
response are frequently employed in filters intended 
for use in speech circuits, for which the phase response 
is unimportant because of the insensitivity of the 
human ear to the phase relations between the com-
ponents in the sound waves impinging upon it. When 
it is expected that the output waveform from a filter 

t Department of Electrical Engineering, University of 
Newcastle upon Tyne. 
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will be applied to a cathode-ray tube the phase 
response cannot be ignored and attempts are made to 
approximate to the linear phase characteristic. These 
have resulted in the 'maximally flat delay' and the 
'in-line pole'3 characteristics. 

(a) Magnitude response. 

Cl) 

(b) Phase response. 

Fig. 1. Ideal low-pass filter. 

An intermediate case has been obtained by 
Papoulis.4 This was derived from a consideration of 
the magnitude characteristic but was intended to 
give a good transient response, for which the phase 
characteristic is also important. 
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Fig. 2. Simple filter network. 

All these characteristics can be obtained with 
simple ladder networks consisting of inductors and 
capacitors and terminated at each end in equal 
resistors. 

Although the characteristics are chosen to be an 
approximation to the ideal magnitude or phase 
responses, these two responses are associated with 
one another so that when, say a magnitude response 
is selected, a phase response has also been selected 
with it. The different characteristics have responses 
which differ from one another in and out of the pass 
band of the filter, and in this paper the phase and 
magnitude responses for the five characteristics 
mentioned above are compared. Practical filters have 
been constructed to the normalized designs given and 
the phase, magnitude and pulse responses of these 
circuits are shown. 

Only all pole approximations to the ideal will be 
considered. The general form for the network 
function N(p) for an all pole network is: 

N(p) —  response  =   

excitation  a„p"+ a,, _ p" - 1 + + a o 

(1) 
Here H and the a's are real constants. 

For simplicity the three-pole approximation (n = 3) 
will be used, this means that all the characteristics can 
be obtained from a simple network of the form in 
Fig. 2. 

R2 

The network function for this circuit has the form: 

V2 N(p) = =  3 
Vo p +a2p2+a ip+ao 

This can be factorized as follows: 

N(p) = H 

H 

(1) - p 1)(p - p 2)(p - p 3) 
In equation (3) the p's are the pole locations which, 

when plotted, must lie in the left half of the complex 
plane (p = a +jco). This ensures that the network is 
stable. In fact, one of the poles will lie on the real 
(—a) axis and the other pair will be complex con-
jugates in the left half plane. 

Changing the pole locations in equation (3) results 
in different values for the a's in equation (2). Analysis 
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shows that the transfer function for the network in 
Fig. 2 when R, = R2 = 1 is 

1 

LC. C, 
N(p) —    (4) 

P3 

C1C2 

+  1 C + 2  + 
C, C2 LC1 C2 )P + LCiC 2 

Comparison of the coefficients of p in the 
denominators of equations (2) and (4) shows that 
changes in the pole locations in equation (3) result in 
changes to the element values C1, C2 and L of the 
network Fig. 2. Hence, when selecting a characteristic 
one is selecting a network function having specified 
pole locations and a network having specified element 
values. 

The characteristics listed in the Introduction will 
now be considered in turn. 

2. Butterworth or 'Maximally Flat Magnitude' 
Characteristic 

In order to obtain a magnitude response which is 
almost a constant at the low-frequency end of the 
filter pass-band one finds the magnitude of equation 
(2) as a function of a) and expands this as a Taylor 
series about co = O. Setting the first (2n — 1) deriva-
tives with respect to a) of the magnitude response 
equal to zero gives the maximally flat magnitude 
characteristic of the form 

H  

iNacOl v1  +(02^ 

or 

(5) 

Na co)    (6) 
+a)6 

when the network in Fig. 2 is used. 

Setting the derivatives equal to zero ensures that the 
difference between the ideal and equation (5) is zero 
at a) = 0 and increases as a) is increased. 

Applying analytic continuation to equation (6) 
gives the response as a function of the complex 
variable p: 

N(p).N( p) —  (1)26 
(1 p ) (7) 

2.1. Pole Locations 

Clearly, the poles of N(p) . N(—p) may be obtained 
from the zeros of the denominator in equation (7). 

In general, when the number of poles is not limited 
to three but is equal to n, the pole locations are given 
by the following equations: 
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where 

and 

Pic = 

CIK = 

O'K +jahc 

sin i2K-1)7E 
2n 

coK= cos (2K-1> 
2n 

K = 1,2, ... 2n 

(8) 

The poles lie on a circle of unit radius. In order to 
ensure that the network is stable the three poles in 
the left half plane must be selected as the poles of the 
network function N(p). 

This gives the pole locations shown in Fig. 3. 

(et 
j1 

-j1 

Fig. 3. Pole locations for 3-pole Butterworth function. 

The calculated pole locations are: 

pi = — 1 

P2 = — 0-5 +j0-866 

p3 = — 0-5 — j0-866 

Hence the network function for the 
maximally flat magnitude characteristic is 

N(P)= p3 + 2p2 + 2p+ 1 

 (9) 

three-pole 

 (10) 

2.2. Magnitude and Phase Responses 

A plot of the magnitude and phase responses 
obtained from a pole plot of equation (10) is shown 
in Fig. 4(a) and 4(b). 

March 1964 
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(b) Phase response. 

Fig. 4. Normalized Butterworth function. 

3. Chebyshev or 'Equal Ripple Magnitude' 
Characteristic 

This characteristic is also derived by concentrating 
upon the magnitude response. The magnitude of the 
network function can be written 

I N(io))1  + 62 C!((.0) 
 (11) 

where e is a constant and C(w) is the Chebyshev 
polynomial of order n. 

The recursion formula for these polynomials is 
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(co) = 2. co . C„(a))— C„ _ (co) 

where Co = 1 and C1 = 

For n = 3, 

C3(co) = 4w3-3w 

 (12) Equations (14) gives the pole locations for n = 3; 
selecting the poles in the left half-plane to give a 
stable network results in the pole locations shown in 
Fig. 5 being those of the required network function. 

The pole locations are: 
The Chebyshev characteristic differs from the ideal 

by a ripple having an amplitude which can be con-
trolled in the design. Hence the difference between the 
Chebyshev and the ideal magnitude responses can be 
made zero at a number of frequencies in the pass 
band. The number of frequencies for which response 
is equal to the ideal depends upon the value of n in 
equation ( 11), that is, upon the complexity of the 
network. 

In the stop band (co?. 1) the rate at which the 
attenuation increases with frequency depends upon 
n and e. 

3.1. Pole Locations for Chebyshev Design 

Using analytic continuation on equation ( 11) gives 

(1)2  N(p).N(— p)—  (13) 

1 + e2 . (/ 

It follows that the pole locations for equation (13) 
are the zeros of the denominator. It can be shown 
that the poles pK are given by 

PK = 0.1C -FiWIC 
where uK = sin uK.sinh y 

coK = cos uK . cosh y  (14) 

K = 1, 2,...2n 

and cos-1 p/j = u +jy 

These poles lie on an ellipse in the p plane, the 
dimensions of which are affected by both n and e. 

3.2. Bandwidth 

The upper limit of the pass band occurs at a) = 1 
where the magnitude response becomes 

= \71+e2 

Note that the magnitude response at a) = 1 is 
only 3 dB below its maximum value if e is almost 
equal to unity. For the Chebyshev response the 
bandwidth from co = 0 to a) = 1 is known as the 
tolerance band. 

3.3. Pole Locations for Three-pole Case 

Setting n = 3 and designing for a ripple amplitude 
of 3 dB in the pass-band gives e = 0-9976. This value 
of ripple is fairly large but is acceptable in applications 
for which the large attenuation obtained in the stop 
band is very desirable. 
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p1 = — 0-2986 

P2 = — 0-1493 +j0-9038  (15) 

p3 = — 0-1493 —j0-9O38 

Hence the network function N(p) giving the 3-pole 
Chebyshev response with a ripple of 3 dB with the 
network shown in Fig. 2 is 

0-1252 
N(p) = p3 + 0-5972p2 + 0-9283p + 0-2506  (16) 

- 0.1493+j 0.9038 

-1 - 0.2983 

- 0.1493 0.9038 

p.a.jw 

, o. 

Fig. 5. Locations for 3-pole Chebyshev function. 

Note that the poles are located much closer to the 
ja) axis in Fig. 5 than are the poles for the maximally 
flat magnitude design Fig. 3. This is especially so for 
the pair of complex poles. Because of this fact small 
changes in the positions of the complex poles can 
make a considerable difference to the magnitude 
response of the Chebyshev design, and care must be 
taken to ensure that the pole locations are correct 
if the required response is to be obtained. 

3.4. Magnitude and Phase Characteristics 

Plotting the magnitude and phase responses from 
the pole locations in Fig. 5 results in the curves shown 
in Figs. 6(a) and 6(b). 

4. Papoulis Class L Characteristic 

An intermediate case between the Butterworth and 
the 3 dB ripple Chebyshev characteristics is that 
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LOW-PASS PASSIVE FILTER DESIGN 

derived by Papoulis4 and named the Class L response 
by him. The magnitude response of the Class L 
design has no ripples, although a close examination 
in the pass band range reveals a rounded stepped 
response of the staircase pattern. 
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(a) Magnitude response. 
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(b) Phase response. 

Fig. 6. Normalized Chebyshev function. 
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At co = 1, the limit of the pass band, the attenuation 
is 3 dB greater than the minimum value at w = O. 
The magnitude response of the Class L characteristic 
is designed to have the greatest slope that can be 
obtained at co = 1 with a characteristic which is free 
from ripples in its pass band. The resulting magnitude 
response has a stop-band attenuation which is greater 
than that given by a Butterworth design having the 
same number of poles n, that is, for example, by the 
circuit form shown in Fig. 2. A greater stop-band 
attenuation may be obtained using the Chebyshev 
design but this is accompanied by ripples in the pass 
band which may be undesirable. 

Papoulis has shown that a monotonic magnitude 
response having maximum slope at co = 1 is obtained 
from the expression 

Here 

and 

IN(ico)1 \/ + 4(w 2)  (17) 

2or- 1 

1.„(0)2) = f y2(x) dx 
-1 

y(x) = bo + b 1P i(x) + + P(x) 

b 1 
b c, 7 = bic 

2K + 1 — N/2(K + 1) 

The PK are the tabulated Legendre polynomials of 
the first kind.' 

Fukada has provided a table of the L(w2) which 
also shows the slope of the magnitude characteristic 
at the limit of the pass band for different values of n. 

t 

-0.345 0.901 - 
X 

-0 620 

j 0.5 

-1 -0-5 

- - 10.5 

- 0.345 - j 0-901 

Fig. 7. Pole locations for 3-pole Papoulis class-L network 
function. 
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N(p)= 
(p+ 0-620)(p + 0.345 +j0-901) 

(p+ 0.345 — j0.901) 

Multiplying out the denominator gives 

0.289  
N(p)= 3 

p + 1.310p2+ 1.359p + 0-577 

4.1. Pole Locations 

For the three-pole case (n = 3), which we are using 
as an example, Ln(W2) becomes 

L 3(012) = 30)6 3(04 ± 012 

Writing p/j = co and using analytic continuation 

gives 

H  
N(p).N(—p)=   (18) 1— p2 — 3p4 — 3p6   

When equation ( 18) is factorized and the poles in the 
left half-plane are retained, the network function 
N(p) is given by equation ( 19). 

0-289 

(20) 

The poles are shown plotted in the complex plane in 
Fig. 7. 

Note that the poles for the Papoulis design lie between 
those for the Butterworth and the Chebyshev designs. 
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(a) Magnitude response. 
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4.2. Magnitude and Phase Characteristics 

Plotting the magnitude and phase responses for the 
three-pole case from Fig. 7 the curves shown in Figs. 
8(a) and (b). 

5. Summary on Designs for Magnitude 
Characteristics 

The three designs considered so far were derived 
from consideration of the magnitude characteristic. 
In each case the phase response was treated as a 
matter of secondary importance which would have to 
be accepted when the required magnitude response 
was obtained. 

(19This has resulted in responses for which the stop-
'band attenuation increases fairly rapidly and phase 

responses which show appreciable departure from the 
ideal straight line form. 

Let us now consider designs in which obtaining 
linearity of the phase response is treated as a matter 
of first importance. 

6. Maximally Flat Delay Characteristic 

This is an approximation to the linear phase 
response. The delay t(co) introduced by a network 
is defined as follows: 

dfl(co) 
«CO) = — --

dco 
(21) 

where fl(co) is the phase response of the network. 

For the ideal phase response shown in Fig. 1(b) 

fl(co) = — cote  (22) 

where td is a constant. 

(b) Phase response. 

Fig. 8. Normalized Papoulis class-L function. 
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LOW-PASS PASSIVE FILTER DESIGN 

Hence the ideal delay function is a constant equal 
to td. 

By the application of the Fourier or Laplace trans-
formations to the network function it can be shown 
that, when the magnitude and delay characteristics 
are constants, the output voltage V2 is of the same 
form as the input voltage Vo but delayed in time by 

td. 
It is clear from equation (22) that in order to 

obtain an approximation to the ideal delay it is 
necessary to approximate to the linear phase charac-
teristic. This can be done by the same method as was 
used to obtain the Butterworth characteristic. One 
approximates by expanding the delay function for the 
network and the ideal delay as Taylor series at one 
frequency co = O. The coefficients of the terms in the 
two series are then equated; this means that all terms 
in the series for the delay of the network except the 
first are set equal to zero and the first term is equated 
to td. 

Consider the three-pole case where the network 
function N(p) has the form of equation (2). 

The delay function for the three-pole network 
function can be found by differentiating /3(co) with 
respect to co. 

In the ideal case the delay is given by equation (23) 

dfl(co) 
d ta co 

Expanding as a series and equating terms gives the 
coefficients ao, a, and a, in terms of td, which is 
usually normalized to unity. 

These coefficients can be found more simply from 
the Besse11 polynomials, the subject of a paper by 
L. Storch.6 

It is known from the Laplace transform that the 
network function required to give pure time delay is 

N(p) = e t"  (24) 

If the delay is normalized to be one second (td = 1) 
then 

1  1  
N(p)= e-" =    (25) 

cosh p+sinh p 

The terms cosh p and sinh p can be expressed as in-
cosh p 

finite series and the ratio . — cosh p as an infinite 
sinh p 

continued fraction 

1  1  
cosh p = + 3 1  

P  + 
p 5 1 

- + — 
P • • • 
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(26) 

If this continued fraction is terminated at the 
(2n — 1)/p term one has an approximation to the 
network function e -P. The denominator in the 
resulting network function is given by the Bessell 
polynomials as follows: 

n+ K)! p1\K 
denominator = "   (27) 

(n — K)! K! 21;,) 
K=0 

where n is the number of degrees of freedom and 
K = 0, 1, . n. 

6.1. The Three-pole Case 

When n is set equal to 3 the network function for 
the circuit shown in Fig. 2 becomes 

3 27-5 

N(p) — p +6p + 15p+15  (28) 

6.2. Bandwidth 

The equation (28) is normalized for unit delay and 
when p is set equal to jco the frequency for which the 
attenuation is 3 dB greater than its minimum value is 
= 1.754. In order to facilitate comparison with the 

other responses discussed in this article it is con-
venient to change the frequency variable to make 
= 1 the frequency for 3 dB increases in attenuation. 

When this change is carried out and the coefficient 
 (23) ofp3 set equal to unity, in the form of equation (2), the 

resulting network function is 

1.399 

N(P)— p3 + 3.429p2+ 4.898p+ 2.799 
(29) 

6.3. Pole Locations 
The poles may be located by finding the roots of 

the denominator of equation (29) or, more simply, by 
dividing the tabulated poles of equation (28) by 
1.754. 

-1-051. I 1-002 

-1-327 

-j1 

-1.051 - j1.002 

Fig. 9. Pole locations for maximally flat delay function. 
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(a) Magnitude response. 

3 4 5 

(b) Phase response. 

Fig. 10. Normalized maximally flat delay function. 

The resulting poles are: 

Pi = — F327 

P2 = P051 +j1.002  (30) 

p3 = — P051 — j1.002 

These are shown plotted in the complex plane in Fig. 9. 

6.4. Magnitude and Phase Characteristics 

The magnitude and phase responses obtained from 
the pole plot in Fig. 9 are shown in Figs. 10(a) 
and (b). 

7. In Line Pole Distribution 

It has been shown by Guillemin3 that if the poles 
of a network function are equally spaced in a linear 
array in the complex plane as shown in Fig. 11, the 
phase response differs from the ideal linear response 
in an equal ripple manner. 

If the number of poles is very large and the interpole 
spacing Aa) is much greater than the real part o-, the 
average slope of the phase response is almost indepen-
dent of a and is approximately equal to irl&o. Once 
the average slope is determined the ripple deviation 
can be controlled by choice of a. A large value of a 
reduces the ripple except at the limit of the pole 
array also increasing the frequency range for which 
the deviation from equal ripple becomes large. 

7.1. Pole Locations for the Three-pole Case 

It is evident that the three-pole example used in this 
paper will not provide a very close approximation to 
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an infinite linear array of poles. However, it is 
instructive and interesting to arrange the three poles 
in a linear manner and to plot the magnitude and phase 
responses obtained. 

It was arbitrarily decided to choose a = — 1 as one 
pole; this is the same as one of the pole locations for 
the maximally flat magnitude characteristic. The 
positions of the pair of complex poles was chosen to 
make the magnitude response 3 dB below the maximum 
value when co = 1. 

o-

Fig. 11. Pole locations for in-line pole network function. 
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The three pole locations are: 

pi = — I 
= — 1 +j1.239  (31) 

P3 = — 1 —j1.239 

Figure 12 shows these three poles plotted in the 
complex plane. 

Writing N(p) in the form of equation (2) gives 

1.268 
N(p) = p3 + 3 p 2 +4.535p+ 2-535 

-1+0139 t P=œ+lw 
X 

ji 

 (32) 

-ji 

-1-j 1.239x 

Fig. 12. Pole locations for 3-pole in-line pole network function. 
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7.2. The Magnitude and Phase Characteristics 

The magnitude and phase responses plotted from 
Fig. 12 are shown in Figs. 13(a) and (b). 

8. Conclusions from Network Function Responses 

Figures 14 and 15 show the magnitude and phase 
responses for the five network functions considered. 
All the pole locations are plotted in Fig. 16 in order 
that the effects of changes in pole location on the 
responses may be seen. 

The normalized element values required to give the 
five responses from the network in Fig. 2 are listed in 
Table 1. 

Table 1 

Characteristic L C1 C2 

Maximally Flat Magnitude 2 1 1 

Chebyshev (3 dB ripple) 0.7117 3.3487 3.3487 

Papoulis Class L 1-353 2.18 1.175 

Maximally Flat Delay 0.5528 0.1922 1 -255 

In Line Poles 0.876 0.3895 2.312 

Consider the changes in magnitude response first. 
It is evident from examination of Fig. 14 that the 
increase in attenuation for frequencies just outside the 
pass band is much greater for those network functions 
which were designed by concentrating upon the 
magnitude characteristic than for those which were 
designed to approximate to a linear phase response. 
This is as one would expect. When the poles are 
moved further away from the ja) axis in Fig. 16 the 
attenuation for frequencies just outside the pass 

-100 

a. 

o 

'SC -200 
o 

I I 11111 t  

0-2 0-3 0.5 0-7 1-0 1-5 2-0 3.0 4-0 5.0 
-300 

(a) Magnitude response. 

Fig. 13. Normalized in-line pole function. 

w 
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1 
4 5 

(b) Phase response. 
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Fig. 14. Magnitude responses. 

2 
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band decreases. Again this is a predictable result 
because when the poles are close to the jco axis both 
the length and phase angle of the vector from pole to 
the jco axis vary rapidly when the frequency is changed. 
For frequencies far removed from the pass band the 
attenuation increases at 18 dB/octave, as is to be 
expected from a three-pole network function. It is to 
be noted, however, that the presence of the multiply-
ing factor H in equation (2), which has different 
values in the numerators of each of the network 
functions equations (10), ( 16), (20), (29) and (32), 
introduces an additional term into the expressions for 
the attenuation produced by the network. The result 
of this term is for the spacing between the curves in 
Fig. 14 to differ from that which would appear if the 
constants were all equal to unity. This is the case often 
quoted. If this were so for the responses in Fig. 14 
the spacing between the maximally flat magnitude and 
the Chebyshev curves for o = 4 would be 6 dB instead 
of approximately 12 dB as is plotted. 

It is evident from the curves that if a magnitude 
characteristic having the greatest increase in attenua-
tion is required and the effects of a ripple in the pass 
band can be tolerated, the Chebyshev network 
function with e approximately equal to unity is the 
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Fig. 15. Phase responses. 

V 

X 

-0.5 

0 II 

x BUTTERWORTH 
• CHEBYSHEV 

O PAPOULIS CLASS-L 

O MAXIMALLY-FLAT DELAY 

✓ IN- LINE POLES 

10-5 

- j 0.5 

Fig. 16. Pole locations for the five designs. 

most desirable characteristic of those plotted. The 
3 dB ripple amplitude is greater than can be tolerated 
in some applications and smaller ripple amplitudes 
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may be employed, say 1/2 or 1 / 10 dB, but these are 
accompanied by a much smaller increase in attenua-
tion for frequencies just outside the pass band. 

Note that the network function giving the Chebyshev 
response has poles closer to the jco axis than any of 
the other characteristics. Small differences between 
the desired and the actual positions of the poles have 
a greater effect upon the resulting magnitude and 
phase responses when the pole to jco axis spacing is 
small than when it is large. Hence if it is important 
to realize a designed magnitude and phase charac-
teristic exactly more care must be taken in finding the 
component values for the Chebyshev than for the 
other designs. It may be necessary to make some 

fREQUENCY 
c/s kc/s 
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(a) Magnitude response. 
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60011 
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'Tu 1 

17.05mH 
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2 3 4 5 10 20 30 4050 

I 1 I III 

allowance for the shift in the desired pole locations 
due to the effects of dissipation in the circuit elements, 
particularly in the inductor. Details of a method for 
making this allowance are given by Guillemin.3 

When the network in Fig. 2 is to have pulses applied 
to it and the output waveform is to be observed on a 
cathode ray tube, the phase response becomes impor-
tant and one of the network functions giving a close 
approximation to a linear phase shift may be chosen. 
These will produce less overshoot in their response 
when a step function is applied at the input than 
would be obtained if the poles were moved closer to 
the jco axis to give, for example, the Chebyshev 

response. 

o 

50 
s.. 

100 

M 

0  150 
sts 
‘al 

!..-3 200 
o 

250 

Fig. 17. Butterworth function. 
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(a) Magnitude response. 
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Fig. 18. Chebyshev function. 

FREQUENCY, kc/s —*-

2 3 4 5 6 

(b) Phase response. 

FREQUENCY kc/s 

7 

3 4 5 6 7 

(b) Phase response. 

177 



A. G. J. HOLT 

FREQUENCY ---s.- 
c/s kc/s 

100 200 500 1 2 3 5 7 10 20 3040 50 

10 1' 

20 
CD 

-o 

30 

o 

40 

50 

60 

32.3mH 

60011 V2 

(a) Magnitude response. 

cis 
100 200 300 500 

c/s 

100 200 500 1 2 3 4 5 7 10 15 20 30 40 50 

o 
FREQUENCY, kc/s 

1 2 3 4 5 6 7 8 

(b) Phase response. 

Fig. 19. Papoulis class-L function. 
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The Chebyshev, Butterworth and the Papoulis 
Class L characteristics show appreciable deviation 
from the linear phase response in the pass band and 
may be expected to produce more overshoot when a 
step function is applied than would be obtained from 
the 'maximally flat delay' or 'in line pole' charac-
teristics. 
The Papoulis Class L characteristic gives the 

greatest slope of attenuation at the limit of the pass 
band of all the magnitude responses not having any 
ripples in the pass band. As is to be expected from the 
pole locations shown in Fig. 9, the Class L response 
is an intermediate case between the 3 dB ripple 
Chebyshev and the 'maximally flat magnitude' 
characteristics. 

(a) Input waveform. 

(c) Chebyshev filter. 

March 1964 

The magnitude responses for the 'maximally flat 
delay' and 'in line pole' network functions are so close 
to being identical that they can be discussed together. 
Both have a ripple free form and for both the rate of 
increase of attenuation just outside the pass band is 
small, much less than is offered by the Papoulis Class 
L characteristic. It is clear that if a magnitude response 
having large attenuation outside the pass band is 
required neither of these characteristics would be 
suitable. For (co = 4) four times the frequency 
marking the limit to the pass band they offer some 
20 dB of attenuation less than can be obtained with 
the 3 dB ripple Chebyshev design. 

It is evident from the phase responses in Fig. 15 
that the two characteristics designed to give a linear 

(b) Butterworth filter. 

(f) In-line pole filter. 
(e) Maximally flat delay filter. 

Fig. 22 (b) to (f). Output waveforms. 

(d) Papoulis class-L filter. 
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phase response do give a much closer approximation 
to the ideal straight line than can be obtained from 
any of the other responses. It is interesting to note 
that both of the linear phase approximations have 
their poles positioned considerably further from the 
jco axis than any of the magnitude approximations. 
Figure 15 shows that as the poles move closer to the 
ja axis the deviation from linearity increases until the 
Chebyshev response displays a ripple of considerable 
magnitude in the pass band. All the phase responses 

n 
tendtothelimitingvalueof—nor — 270 deg, as to 

2 
be expected from a three-pole network function. 

9. Experimental Results 

Five filter networks were constructed, all of the 
form of the simple circuit in Fig. 2 and having the 
normalized element values given in Table 1. The 
impedance level of the networks was raised from 
U./ to 6000, this was done by multiplying all 
impedances by a factor of 600; the frequency at 
which the attenuation (defined as 20 log Vo/ V2) was 
9 dB was raised from co = 1 to co = 27r . 4000 by 
dividing the L and C element values by 27r . 4000. 

Measurement of the magnitude and phase responses 
of these networks were carried out; the results are 
shown in Figs. 17 to 21. When these responses are 
compared with those predicted from the equations 
given in the earlier sections of the paper it is evident 
that the agreement between theory and experiment is 
very close. 

In order to emphasize the effect of different network 
designs on the pulse response of the filters square 
waves were applied to the filter inputs, care being 
taken to ensure that the impedance presented to the 
filter by the source was of the correct value. Figure 
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22 shows the input and output waveforms for an input 
frequency of 500 c/s. These figures show clearly how 
the degree of distortion of the pulse passing through 
the filter is changed, and particularly how it is reduced, 
when networks designed to have a good approxima-
tion to the linear phase response are used. 

10. Acknowledgments 

The author has pleasure in thanking Professor 
R. L. Russell, Professor of Electrical Engineering at 
the University of Newcastle upon Tyne, for his en-
couragement and for the use of the facilities of the 
Electrical Engineering Department. 

11. References 

1. S. Darlington, "Synthesis of reactance 4-poles which produce 
prescribed insertion loss characteristics including special 
applications to filter design", J. Maths. Phys., 18, pp. 
257-353, September 1939. 

2. S. Butterworth, "On the theory of filter amplifiers", Exptl 
Wireless & Wireless Engr, 7, pp. 536-41, October 1930. 

3. E. Guillemin, "Synthesis of Passive Networks", (John 
Wiley, New York, 1957). 

4. A. Papoulis, "Optimum filters with monotonic response", 
Proc. Inst. Radio Engrs, 46, pp. 606-9, March 1958. 

5. E. Jahnke and F. Emde, "Tables of Functions with Formulae 
and Curves", 4th Edn. (Dover Publications, New York, 
1945). 

6. L. Storch, "Synthesis of constant-time-delay ladder net-
works using Bessel polynomials", Proc. Inst. Radio Engrs, 
42, pp. 1666-75, November 1954. 

Manuscript first received by the Institution on 11th February 
1963, in revised form on 11th August and in final form on 2nd 
November 1963. (Paper No. 886.) 

© The Institution of Electronic and Radio Engineers, 1964 

The Radio and Electronic Engineer 



U.D.C. 681.39 

A Phase Modulation Data Transmission System for use 

ON er the Telephone Network 

By 

A. P. CLARK, M.A.t 

Summary: A synchronous system is described which transmits binary-
coded digital-information at 750 or 1500 bauds over normal telephone 
circuits. It uses a phase-modulated carrier of 1500 c/s and both sidebands 
are transmitted. The receiver employs differentially-coherent detection to 
overcome the one serious weakness of coherent detection, which is the low 
tolerance of the latter to the frequency-modulation effects sometimes 
experienced over telephone-carrier circuits. 
The results obtained after using the system for more than two years 

over the switched telephone-network, together with the results of many 
laboratory tests, show a very good performance under all the various 
conditions of noise and distortion likely to be experienced over telephone 
circuits. 
A careful comparison between this system and equivalent f.m. systems 

of optimum design, has shown clearly that in applications over telephone 
circuits, p.m. systems of this type are superior to the equivalent f.m. 
systems in every important respect, both technically and economically. 

List of Symbols and Definitions 

SWIFT = switched phase transmission 

f.m. = frequency modulation 

p.m. = phase modulation 

A 'signal element' is a unit signal pulse. 

A 'synchronous system' is a system in which the 
sending and receiving equipments are operating 
continuously at substantially the same number of 
signal elements per second and are maintained, by 
correction, in the desired phase relationship. 

A 'baud' is the unit of modulation rate. 

In a synchronous system the modulation rate in 
bauds is equal to the number of signal elements per 
second, which is the signalling speed. 

I. Introduction 

An experimental study of the noise and distortion 
characteristics of telephone circuits,' followed by a 
theoretical study of the tolerance to these character-
istics of different modulation-methods, showed that 
the medium-speed data-transmission system giving 
the best overall performance over telephone circuits 
for a given degree of complexity in the design, should 
be a synchronous system using a single phase-modu-
lated carrier with a binary double-sideband signal 
and employing differentially-coherent detection at the 
receiver. These conclusions are in general fully 
supported by the much more detailed theoretical and 
practical investigations which have since been carried 
out by other workers in this field.2 

«I British Telecommunications Research Ltd., Taplow Court, 
Taplow, near Maidenhead, Berkshire. 
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A phase-modulation data-transmission system, 
which is known as SWIFT, was designed in accordance 
with these conclusions. SWIFT has been in use for 
commercial applications since the middle of 1961,3' 4 
and considerable experience has been gained in its 
performance, not only as a result of its commercial 
use over the switched telephone-network but also as a 
result of many tests both in the laboratory and over 
various switched and private telephone-circuits. 
These tests have fully confirmed the original conclu-
sions on which the design of the system was based. 

2. Method of Operation 

2.1. Basic Outline of the Complete System 

Figure 1 shows a complete signalling-channel using 
SWIFT data-transmission equipment. This is a syn-
chronous system in which the rate of transmission is 
determined by the SWIFT transmitter and is either 750 
or 1500 bauds, using a binary-coded signal. 

BINARY 
SQUARE-WAVE 
SIGNAL 

il 
TRANSMITTER 
LOGICAL-
CIRCUITS 

 r SWIFT 
TRANSMITTER 

TIMING 
WAVEFORM 

PHASE-
MODULATED 
CARRIER 

BINARY 
SQUARE-WAVE 

SIGNAL 

I r 

TELEPHONE 
LINE 

SWIFT 
RECEIVER 

TIMING 
WAVEFORM 

Fig. 1. A SWIFT data-transmission-channel. 

RECEIVER 
LOGICAL-
CIRCUITS 

A timing waveform synchronized to the signal 
carrier is fed from the transmitter to the associated 
logical-circuits, where it is used to synchronize the 
binary-square-wave signal which is fed from this 
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equipment to the SWIFT transmitter. The transmitter 
converts the binary-square-wave signal into the 
corresponding phase-modulated carrier. In the 
latter signal a ' 1' is transmitted as a 180 deg phase 
shift in the carrier between two adjacent elements and 
a '0' as no phase shift in the carrier between these 
elements, the carrier being synchronized to the modu-
lating waveform. A SWIFT transmitter operating at 
1500 bauds uses exactly one complete cycle of the 
1500 c/s carrier per signal element, and a SWIFT 
transmitter operating at 750 bauds uses exactly two 
complete cycles. 

For operation over switched telephone-circuits a 
signalling speed of 750 bauds is used, occupying a 
frequency band from about 1000 to 2000 c/s, whereas 
over private circuits a speed of 1500 bauds may be used, 
occupying a frequency band from about 500 to 2500 c/s. 
Each of these frequency bands is ideally placed in the 
available bandwidth. 

The SWIFT receiver converts the received phase-
modulated carrier back again into an undistorted 
binary-square-wave signal, identical to that fed to the 
transmitter at the other end of the line. This square-
wave signal is fed together with the associated timing-
waveform to the receiver logical-circuits. 
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Fig. 2. swiEr transmitter. 

2.2. SWIFT Transmitter 

Figure 2 shows the block diagram and associated 
waveforms for the 1500 baud transmitter (type SFT2). 
All the waveforms in the transmitter are originally 
derived from a 1500 c/s oscillator which gives both a 
sine-wave output W5 and a square-wave output WI, 
these waveforms being accurately in phase. The timing-
waveform W2 is derived from WI and the transmitted 
signal-carrier from W5. The binary-square-wave 
signal W3 is the signal fed to the SWIFT transmitter 
from the associated logical-circuits. W3 is synchro-
nized to W2 and represents a ' 1' as a negative level and 
a '0' as a positive level. The code converter changes a 
'1' in the waveform W3 into a change in level and a 
'0' into no change in level, giving the waveform W4 
which acts as the modulating waveform in the 180 deg 
phase-switch. The latter circuit passes without change 
the sine-wave carrier W6 when W4 is positive and 
inverts the sine-wave carrier when W4 is negative. In 
the waveform W7 a ' 1' is thus represented as a 180 deg 
phase shift between two adjacent elements and a '0' 
as no phase shift between these elements. W7 is 
filtered to restrict somewhat the width of the trans-
mitted frequency-spectrum, giving the waveform W8 
which is fed to line. 

Because the SWIFT transmitter uses a single oscillator 
both to generate the signal carrier and to determine 
the modulation rate, not only is the complexity of a 
second stable oscillator avoided but also the trans-
mitted signal has the advantage of the carrier being 
synchronized or phase-locked to the modulating 
waveform. Furthermore, the square-wave signal W4 
at the output of the code converter, is used directly 
as the modulating waveform. Thus, not only is a low-
pass filter not needed here to remove the high-fre-
quency components of the modulating waveform, 
but also a simple balanced-gate-circuit (here called the 
180 deg phase-switch) can be used for the modulator 
instead of the more complex balanced-linear-modu-
lator which must always be used with a band-limited 
and therefore rounded modulating-waveform. 

The fact that in the SWIFT transmitter the modulating 
waveform has frequency components higher than the 
carrier frequency, causes foldover of the frequency 
spectrum upon modulation. If there were no phase 
coherence between the carrier and modulating wave-
form, this would inevitably result in a much wider 
frequency-spectrum at the modulator output, thus 
requiring more expensive filtering to limit the trans-
mitted frequency-spectrum to an acceptable bandwidth. 
However, with the phase coherence between the car-
rier and modulating waveform obtained in the SWIFT 
transmitter, there is a marked tendency for the energy 
to be concentrated into certain parts of the frequency 
spectrum and reduced in other parts. This is particu-
larly evident at the higher modulation-rate where the 
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degree of foldover of the frequency spectrum upon 
modulation is correspondingly greater. Furthermore, 
the portions of the frequency spectrum where the 
energy is increased and the portions where it is 
reduced, are dependent on the phase relationship 
between the carrier and modulating waveform. Thus 
by providing a means for adjusting the carrier phase, 
a very versatile arrangement has been produced which 
has the properties of a variable filter with a linear 
phase-characteristic. 

The additional filtering required at the transmitter 
output, because the modulating waveform is rectangu-
lar instead of rounded in shape, is certainly no greater 
than that which would alternatively be required to 
remove the high-frequency components from the 
modulating waveform. In the latter arrangement, 
however, because there would no longer be any 
foldover of the frequency spectrum upon modulation, 
the frequency spectrum of the modulator output-
signal would be independent of the carrier phase. 
Adjustments in the carrier phase could therefore no 
longer be used to optimize the energy distribution in 
the output signal-spectrum. 

The adjustable phase-shifter enables the phase of 
the signal carrier W6 to be set either for no phase 
shift as shown in Fig. 2, for which the larger part of the 
energy in W7 lies below the 1500 c/s carrier frequency, 
or the carrier phase may be shifted by 90 deg so that 
the transition between one signal element and the next 
always occurs at a peak of the carrier, for which 
arrangement the larger part of the energy in W7 lies 
above the 1500 c/s carrier, or again the carrier phase 
may be shifted by 45 deg for which the frequency 
spectrum of W7 is approximately symmetrical 
about the 1500 c/s carrier. Thus using a very simple 
phase-shifting network an appreciable filtering action 
is obtained which not only introduces no signal 
distortion but is readily adjustable so that the bulk 
of the transmitted energy can be located in the best 
part of the available frequency-band. 

The 750-baud transmitter SFT4, which is designed 
for use over switched telephone-circuits, is the same 
as the 1500-baud transmitter, SFT2, except that the 
timing-waveform W2 has a positive-going pulse at 
every second negative-going edge of W I, giving two 
cycles of the carrier per signal element in W7 and W8. 
Also the adjustable phase-shifter is always set for a 
90 deg phase-shift, thus enabling an adequate reduc-
tion of signal power to be achieved in the frequency 
band 420 to 900 c/s with only the minimum additional 
attenuation by the output filter. Over switched 
telephone-circuits in Great Britain there is a consider-
able restriction on the power which may be transmitted 
in the band 420 to 900 c/s. 

The transmitter SFT3 can be set to give either 
750 or 1500-baud operation, depending on whether 
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or not a bistable circuit arranged as a divide-by-two 
stage is switched into the signal path at the input 
of the timing-waveform generator. 

Two terminals are provided at each swIFT trans-
mitter which when shorted together cause the sup-
pression of the transmitted signal. This facility 
enables no-signal to be used if required as a stand-by 
condition. 

2.3. swwr Receiver 

Figure 3 shows the block diagram and associated 
waveforms for the 1500-baud receiver SFR2. The re-
ceived signal-waveform W8 is first filtered to remove as 
far as reasonably possible any noise frequencies outside 
the signal frequency-band. It is then demodulated in a 
differentially-coherent detector which comprises the 
delay network, the two amplifier-limiters and the 
modulo-2-adder circuit. 

The delay network is a seven-section all-pass net-
work which produces an accurately constant delay 
over the whole of the signal frequency-band and there-
fore introduces negligible signal distortion. Each of 
the two high-gain amplifier-limiters slices the input 
waveform along a very narrow and accurately centred 
horizontal-section, to produce an output square-wave 
signal clamped between two fixed voltage-levels. 
Correct slicing of the received signal is maintained 
not only over a very wide range of signal levels but 
also during the period including and following any 
variation in the level within this range. The various 
disadvantages associated with automatic gain-control' 
are thus avoided and the receiver will tolerate large 
and sudden signal-level-changes. 

The receiver is designed to give correct operation 
for signal levels down to — 50 dBm with only a small 
change in the acceptable signal/noise ratio, correct 
operation being maintained in the absence of noise 
and distortion for received signal levels down to 
about — 70 dBm. This value is raised to — 65 dBm 
for the models of the SWIFT receiver which are 
designed for use over private telephone-circuits. 

The delay used in the delay network is exactly 
equal to the duration of one signal element. The 
original and delayed signal waveforms, after each has 
been sliced in an amplifier-limiter, are compared in a 
standard modulo-2-adder circuit whose output-
waveform W12 is negative whenever the two inputs are 
different and positive whenever these are the same. 
W12, although ideally as shown in Fig. 3, will often 
have a number of fine irregularities due to the effects 
of signal distortion. The low-pass filter, which has a 
linear phase-characteristic, performs an approximate 
process of integration over the duration of each 
signal element in W12 and also removes any fine irregu-
larities. Its output signal is the rounded waveform 
W13. The waveforms W12 and W13 as shown in 
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Fig. 3 are inverted with respect to the corresponding 
waveforms in a practical SWIFT receiver. This change 
has been made to clarify the description and it in no 
way affects the fundamental method of operation. 
The waveform W13 is fed to the slicer which amplifies 
a very narrow horizontal-section of the waveform to 
give the square-wave signal W14. The vertical level at 
which W13 is sliced, determines the threshold level 
below which WI 3 represents ' 1' and above which it 
represents '0'. 
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Fig. 3. SWIFT receiver. 

Each signal element is therefore directly compared 
with that immediately preceding it. If at the end of 
this comparison of any pair of signal elements it is 
decided that the two were on the average the same, 
then at this instant in time a '0' is indicated in the 
waveform W14 at the slicer output. If it is decided 
that they were on the average different, a ' 1' is indi-
cated here. Since a ' 1' is transmitted as a phase shift 
between two adjacent signal-elements and a '0' as 
no phase shift between these elements, the received 
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signal is thus not only detected but also reconverted 
to the original code in which a ' 1' is represented by a 
negative level and a '0' by a positive level. 

The advantage of this method of detection is that it 
overcomes the one serious weakness of the more 
conventional coherent-detection, which is the low 
tolerance of the latter to the frequency-modulation 
effects sometimes experienced over telephone-carrier 
circuits.' In coherent detection a continuous sine-
wave is extracted from the received signal and used as a 
phase reference for this signal, whereas in differentially-
coherent detection the received signal is used as its own 
phase reference, as described above. A typical 
receiver using coherent detection for phase-modulated 
signals will tolerate a frequency translation of the 
transmitted signal-spectrum not exceeding + 10 or 
20 c/s. Practical tests, however, have shown that the 
1500-baud SWIFT receiver will tolerate a frequency 
translation of the transmitted signal-spectrum of 
+ 100 c/s with only a small reduction in tolerance to 
noise and distortion, and in the absence of noise and 
distortion it will tolerate a frequency translation of a 
little more than + 200 c/s. In return for this, when there 
are no frequency-translation effects on the telephone 
circuit, the SWIFT receiver has a tolerance to white 
noise which is nearly 1 dB lower than that of the 
equivalent receiver using coherent detection. It also 
has a lower tolerance to certain types of attenuation 
and delay distortions. Neither of these effects how-
ever is serious enough to be of much importance in 
practice. 

By comparing the original and delayed signal-
waveforms, after these have been sliced and amplified 
to give the rectangular-waveforms W 10 and W11, 
it has been possible to use a very simple modulo-2-
adder circuit to act as the phase-sensitive detector or 
product demodulator. This is a well known logical-
gate circuit which is used here in the conventional 
manner. The two binary input signals, W10 and W11, 
each have at any time one of two fixed voltages, the 
periods spent in transitions between one voltage and 
the other being normally of extremely short duration 
in comparison with the periods spent at either voltage. 
Whenever the two input signals are either both positive 
or both negative, the output signal W12 from the 
modulo-2-adder is positive. Whenever one of the two 
input signals is positive and the other negative, the 
output signal W12 is negative. Thus, as in the 180 deg 
phase-switch in the transmitter, the use of a linear-
modulator circuit has been avoided here. This elimi-
nates the use of linear amplifiers which must have stable 
characteristics and a low level of harmonic distortion. 
It also provides a design whose practical performance 
can be made to approximate closely to the theoretical 
ideal while using at the same time a relatively simple 
arrangement with standard circuit components. 
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The timing waveform in the receiver is extracted 
from the detected-signal waveform W14 at the slicer 
output, no additional signal being transmitted for the 
timing information. This arrangement gives the 
greatest tolerance of the data-transmission system to 
noise and distortion, together with the most economi-
cal design.' The timing-waveform generator converts 
the detected-signal waveform W14 into a series of 
approximately triangular d.c. pulses whose fast 
leading edges are coincident with the positive and 
negative transitions in W14. It then uses a high- Q 
resonant circuit to extract from the triangular pulses 
the frequency component corresponding to the signal 
modulation-rate. The sine-wave signal obtained is 
fed to a high-gain amplifier-limiter similar to those 
used in the differentially-coherent detector. The out-
put square-wave from this circuit is accurately sym-
metrical and correctly phased over a very wide range 
of input levels and it is used to generate the timing-
waveform W15. This arrangement has a high effective-
Q during normal transmission, so that before any 
appreciable jitter can be produced in the timing 
waveform by noise, the received information will have 
been almost completely destroyed. It also has the 
great advantage in that after first receiving a signal 
following a no-signal condition on the line, it only 
requires a very short period, containing no more than 
three or four signal elements, for correctly phasing the 
timing waveform. In other words, for a very short 
period after first receiving a signal from line, the 
effective Q of the resonant circuit is greatly reduced, 
thus enabling the phase of the timing waveform to 
be rapidly adjusted. The one limitation of this design 
is that the correct phase of the timing waveform will 
only be maintained in every case, over the full ambient-
temperature range of 0° to + 55° C, if the maximum 
number of consecutive ' 1's' or Vs' in any signal 
pattern is limited to between 20 and 40, depending 
on the particular component tolerances used. This 
requirement can however easily be satisfied with 
probably the majority of practical signal-codes. 

At the input of the bistable circuit, the timing-
waveform W15 is used to sample the detected-signal 
waveform W14 at the instants corresponding to the 
end of each comparison of a pair of adjacent elements. 
The output signal from the bistable circuit is the un-
distorted binary-square-wave signal W16 which is 
fed together with the timing-waveform W15 to the 
receiver logical-circuits. 

There are two different 750-baud SWIFT-receivers 
which are known as SFR4 and SFR5. SFR4 is similar 
in all respects to the 1500-baud receiver, except that 
it is designed for signal elements each containing 
two cycles of the 1500 c/s carrier. The delay network 
here therefore produces twice the delay and there 
are corresponding changes in the low-pass filter 
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and in the resonant circuit of the timing-waveform 
generator. 
The 750-baud receiver SFR5 is identical to the 

1500-baud receiver except for the timing-waveform 
generator which produces a 750 pulse-per-second 
waveform as in SFR4. The receiver in fact detects the 
received 750-baud signal as though it were a 1500-baud 
signal but only samples every second element, neglect-
ing those which correspond to a comparison of the 
first and second halves of any element, these being of 
course all Vs'. The advantage of this receiver over 
SFR4, when working over telephone circuits, is that 
there is a larger preponderance of single errors, thus 
enabling a more useful reduction in the error rate to be 
achieved by a relatively simple single-error-correcting 
code. SFR5 also has the same tolerance as SFR2 to 
frequency-modulation effects on the telephone circuit 
and each of these receivers will tolerate a frequency 
translation of the received signal-spectrum, having 
twice the magnitude of that tolerated by SFR4. The 
performance of SFR4 in this respect is however more 
than adequate for practical purposes. Again SFR5 
has a more economical design in that its delay network 
only produces half the delay of that in SFR4. The 
main disadvantage of SFR5 is that its tolerance to 
attenuation and delay distortions in the transmission 
path is considerably lower than that of SFR4. Its 
tolerance to white noise in the absence of signal 
distortion is also some 2 dB lower. The tolerance of 
SFR5 to noise and distortion is however still quite 
adequate for reliable operation over the good majority 
of switched telephone-circuits. A further disadvantage 
of SFR5 when compared with SFR4 and SFR2, is 
that for correct operation over the full ambient-
temperature range of 0° to + 55° C, the maximum 
number of consecutive Vs' in any signal pattern is 
limited to between 10 and 20, as compared with 20 and 
40 for both SFR4 and SFR2. On the other hand, 
correct operation over the full temperature-range is 
obtained with SFR5 for any number of consecutive 
'1's' in the received signal. 

The SWIFT receiver SFR3 provides a choice of 1500 
or 750-baud operation and is in fact a combination 
of SFR2 and SFR5. Since the only difference between 
SFR2 and SFR5 lies in the timing-waveform generator, 
the only additional components used in SFR3, when 
compared with either SFR2 or SFR5, are a high-Q 
resonant circuit together with a few other minor 
components and of course the switch. One of the 
valuable features of SFR3 is therefore that it has a 
most economical design for a two-speed receiver. 

The SWIFT receivers SFR4 and SFR5 are designed 
for use over switched telephone-circuits and the re-
ceivers SFR2 and SFR3 are designed for use over 
private circuits. In SFR4 and SFR5 no delay equal-
izers are used either for the transmitter output and 
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receiver input filters or for the telephone circuit. In 
SFR2 and SFR3 a delay equalizer is added to the 
receiver input-filter to equalize the group delay of the 
transmitter output and receiver input filters, and a 
further delay-equalizer, which may have one of four 
different group-delay characteristics, may also be 
added to give partial delay-equalization for the 
telephone circuit. The additional delay-equalization 
has been made available, not only to ensure correct 
operation at 1500 bauds over very inferior private 
circuits, but also to enable reliable 1500 baud opera-
tion to be obtained over switched circuits in those 
countries where the permissible transmitted-signal-
level in the frequency band 420 to 900 c/s is the same 
as that in the rest of the available bandwidth. 

A special circuit in each swwir receiver indicates the 
loss of the incoming signal if the level drops below a 
predetermined value (normally between — 40 and 
— 50 dBm) for more than a few milliseconds. The value 
of this 'off time-delay', as measured for the filtered 
input-signal, is around 20 milliseconds for SFR4 and 
SFR5 whereas for SFR2 and SFR3 it is about 5 
milliseconds. When correctly used this circuit pre-
vents undetected errors being caused by all but the 
most brief disconnections in the telephone line. The 
circuit also enables no-signal to be used if required 
as a stand-by condition between the transmission of 
different messages. 

Each SWIFT transmitter and receiver is protected 
against damage from large current surges on the line. 
The equipment may therefore safely be used in those 
countries where lightning and other sources of high-
level interference, are a serious hazard over telephone 
circuits. 

2.4. Acknowledgment Signal 

When data are transmitted between two terminals 
in only one direction, one of the facilities which is 
nearly always required is an automatic means of 
informing the transmitting terminal from the receiving 
terminal as to whether or not the data are being correctly 
received. 

Provision has been made at the sww-r receiver for 
the transmission to line of a continuous tone or 
'acknowledgment signal' during the correct reception 
of data. The acknowledgment signal has a frequency 
of 410 c/s with SFR4 and SFR5 and 320 c/s with 
SFR2 and SFR3. A higher frequency is used over 
switched telephone-circuits in order to avoid the 
large attenuations sometimes experienced here at 
frequencies near 300 c/s. 

The acknowledgment signal is fed via a band-pass 
filter to a terminal on the sw1F-T receiver. It is fed 
from here to line via a buffer stage and the line 
transformer. The problem of interference of the 
acknowledgment signal with the correct operation of 
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the sw1Fr receiver has been effectively overcome by 
designing the receiver input-filter to attenuate by at 
least 60 dB at frequencies around that of the acknow-
ledgment signal and by ensuring that the total har-
monic-distortion of the acknowledgment signal when 
it reaches the input filter never exceeds 0.1 % of the 
signal voltage, or — 60 dB, neglecting any distortion 
components of this signal which may be reflected 
back from the line. 

When the acknowledgment signal reaches the SWIFT 
transmitter at the other end of the line, it is fed via the 
line transformer and a buffer stage inside the SWIFT 
transmitter to a terminal on this equipment. From 
this terminal it is fed via a band-pass filter to the 
acknowledgment-signal detector, whose output signal 
indicates whether or not the received signal level 
exceeds a predetermined value (normally around 
— 50 dBm). The SWIFT transmitter output-filter has 
been designed to attenuate severely at frequencies 
around that of the acknowledgment signal and so it 
prevents the transmitted swwr-signals from inter-
fering with the correct operation of the acknowledg-
ment-signal detector. 

The generator and detector of the acknowledgment 
signal together with their associated band-pass filters 
do not form part of the SWIFT equipment itself and 
these are mounted as separate units. 

The acknowledgment signal is at present used in all 
commercial applications of 750-baud SWIFT equipment 
and it has been used in many trials of the equipment 
over telephone circuits. It has proved to be a simple 
and most effective means for controlling the operation 
of the transmission equipment. 

3. Tolerance to Noise and Distortion 

3.1. Method of Testing 

A series of tests has been carried out to determine 
the tolerance of SWIFT to white noise for different 
attenuation and delay characteristics in the trans-
mission path. In each of these tests the SWIFT equip-
ment was adjusted in the normal manner, for correct 
operation with no attenuation and delay distortions 
in the transmission path, and care was taken not to 
readjust the equipment in any way when it was then 
tested in the presence of such distortion. The carrier 
phase relative to that of the modulating waveform 
in the transmitter was always set to 90 deg. 

In every case band-limited white noise was used. 
This means that the noise energy was confined to the 
signal frequency-band so that the large majority of the 
noise energy was accepted by the receiver input-filter. 
The frequency spectrum of the white noise was also 
flat over the frequency band 750 to 2250 c/s. 

White noise has been used in these tests, not only 
because it is relatively easy to produce in the laboratory 
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and to analyse theoretically but also because it appears 
that the relative tolerance to white noise of different 
data-transmission systems is an approximate measure 
of their relative tolerance to the additive noise normally 
obtained over telephone circuits.2. 9 This is true 
even though white noise itself is rarely a significant 
source of errors when working over telephone circuits. 
The tolerance to white noise of a data-transmission 
system is therefore one of the important measures of 
its suitability for use over telephone circuits. 

When a network is included in the transmission 
path, its effect on the performance of swwr is quoted 
as the reduction in tolerance to white noise. In the 
tests this was measured at the receiver input as the 
increase in the signal/noise ratio required to maintain 
an error rate of 1 bit in le when the network was 
added to the transmission path which was previously 
distortionless. The arrangement used was also such 
that the characteristics and bandwidth of the white 
noise reaching the receiver input terminals were not 
affected by the addition of the network into the trans-
mission path. 
The reduction in tolerance to white noise can not 

only be measured much more accurately than the 
absolute value of the signal/noise ratio, since the more 
important sources of error tend to cancel out, but also 
this quantity is largely independent of the bandwidth 
of the white noise, so long as the latter is constant and 
always occupies the main portion of the signal fre-
quency-band. It is therefore a most useful measure 
whereby the effects of given attenuation and delay 
distortions on different data-transmission systems 
can be compared. 

The signal/noise ratios quoted in this paper or used 
here to determine the reductions in tolerance to white 
noise, are in every case expressed as direct power-
ratios and not as normalized signal/noise ratios. 

In each of the tests carried out with SFR4 and SFR5, 
the transmitter output and receiver input filters used 
were delay-equalized filters designed for the 1500-
baud swwr equipment SFT2 and SFR2. With the 
arrangement described, these filters introduce negligible 
attenuation and delay distortions into the signal 
frequency-band of a 750 or 1500 baud SWIFT signal. 
Therefore when the filters are used with one of the 
networks A, B or C (Figs. 4-6) in the transmission 
path, they do not produce resultant attenuation and 
delay characteristics which have a noticeably different 
effect on the performance of the SWIFT equipment 
than do the characteristics of the network alone. In 
this way a more accurate comparison can be obtained 
under similar conditions, not only between the per-
formance of SFR4 or SFR5 and that of SFR2 but also 
between the performance of any of these SWIFT equip-
ments and that of any other data-transmission system 
whose line filters again introduce negligible attenua-
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tion and delay distortions. The performance of SFR4 or 
SFR5 is in fact little affected by using the different line 
filters, and the results of the tests can therefore be 
applied to the practical models of SFR4 and SFR5 with 
no serious errors. The point has however been made 
because sometimes when the equipment line-filters 
introduce appreciable attenuation and delay distor-
tions, very misleading and unduly optimistic results 
may be obtained by the chance combination of the 
attenuation and delay characteristics of the equipment 
line-filters with those of a particular line-simulator 
such as network A. The normal result of this is that a 
quite excessive degradation in performance is then 
obtained for other equally probable attenuation and 
delay characteristics in the transmission path. 

In no test was any equalization of any kind used for 
the attenuation and delay characteristics of the trans-
mission path. 

Network A (Fig. 4) simulates the typical worst 
attenuation and delay distortions which are likely to be 
found over switched telephone-circuits in Great 
Britain. Its characteristics have been designed to 
be the same as those shown in Fig. 2 of the diagram 
LR2009, Issue 4, produced by the Post Office Engineer-
ing Department. The tests over this network clearly 
provide the most important results obtained in this 
series. Networks B and C (Figs. 5 and 6) are not 
intended to simulate the actual characteristics obtained 
over telephone circuits, but rather to provide a con-
trast to network A. These networks introduce 
considerably more delay-distortion but much less 
attenuation-distortion into the signal frequency-
band than does network A. However the general form 
of these distortions is similar to those sometimes 
obtained over telephone circuits. 

In each series of measurements to determine the 
value of the signal/noise ratio at which the error rate 
was equal to 1 bit in 105, measurements of the error 
rate were carried out for different values of the signal/ 
noise ratio with each of the following repetitive 16-bit 
signal-patterns: 

1010110011110000, 1100101011110000, 

1111010100010001 and 0101111100010001. 

Wherever a noticeable difference in the signal/noise 
ratio for an error rate of 1 bit in 105 was observed 
between any of these signal patterns or wherever a 
noticeable variation in the level of the signal distortion 
at the output of the post-detection low-pass filter was 
observed over a range of different signal patterns, a 
further series of measurements was carried out to 
determine first the repetitive 16-bit signal-patterns 
requiring the largest signal/noise ratio for an error 
rate of 1 bit in 105 and then the value of this signal/ 
noise ratio. 
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With either no distortion or the network A in 
the transmission path, the signal/noise ratio giving 
an error rate of 1 bit in 105 was the same for each 
of the four standard 16-bit signal-patterns men-
tioned above and only slightly greater for the less 
favourable patterns, so long of course as these had at 
least one ' 1' and one '0'. 

With the network B or C in the transmission path, 
however, the signal/noise ratio required was much 
more seriously affected by the signal pattern. Thus 
in the results obtained with the latter networks, two 
values of the reduction in tolerance to white noise 
are quoted: one for the average or typical 16-bit 
signal-patterns, such as the four standard patterns, 
and the other for the 16-bit signal-patterns requiring 
the largest value of the signal/noise ratio for an error 
rate of 1 bit in le 

To avoid repetition in the following sections, it will 
be assumed that wherever correct operation is claimed 
for all I6-bit signal-patterns, these patterns do not 
include the two special cases of all 'O's' and all ' l's', 
for which the correct output signal is not obtained 
from the timing-waveform generator in either SFR2 
or SFR4. 

3.2. Results of Tests 

Under conditions of no attenuation and delay dis-
tortions in the transmission path, the signal/noise 
ratio which gives an error rate of 1 bit in 105 with 
band-limited white noise, is 8 dB for SFR4 and 10 dB 
for both SFR2 and SFR5. 

In each of these results the signal/noise ratio is 
given to the nearest whole decibel above the value 
actually measured. This has been done in an attempt 
to avoid an over-optimistic assessment of the equip-
ment, bearing in mind that the overall accuracy of the 
measurements is unlikely to have been better than 
+ dB. With wide-band white noise and no receiver 
input-filter, the advantage of SFR4 over SFR2 and 
SFR5 is in fact 3 dB. 

The reductions in tolerance to white noise experi-
enced by the different receivers, when working with 
one of the networks A, B or C in the transmission 
path, are shown in Table I. 

Table 1 

SWIFT 

receiver 
Signalling 

speed 
(bauds) 

Reduction in tolerance to white noise (dB) with 
the connection of each of the following networks 
into a previously distortionless transmission-path: 

Network A Network B 
(Fig. 4) (Fig. 5) 

Average Worst 
I 6-bit I 6-bit 
signal signal 

patterns patterns 

Network C 
(Fig. 6) 

Average Worst 
I 6-bit I 6-bit 
signal signal 

patterns patterns 

SFR4 

SFR5 

SFR2 

750 1 14 24 

750 15 8 12 

1500 10 12 
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The receiver SFR4 clearly has a much greater 
tolerance than SFR5 to the attenuation and delay 
distortions of the type experienced over telephone 
circuits. SFR5 will nevertheless operate correctly with 
a transmission path having attenuation and delay 
characteristics equal to the worst which are likely to be 
found over the switched telephone-network in Great 
Britain (Network A). 

These and other tests with SFR4, over different 
transmission paths having attenuation and delay 
characteristics appreciably worse than the poorest 
characteristics to be expected over the switched tele-
phone-network, have shown only a small reduction 
in tolerance to white noise for the signal patterns 
most seriously affected and also a correspondingly 
small distortion in the receiver detected-signal. 
Correct operation together with a high tolerance to 
noise should therefore be obtained with the 750-baud 
receiver SFR4 over the large majority of switched 
telephone-circuits in Great Britain, with no need for 
any equalization of the attenuation or delay charac-
teristics of these circuits. 

Correct operation for all 16-bit signal-patterns 
cannot be obtained with SFR2 over network B 
(Fig. 5). This network removes part of the upper 
sideband of the 1500-baud p.m. signal and also intro-
duces considerable delay-distortion over the remain-
ing part of the signal frequency-band. 

The network A (Fig. 4) represents fairly accurately 
one combination of the worst attenuation and delay 
distortions in the transmission path, which still just 
permits the correct operation of SFR2 in the absence 
of noise for all 16-bit signal-patterns. The signal 
patterns most seriously affected by distortion are 
here on the verge of being incorrectly detected. The 
fact that the attenuation and delay distortions intro-
duced by network A are considerably more severe 
than the worst which are likely to be experienced 
over private telephone-circuits, implies that the latter 
are unlikely to cause any serious reduction in the 
tolerance of SFR2 to white noise. 

These and other tests over networks having various 
attenuation and delay characteristics, indicate that 
correct operation with the 1500-baud receiver SFR2 
should be obtained over the large majority of private 
telephone-circuits in Great Britain, without any addi-
tional delay-equalization or attenuation-equalization 
being used for the telephone circuit. Where partial 
delay-equalization of the telephone circuit can be 
achieved by the use of one of two or three different 
delay-equalizers, correct operation with SFR2 should 
be obtained not only over the private circuits in Great 
Britain but also over the majority of switched circuits 
in those countries where the permissible transmitted-
signal-level in the frequency band 420 to 900 c/s is 
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the same as that in the rest of the available band-
width. 

Further tests have also been carried out on both 
750 and 1500 baud sw1Fr equipment to determine the 
effects of different transmitter output and receiver 
input filters. These tests have shown that correct 
operation can be maintained with an acceptable 
distortion level in the receiver detected-signal, for all 
16-bit signal-patterns, even when a large part of the 
upper sideband of the transmitted signal is removed. 
This applies so long as the lower sideband is trans-
mitted without excessive attenuation and delay 
distortions. Tests on a sm./1Fr receiver arranged for 
vestigial-sideband operation have also shown that, as 
with double-sideband operation, the receiver has a 
more than adequate tolerance to frequency-transla-
tion effects in the transmission path. It therefore 
appears that SWIFT equipment using a vestigial-side-
band signal should operate satisfactorily over tele-
phone circuits. However because of the inevitable 
reduction in tolerance to white noise of such a vestigial-
sideband system, its use is not recommended and 
double-sideband operation should always be used 
wherever permitted by the available frequency-band. 

4. Performance over Telephone Circuits 

A series of tests was carried out with SWIFT in trans-
mitting data at 750 bauds over a switched telephone-
circuit of about 150 miles in length (circuit D). The 

distribution of the errors obtained was analysed and 
the results are given in Table 2. In each of these tests 
a character having a fixed pattern of ten or sixteen 
bits was transmitted repetitively. 

Two further series of measurements of the error 
rate were carried out on 750 baud swivr equipment, 
where this formed part of a complete paper-tape to 
paper-tape data link operating over the switched tele-
phone-network. Two different switched telephone-
circuits were used (circuits D and E, where circuit E 
was about 200 miles in length). The results of these 
tests are given in Table 3. The information trans-
mitted here was normal data or its equivalent. 

The tests carried out over circuit D show a very 
typical average-error-rate but a rather high proportion 
of the larger groups of multiple errors. The results 
obtained in working over circuit E show a higher 
average-error-rate but a much lower proportion of the 
larger groups of multiple errors. 

Since the various tests were limited to two different 
routes on the switched network, they serve only to 
illustrate very approximately the type of performance 
that may be expected from the 750-baud SWIFT 

equipment. However, at least two other independent 
series of trials have been carried out with SWIFT 
equipment over equivalent telephone-networks and 
such information as has been available from these 
tests indicates a general standard of performance 
similar to that obtained in the tests described here. 

Table 2 

Analysis of the errors obtained in transmission at 750 bauds over the switched telephone-circuit D 

SWIFT receiver SFR5 SFR4 SFR4 

Transmitted character 

Number of bits per character . 

Total number of bits transmitted (millions) 

Bit error-rate (bits in 10) 

Total number of characters transmitted (millions) 

Character error-rate (characters in 10) . 

% of error characters containing: 1 bit error 

2 „ errors 

3 f ef 

4 „ 

5 fe ee 

6 or more bit errors 

% of isolated error-groups containing: 1 bit 

2 adjacent bits. 

3 

4 

5 or more adjacent bits 

1010110100 1010110100 1011001110001100 
or 

1111100000 

10 10 16 

37 62 27 

11 0-95 1.1 

3.7 6.2 1.7 

6.6 4.8 8.1 

58.0 41.0 36.4 

25.5 34.8 32.8 

10.9 13.7 15.0 

2.8 5.9 9.3 

20 40 3.6 

0.8 0.6 2.9 

770 62.9 59.5 

18.5 27.5 29.0 

3.6 6.3 90 

0.6 2.3 2.5 

0.3 1.0 OB 
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In the results of the tests over the telephone-circuit 
D (Table 2) SFR4 shows only a very small advantage 
in the bit error-rate over SFR5. This is due to the fact 
that the signal distortion over the telephone circuit 
was quite low and therefore the advantage in tolerance 
to white noise of SFR4 over SFR5 was of the order 
of only 2 dB. Had there been appreciably higher 
levels of attenuation and delay distortions over this 
circuit, the bit error-rate obtained with SFR4 would 
almost certainly have been significantly lower than 
that of SFR5. 

5. Comparison of SWIFT with a 600/1200-baud 
F.M. System 

5.1. Method of Testing 

A series of comparative tests has been carried out 
with swiFr and a good 600/1200-baud synchronous 
f.m. data-transmission system designed to the 
C.C.I.T.T. recommendations. The object of these 
tests was to obtain an accurate experimental com-
parison between a p.m. system and an f.m. system, 
in which the results were in no way influenced by the 
particular circuit design of either system. The achieve-
ment of this has been made possible by the fact that 
the f.m. system which was used for these tests, has a 
design closely analogous to that of SWIFT. 

In the f.m. transmitter a square-wave modulating 
waveform is fed to a linear frequency-modulator. 
This provides the optimum value of the cross-correla-
tion coefficient for the two binary-elements trans-
mitted'. 5 and eliminates phase-discontinuities at the 
boundaries between these elements. The f.m. re-
ceiver slices the received signal and produces a detected-
signal voltage which is linearly proportional to the 
carrier frequency. This frequency is measured by the 
time interval between adjacent zero-level crossings in 
the received signal-carrier. The whole system is so 
designed that the inherent jitter and signal distortion 
in the receiver detected-signal, are reduced to a very 
low level. This basic design not only uses the best 
available transmitted signal which also satisfies the 
C.C.I.T.T. recommendations, but it also makes the 
most effective possible use of the information in the 
received f.m. signal. It should therefore have the best 
overall tolerance to noise and distortion which can 
reasonably be obtained in a practical f.m. system de-
signed to the C.C.I.T.T. recommendations. 
The individual circuits in the f.m. equipment have 

been designed throughout to the same standard as 
those in SWIFT. Furthermore the timing-waveform 
generator in the f.m. receiver has exactly the same basic 
design as that in the swwr receiver, so that neither 
system gains any advantage over the other due to the 
performance of its timing-waveform generator. 
The transmitter output and receiver input filters in 

the f.m. equipment are delay equalized, as in the case 
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Table 3 

Errors obtained in transmission at 750 bauds over the 
switched telephone-network, using a complete paper-

tape to paper-tape data-link 

Telephone circuit D E 

SWIFT receiver 

Number of bits per character 10 

Total number of bits transmitted (millions) 24 

Bit error-rate (bits in 10') 1-1 

Total number of characters transmitted (millions) 2.4 

Character error-rate (characters in 10') 8 

% of error characters containing 1 bit error 

2 „ errors 

3 ef 

SFR5 SFR5 

12 

204 

17 

32 

67.5 85 

14 

1 

of the SWIFT equipment which was used for the com-
parative tests. In these tests there was therefore no 
serious tendency for the line filters used with either 
system to bias the results in favour of one or the other. 
However, since the pass-band of the line filters in the 
f.m. system was not quite the same as that of the line 
filters in the p.m. system, there was a possibility of a 
small bias due to this difference. Thus in every test 
over one of the networks A, B or C, the f.m. system and 
SWIFT were each used without their line filters and 
associated delay-equalizers In the tests over a dis-
tortionless transmission-path, where the line filters 
could not be omitted without introducing other 
sources of error, the bias due to the difference between 
the line filters was carefully checked and found to be 
negligible. 

In each test the SWIFT equipment was set up as 
described at the beginning of section 3.1 and the 
various adjustments in the f.m. equipment were also 
carefully optimized. Every reasonable precaution 
was therefore taken to avoid all the known sources of 
error in these tests. 

When comparing the tolerance to white noise of the 
750-baud p.m. receiver SFR4 with that of the 600-
baud f.m. receiver, the source of band-limited white 
noise mentioned in section 3.1 was used with each 
system. Band-limited as opposed to wide-band white 
noise was of course essential for the comparative 
tests with the line filters omitted. 

In describing the results of the tests with white 
noise, the quoted advantage in tolerance to white 
noise of the p.m. system over the f.m. system, is in 
every case dB less than the measured value. This 
ensures that the quoted results are biased slightly in 
favour of the f.m. system, so that these results cor-
respond to a comparison between swwr and an 
optimum f.m. system designed to the C.C.I.T.T. 
recommendations. 
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No measurements were made of the tolerance to 
band-limited white noise of the 1200-baud f.m. 
receiver. This was largely because it was not con-
sidered that the bandwidth of the white noise ade-
quately covered the frequency band of the 1200-
baud f.m. signal and the results of such measurements 
could not therefore be relied upon to an acceptable 
degree of accuracy. 

In all tests with white noise, the repetitive 16-bit 
signal-patterns mentioned in Section 3.1 were used, 
whereas in all tests to measure distortion in the 
receiver detected-signal, two different pseudo-random 
patterns were used, the first pattern having a cycle of 
1736 bits and the second a cycle of 60 bits. 

5.2. Results of Tests 

In the first series of tests, the tolerance to white 
noise of the 750-baud p.m. receiver SFR4 was com-
pared with that of the 600-baud f.m. receiver for 
different attenuation and delay characteristics in the 
transmission path. The results obtained are shown in 
Table 4. 

Table 4 

Frequency No 
characteristics of attenuation Network A Network B 
transmission path: or delay (Fig. 4) (Fig. 5) 

distortions 

Advantage in tolerance 

to white noise of the 

750-baud p.m. receiver 

S FR4 over the 600-baud 

f.m. receiver (dB): 3¡ 8 3 

The advantage in tolerance to white noise of the 750-
baud p.m. receiver over the 600-baud f.m. receiver, is 
expressed as the direct power-ratio of the transmitted 
level of the f.m. signal to that of the p.m. signal, for an 
error rate of 1 bit in 105 in each receiver and with 
band-limited white noise of a fixed level fed to the 
receiver input terminals. This method of comparison 
makes full allowance for any difference between the 
attenuations experienced over the transmission path 
by the f.m. and p.m. signals. For typical signal-pat-
terns, the p.m. signal experiences ¡ dB more attenua-
tion over network A than the f.m. signal and nearly 
1 dB more attenuation over network B. Thus a com-
parison of the signal/noise ratios which are needed 
at the receiver input terminals to give an error rate of 
1 bit in 105 in each receiver, will show correspondingly 
more favourable results for the p.m. receiver with 
network A or B in the transmission path, than those 
shown in Table 4. 

In the absence of attenuation and delay distortions 
in the transmission path, a binary p.m. data-trans-
mission system such as SWIFT (using SFR2 or SFR4) 
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will theoretically operate in the presence of white 
noise to give an error rate of 1 bit in 105, when the 
normalized signal/noise ratio is 3 dB less than that 
required for an optimum binary f.m. data-transmission 
system.2'5•6•7•8 If the frequency shift in the f.m. 
signal is reduced from its optimum value, where the 
shift in c/s is equal to the modulation rate in bauds, to 
2/3 of this value as in the f.m. system recommended 
by the C.C.I.T.T., the normalized signal/noise ratio 
which gives an error rate of 1 bit in 105, is increased by 
a further 14 d B.5 This assumes a rectangular modulat-
ing-waveform for the f.m. signal, which is the optimum 
arrangement for the applications considered here. 
The p.m. system therefore gains an overall advantage 
in tolerance to white noise of 4.4 dB. Although the 750-
baud p.m. system requires about the same frequency-
band in the transmission path as does the 600-baud 
f.m. system recommended by the C.C.I.T.T., it has 
a 25 % greater modulation rate. Thus the theoretical 
advantage in tolerance to white noise of the 750-baud 
p.m. receiver SFR4 over the 600-baud f.m. receiver, 
is reduced from 4¡ to 34 dB, when the signal/noise 
ratios are converted from normalized to direct power-
ratios. The experimental results quoted in Table 4 
are expressed as direct power-ratios. The theoretical 
result is therefore in very good agreement with the 
experimental value obtained for no distortion in the 
transmission path. 

It has been shown experimentally and confirmed by 
theoretical analysis that, in transmission over network 
A (Fig. 4), the more severely attenuated of the 1300 
and 1700-c/s binary-elements in the 600-baud f.m. 
signal are attenuated by a little over 44 dB more than 
the more severely attenuated of the two binary-ele-
ments in the 750-baud p.m. signal, even though the 
p.m. carrier is at the centre frequency of the f.m. 
signal. Since the delay characteristic of network A 
has an almost negligible effect on either system in 
comparison with the attenuation characteristic of 
this network and since the network A introduces in 
either system only slight signal-distortion at the output 
of the post-detection low-pass filter, it can be shown 
by simple theoretical analysis that for the average 
signal patterns, in which there are as many Ts' as 
'O's', the p.m. system gains a further advantage in 
tolerance to white noise of 44 dB over the f.m. 
system, when a distortionless transmission path is 
replaced by the network A. This is essentially because 
of the greater attenuation introduced in the f.m. 
signal. Thus with a transmission path having the 
frequency characteristics of network A, the 750-baud 
p.m. receiver SFR4 has a theoretical advantage in 
tolerance to white noise of 8 dB over the 600-baud 
f.m. receiver, where this advantage is expressed as a 
direct power-ratio. This result is in very good agree-
ment with the experimental value obtained under the 
same conditions (Table 4). 
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The significant feature of the type of attenuation 
distortion normally experienced over telephone circuits 
is that it is likely to produce an appreciably greater 
attenuation in one of the two binary-elements of the 
f.m. signal than in either of the two binary-elements of 
the equivalent p.m. signal. Because a definite limit is 
set on the power level fed into the telephone circuit 
for either element, no amount of attenuation equaliza-
tion either at the transmitter or at the receiver can 
lessen the advantage in tolerance to additive noise 
gained by the p.m. system because of this effect. This 
places the f.m. system at an undoubted disadvan-
tage. 

From the tests over the networks A and B, it appears 
that, whereas a given degree of attenuation distortion 
in the transmission path has a much more serious 
effect on the 600-baud f.m. system than it does on the 
750-baud p.m. system, a given degree of delay distor-
tion has a rather similar effect on either system. 

With network A as the transmission path, the 
1500-baud p.m. receiver SFR2 will just operate cor-
rectly for all 16-bit signal-patterns, whereas the 1200-
baud f.m. receiver fails completely. Neither the 1500-
baud p.m. system nor the 1200-baud f.m. system will 
operate correctly over network B (Fig. 5), but both 
systems will operate correctly for all 16-bit signal-
patterns over network C (Fig. 6). 

In the second series of tests, a comparison was 
made of the signal distortion at the output of the post-
detection low-pass filter in the p.m. receiver (SFR4 
or SFR2) with that in the corresponding f.m. receiver, 
with each of the networks A, B and C connected in 
turn into the transmission path. These tests showed 
that the 750 or 1500-baud p.m. system normally has a 
distortion level in the receiver detected-signal similar 
to that in the corresponding 600 or 1200-baud f.m. 
system when the attenuation and delay characteristics 
of the transmission path are of the type obtained over 
telephone circuits and when the same degrees of attenu-
ation and delay distortions are introduced into the 
signal frequency-band of either system. The one 
significant exception to this is the complete failure of 
the 1200-baud f.m. system over network A. For the 
purpose of these tests it is assumed that the band-
width of the 750 or 1500-baud p.m. signal is the same 
as that of the corresponding 600 or 1200-baud f.m. 
signal. The 1200-baud f.m. signal uses frequencies of 
1300 and 2100 c/s for the two binary-elements. 

The interesting point here is that when the received 
signal is sliced at the receiver input, the distortion 
level in the receiver detected-signal is not in itself a 
measure of the reduction in tolerance to white noise, 
since it takes no account of the relative attenuations 
of the two binary-elements over the transmission path. 
This is a major source of reduction in tolerance to 
white noise in the case of the f.m. system, when work-
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ing over a transmission path which introduces 
appreciable attenuation-distortion. 

Taking all the available experimental and theoretical 
evidence, it appears clear that when using a trans-
mission path having attenuation and delay charac-
teristics of the type which are likely to be experienced 
over telephone circuits, the p.m. receivers SFR2 and 
SFR4 have a very useful advantage over the 1200 and 
600-baud f.m. receivers respectively, not only because 
of the 25 % increase in signalling speed but also be-
cause at this greater speed the p.m. equipment has in 
each case a significant advantage in tolerance to white 
noise. This advantage is likely to be maintained in 
operation over telephone circuits, since the relative 
tolerance to white noise of different data-transmission 
systems is an approximate measure of their relative 
tolerance to the additive noise normally obtained 
over these circuits.2' 9 Also the tolerance of the p.m. 
equipment to the multiplicative noise over telephone 
circuits is similar to that of an equivalent f.m. system 
of very good design. 

The average error rate to be expected when using 
Sw1Fr over telephone circuits is typically less than 
half that which would be obtained if the equivalent 
f.m. system were used instead. This applies when the 
swiEr receiver is either SFR2 or SFR4. 

The 750-baud p.m. receiver SFR5 has a slight advan-
tage in tolerance to white noise over a good 600-baud 
f.m. receiver, when these are working under conditions 
of no signal distortion, but it has a very much lower 
tolerance to attenuation and delay distortions. Thus 
over telephone circuits having significant attenuation 
and delay distortions, the error rate obtained with 
SFR5 may be higher than that of the f.m. system. A 
much better performance would therefore be obtained 
over such circuits when using SFR4 instead of SFR5. 

One conclusion which can clearly be drawn from 
the many contributions to the meeting in the autumn 
of 1963 of the Special Study Group A of the C.C.I.T.T., 
is that a significantly higher transmission rate is 
obtainable with a binary p.m. system than with a 
binary f.m. system, when these are working over tele-
phone circuits. Several experiments over telephone 
circuits to compare the performance of SwIFT with that 
of equivalent f.m. data-transmission systems, have 
further confirmed these conclusions. For instance, 
comparative tests with 750-baud swin equipment 
and a good 600-baud f.m. system, showed that correct 
operation was obtained with swwr not only over all 
circuits where the f.m. system would operate correctly 
but also over some others where the latter would not. 

5.3. Comparison of Equipment Complexities 

Not only has the 750/1500-baud SWIFT equipment 
(using SFR4 or SFR2 respectively) a useful advantage 
in performance over a very good 600/1200-baud 
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f.m. system designed to the C.C.I.T.T. recommenda-
tions, but also the SWIFT equipment gains a further 
advantage in that its basic circuit design as well as its 
test and setting-up procedure are undoubtedly 
simpler. A careful comparison of the designs of f.m. 
and p.m. systems has fully confirmed the economic 
advantages of p.m. systems, where these are compared 
with f.m. systems on the basis of the same standard of 
design. Obviously if full account is not taken in each 
case of the standard of design and of the degree of 
sophistication in the individual circuits, the compari-
son between f.m. and p.m. systems can be most mis-
leading. 

A more economical design can be obtained for a 
p.m. system, for the following reasons. Firstly, a 
single oscillator or frequency source can be used in the 
p.m. transmitter both to generate the carrier and to 
determine the modulation rate, instead of the two 
separate frequency-sources normally required in an 
f.m. system. Secondly, as a result of the phase 
coherence between the carrier and modulating 
waveform obtained in the p.m. transmitter through 
the use of a single frequency-source, useful economies 
can be achieved in the filters at the p.m. transmitter. 
If the line filters of the p.m. system are delay equalized, 
similar economies can also be achieved in the delay 
equalizer at the receiver. Thirdly, by using for the 
phase modulator in the p.m. transmitter, a phase 
switch fed by a square-wave modulating waveform, 
the design of the phase modulator need certainly be 
no more complex and may well be simpler than that of 
the corresponding frequency-modulator in the f.m. 
transmitter. This applies even when the frequency 
modulator is the means for controlling the frequency 
of a multivibrator which itself generates the signal 
carrier. Fourthly, since a buffer stage is always re-
quired between the transmitter input-terminal and the 
modulator in order to ensure reliable operation, the 
code converter which is a simple divide-by-two stage, 
involves no additional equipment complexity for the 
p.m. transmitter. Finally, in the large majority of 
applications the number of transmitters will exceed 
the number of receivers. Thus if f.m. systems were 
replaced by the equivalent p.m. systems in any com-
plete installation, the reduction in equipment complex-
ity which would be achieved at the transmitters would 
be of significant value and would in general appreci-
ably more than compensate for the slightly more 
complex receiver design in the p.m. systems. 

One possible explanation for the persistent belief 
that f.m. systems are basically more economical in 
design than p.m. systems, is that the majority of p.m. 
systems contain not only the modulator and demodu-
lator but also two timing-waveform generators, one 
of which is used at the transmitter and the other at the 
receiver (see Figs. 2 and 3). On the other hand, the 
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majority of f.m. systems contain only the modulator 
and demodulator, leaving the timing-waveform gen-
erators to be provided in the associated equipment. 
Each of the two timing-waveform generators is how-
ever essential to the correct operation of any data-
transmission system.' Obviously if this is not taken 
into account, the majority of p.m. systems will appear 
considerably more complex than the corresponding 
f.m. systems. Again, although p.m. systems are nor-
mally designed for synchronous operation whereas 
f.m. systems tend to be used in a start-stop mode, 
there is no reason at all why a p.m. system should 
not be designed for start-stop operation and still 
maintain all its various advantages over the equivalent 
f.m. system. 

The only advantage that can reasonably be claimed 
for the f.m. system is that the modulator and 
demodulator in this system can be used over a range 
of signalling speeds below each of the standard 
or maximum rates, with no further modifications 
to the design. The modulator and demodulator in 
a p.m. system such as SWIFT could also be designed 
for use over a wide range of signalling speeds and when 
used under these conditions the p.m. equipment would 
fully maintain its advantage in performance over the 
corresponding f.m. equipment. However the circuit 
design of the resultant p.m. equipment would become 
at least as complex as that of the f.m. equipment and 
so great an increase in circuit complexity does not 
seem to be justified by the advantage of being able to 
use the equipment over a range of signalling speeds. 
This is particularly so as the equipment is not likely 
to be used at non-standard speeds (or modulation 
rates) except in a small minority of its applications. 
Furthermore, since in these applications the data-
transmission system makes a relatively inefficient use 
of the transmission channel, the correct technical 
approach is to modify the peripheral equipment 
wherever possible so that the latter can make full use 
of the standard signalling speeds. This would avoid 
complicating the design of the data-transmission 
equipment at the expense of the large majority of 
users who require to transmit data only at the standard 
rates. 

6. Conclusions 

The good performance obtained with SWIFT in 
tests over telephone circuits and in the laboratory 
under various conditions of noise and distortion has 
fully justified the choice of the basic design. A careful 
comparison has also shown that in applications over 
telephone circuits a p.m. system such as SWIFT is 
superior to the equivalent f.m. systems in every impor-
tant respect, both technically and economically. 

The good performance obtained with a p.m. data-
transmission system such as SWIFT could in addition 
be maintained at signalling speeds which are multiples 
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of 600 bauds. The speed of 600 bauds itself has 
however little technical merit for such a system, since 
it is unnecessarily slow, but the higher speeds of 1200 
or 1800 bauds offer useful possibilities. 

In every case the delay used in the detector of the 
p.m. receiver must be equal to the duration of one 
signal element, as in SFR2 and SFR4, in order to 
obtain the maximum tolerance to noise and distortion. 

At a signalling speed of 1200 bauds and using a 
binary double-sideband signal with a carrier frequency 
of 1800 c/s, correct operation should be obtained with 
the p.m. system over the large majority of switched 
telephone-circuits in Great Britain. When using this 
system, reliable operation would be obtained over 
many of the poorer circuits over which the equivalent 
1200-baud f.m. system designed to the C.C.I.T.T. 
recommendations, would give a poor performance or 
fail completely. 

At a signalling speed of 1800 bauds and using a 
binary double-sideband signal with a carrier frequency 
of 1800 c/s, correct operation with the p.m. system 
should be obtained over the large majority of private 
circuits in Great Britain. 

From purely technical and economic considerations, 
however, the signalling speeds of 750 and 1500 bauds, 
using in each case a carrier frequency of 1500 c/s, 
undoubtedly give the most effective and efficient 
design for the basic p.m. system. This is of course 
because these signalling speeds were chosen as the 
optimum for the particular modulation-method used 
and not as a compromise with the rather different 
requirements of other modulation methods. 

Where operation at 1800 or 2400 bits per second is 
required over switched circuits and where operation 
at 2400, 3000 or 3600 bits per second is required over 
private circuits, the data-transmission system giving 
the best overall performance for a given degree of 
complexity in the design, is very probably a synchro-
nous system using a single phase-modulated carrier 

with a quaternary double-sideband signal and employ-
ing differentially-coherent detection at the receiver. 
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Letter to t he Editor 
Comment on technical and other matters appropriate to 

The Radio and Electronic Engineer is welcomed for con-
sideration for publication under this heading. Unless 
otherwise stated, the opinions expressed are those of the 
writers and do not necessarily reflect the views of the 
Institution. 

DEAR SIR, 

On re-reading your September 1963 issuet I noted two 
errors in the editorial on "International Co-operation in 
Space Research". 

You state that the first joint space research venture took 
place in April 1962 with the launching of Ariel I. Ten 
months prior to that, on 22nd June, 1961, Canada's Defence 
Research Telecommunications Establishment installed 
equipment in Transit IIA. The purpose was to measure 
cosmic noise levels at the intended altitude of Canada's 
first satellite, Alouette I. 

Later on in your editorial you mention that the com-
munications satellites have been completely American in 
design. Engineers at RCA Victor Company Limited in 
Montreal designed and built the wide-band and narrow-
band receivers, and the c.w. beacons for Relay I and 
Relay IL While the company is owned by Radio Cor-
poration of America I think it only fair to give credit to the 
Canadian personnel who worked on this project. Inciden-
tally, some of the scientists and engineers at RCA Victor 
were born and educated in England or Scotland. 

t The Radio and Electronic Engineer, 26, No. 3, p. 189, Sep. 1963. 

International co-operation in space research should be 
quite prominent in the new programme announced 
recently by the United States National Aeronautics and 
Space Administration, and Canada's Defence Research 
Board. Ionospheric satellites Alouette II, ISIS A, B, and c 
may contain experiments suggested by scientists from 
many countries. In this programme Canada will have 
primary responsibility for the design and construction of 
the satellites. The United States will provide launching and 
tracking facilities. Invitations will be extended by the two 
countries to scientists in other lands to submit proposals 
for experiments. 

This type of international co-operation is very desirable. 

Yours sincerely, 
IAN R. DtrrroN, 

Associate Editor, 
Canadian Electronics Engineering 

481 University Avenue, 
Toronto 2, Ontario, Canada. 
5th February, 1964. 

[We welcome this opportunity provided by Mr. Dutton's 
letter to give proper credit to the work of Canadian scien-
tists and engineers in space research and development, and 
on page 208 of this issue appears an article reprinted from 
his journal, dealing with future space programmes. 

The Canadian satellite Alouette I was the subject of a 
paper read at the Institution's 1961 Convention and sub-
sequently published in J.Brit.I.R.E., 23, No. 1, pp. 61-68, 
January 1962.-Editor, The Radio and Electronic Engineer]. 

STANDARD FREQUENCY TRANSMISSIONS 
(Communication from the National Physical Laboratory) 

Deviations, in parts in I0'°, from nominal frequency for February 1964 

February 
1964 

GBR 16kc,s 
21- hour mean 
centred on 
0300 U.T. 

MSF 60 kc/s 
1430-1530 U.T. 

Droitwich 200 kc/s 
1000-1100 U.T. 

February 
1964 

GBR 16 kc s 
24- hour mean 

c,;3'C'10-1.r. 

MSF 60 kc/s 
1430-1530 U.T. 

, Droitwich 200 kcIs 
1 1C00-1100 U.T. 

1 

1 -- 151.9 151.3 6 16 - 150.5 - 150.5 5 
2 - 151.5 10 17 - 150.5 , - 150.6 5 
3 -- 151.5 150.5 11 18 - 150.6 - 150.2 4 
4 - 150.5 150.2 12 19 - 150.7 - 150.8 4 
5 ¡ - 149.1 149.6 11 20 - 150.6 - 151.2 I 4 
6 - 149.2 149.5 9 21 - 151.2 - 150.4 4 
7 - 149.0 150.1 7 22 - 150.3 - 150-4 3 
8 - 151.0 150.2 7 23 - 150.1 - 150.5 3 
9 -- 150.6 150.1 7 24 - 150.8 - 150.8 5 
I 0 - 150.6 150.4 7 25 - 151- I - 5 
11 - 150.4 149-9 7 26 - 151-1 - 4 
12 - 150.9 150.2 7 27 - - 151.3 -- 2 
13 - 150-7 150.4 9 28 - - 149.9 - 4 
14 - 150.3 - 150.2 8 29 - - 149.5 - 149.4 - 
15 - 150.7 -- 150.9 6 
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Nominal frequency corresponds to a value of 9 192 631 770 c, for the caesium Fm (4,0)-F,m (3,0)transition at zero field. 
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Electronic Digital Ratio Equipment 

By 

A. RUSSELLt 

Summary: The equipment provides an accurate method of multiplying a 
frequency by MIN, where M and N are integers and M N. Two batch-
ing counters are used to determine the output frequency in the long term 
and the equipment described restores the correct phase relationship. The 
equipment is transistorized and makes use of modern techniques for 
counting, gating and parallel addition and subtraction. A brief description 
is also given of a relay-operated decimal-to-binary converter which has 
been designed for the ratio equipment. 

1. Introduction 

In the Machine Tools and Metrology Division of 
the National Engineering Laboratory measurements 
are made to determine the accuracy of gear wheels. 
One device for this work is known as a single-flank 
gear tester'. 2 on which the gear under test is meshed 
with a master gear of known accuracy, and rotated. 
Radial gratings are fixed to both gears and these 
provide pulse trains which indicate errors in tooth 
form and tooth position of the gear under test; these 
errors are apparent as phase changes in the pulse 
trains. 

The number of teeth in gears under test may vary 
widely; to deal with this and to permit identical 
gratings to be used for both gears, two types of 
electronic equipment to convert the frequency of the 
pulse train from the master gear to that of the gear 
under test, so providing a perfect electronic 'gear 
train', have been developed. 

One of these systems' uses analogue methods; 
the other proposed by Nairn and described here, uses 
digital methods. Either equipment can be used where, 
the nominal gear ratio being MIN, Meisl and both 
are integers. Applications of this nature occur in 
speed control, machine-tool control, liquid blending 
and other mechanical fields, and in electrical frequency 
control. 

2. Principles of Operation 

The measuring system is shown in Fig. 1. The 
master gear radial grating generates a frequency, f; 
a multiplier and divider are used to convert this to a 
frequency (MI N)f accurately phase-locked to f; 
(MIN)f is the frequency that would be generated by 
the test gear grating if the test gear was perfect. 
The actual frequency generated by the test gear 
grating, (M'IN')f, includes errors caused by tooth 
discrepancies in the test gear. A comparison of 
(M N)f with (M' I N')f in a phase comparator gives a 
measure of these errors. 

t National Engineering Laboratory, Department of Scientific 

and Industrial Research, East Kilbride, Glasgow. 
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Figure 2 shows the operation of the digital multi-
plier and divider for the simple ratio of MIN = 4/5. 
The master gear pulse train, of frequency f, is shown 
in row (a) where a pulse occurs at each instant g. 
The g pulse is used to allow four pulses of a higher 
order, known as 'clock' pulses, to occur as shown in 
row (b). The frequency now averages 4f. By selecting 
every fifth pulse of row (b), the pulse train shown in 
row (c), with a frequency of (4/5)f, is developed. 
This pulse train, although accurate in the long term, 
is very irregular in the short term. Thus the time 
between P01 and P02 is long and is followed by short 
intervals between P02 and P03 and between P03 and 
PO4. It is shown in Appendix 1 that the Po pulse 
spacing can be made uniform by introducing a time 
delay ta after each Po pulse such that 

S 
id =  m— R 

where S = number of 'clock' pulses between g and Po 

R = number of unused pulses (in row (d)). 

RADIAL CRAVINGS 

MASTER GEAR 

A/ TEETH.. 

MASTER 
FREOVENCY 

e, 

Fig. 1. Measuring system. 

UST 
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..„_TEST GEM 

N TEETH 

(1) 

197 



A. RUSSELL 

N pulses N.S 

»tt" 
11 11 11111 

Al pulses I /4 

is 

PO 4 

11111111111 1 11,111111111 111111R R 111111 111111111111 11[11111,i111 
R pulses 

tcii d 21.1— -b4 t d 3 t 

d 2 d 3 d 4 

9 

mill 1111111111 ! Him m 1111  
Fig. 2. Spacing P0 pulses evenly by adding td m  R 

With a fixed ratio MIN and a given 'clock' fre-
quencyfc, (fc, >).f ), both M and R will remain constant. 
In the example M = 4 and R = 12, this means that 
the delay necessary in each case will be given by 

S 
Id= M — R 4 =L2 S = 3S  (2) 

Thus for 

Pol, S = 4, so td = 12 'clock' pulse periods 
P02, S = 1, so td= 3 

P03, S = 2, so td = 6 

PO4, S 3, so td = 9 

ff 

>9 f 1 

ff 

f f 

f f 

f f 

Row (e) shows the output pulses Pd1, Pd 2 etc. 
obtained by delaying P01, P02 etc. by the appropriate 
tai, td2 etc. and having a uniform spacing of twenty 
'clock' pulses. In practice some variation in the 
relationship between the mechanically derived g 
pulses and the 'clock' pulses will be experienced, thus 
R will vary and the value of td = 3S (eqn. (2)) will 
not be valid. Provision must therefore be made in the 
equipment forming td for this variation of R. 

3. Logical Design of Multiplier and Divider 

The method used to accomplish the time delay 4, 
S x RIM of eqn. (1), is shown in Fig. 3. Each train of 
R pulses is diverted to a binary counter and stored. 
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(a) Pulses from master gear. 

(b) Multiply by M. 

(c) Divide by N. 

(d) Remaining pulses. 

(e) Output pulses after 
delay te. 

( f ) ' Clock pulses. 

The number stored in this counter is then gated into 
the main accumulator S times, so the count in the 
main accumulator will then be Sx R pulses. The 
value of M is set on a decimal-to-binary converter and 

CONTROL 

P. PULSES 

IN 

y PULSES 

DIVERT 

'REMAINDER. 

PULSES TO STORE 

COUNT s 

PULSES OUT 

TO GAT E 

o 
COUNT 

STORE R 

OUT 

GENERATE A 

DELAYED OUTPUT 

PULSE WHEN 

ACCUMULATOR 

REACHES ZERO 

MU TICHANNEL GATE 

ADDS R INTO ACCUMULATOR 

FOR 

U CONTROL PULSES 

FEED « CLOCK • 

PULSES TO GATE 

UNTIL ACCUM 

REACHES ZERO 

MAIN ACCUMULATOR 

MuLTICHANNEL GATE 

SUBTRACTS M FROM ACCUMULATOR 

FOR 

EACH 'CLOCK . PULSE FROM CONTROL 

DECIMAL TO BINARY 

CONVERTOR 

SET Ar IN DECIMAL 

S 
Fig. 3. Delaying P, pulses by la = m— R to give Pd pulses. 
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fed to a multi-channel gate. This gate is opened at 
each 'clock' pulse after the arrival of Po causing M 
to be subtracted each time until the main accumulator 
returns to zero. The number of 'clock' pulses 
required to return the main accumulator to zero is 
the desired delay for the output pulse Pd and completes 
the term S x RIM. 

4. Logical Design of Control Stage 

In Fig. 4 CFF1, 2 and 3 represent three flip-flops 
which perform the necessary logical steps to form the 
M, S, R and Po — Pd pulses. In the convention 
adopted throughout for flip-flops an input to the 
'1' end will drive the flip-flop to the ' 1' state and an 
output signal will be present at the ' 1' end; an input 
at the '0' end will drive the flip-flop to the '0' state 
and an output signal will be present at the '0' end. 
A pulse applied to the base of the flip-flop will reverse 
the state of the flip-flop. 

In the initial condition CFF1 will be in the '0' 
state and gate G2 will be passing 'clock' pulses to the 
R counter. A g pulse will drive CFF1 into the ' 1' 
condition, closing G2 and opening GI, and 'clock' 
pulses will then be fed to the M batching counter 
via G 1. At the fourth 'clock' pulse (to continue the 
example in Fig. 2) the M batching counter will 
deliver an output pulse which will drive CFF1 to 
'0' state, open G2 and close Gl. Thus a train of 
four M pulses will be generated by each g pulse; 
these appear at GI and are fed to the N batching 
counter; they are illustrated in row (b), Fig. 2. 

The g pulse will also have driven CFF2 to the 
'I' state allowing G3 to feed S pulses to the main 
accumulator. The N batching counter will deliver 
an output pulse (Po) at each fifth M pulse (Fig. 2, 
row (c)) which will drive CFF2 to the '0' state, thus 
the number of S pulses between each g pulse and the 
subsequent Po pulse from the N batching counter will 
thus be gated. Each S pulse will cause the R count 
to be added into the main accumulator which will 

then hold the S x R portion of eqn. ( 1), S R = td) 

It is to pulse Po that delay must be applied to give 
the in-phase pulse Pd. The number M, four in the 
example, is stored in a decimal-to-binary converter 
and the number of times that this number will divide 
into the SxR count represents the desired delay in 
'clock' pulses. If M is subtracted from SxR at 
each 'clock' pulse then the number of 'clock' pulses 
required to return the S x R count to zero will repre-
sent the desired delay and a Pd pulse is generated 
when this happens. 

The simplest way to subtract in binary is to negate 
and add, a negated binary number being the 'ones' 
complement of the positive number with unity added; 
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O 

▪ 1 MATCHING COUNTER 
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--• CEP 2 

O   

IT 

for example, 
performed in 
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spill 

CIF) 

22' COUNTER 

r • %, MATCHING COWIE' 

Li RESET N' COuNTEI 

W MATCHING COUNTER 

MATCHING COUNTER 

RESET MAIN ACCUMULATOR 

W m 3' PuLSES TO mum ACCumAAATOR 

N.. TO 'Po * PuLSES 

LCOMPLEMENT MAIN ACCUMULATOR 

Fig. 4. Control logics. 

the simple subtraction 5-3 can best be 
binary terms by adding — 3 to + 5 

5 = 000101 and 3 = 000 011 

— 3 = 111 101 

1 000 010 = 2  (3) 

To divide M into SxR until SxR becomes zero, 
it is convenient to negate Sx R then add M to this 
negative number until it becomes zero. In practice 
it is difficult to add unity, so the 'ones' complement 
of S x R, and not the negation, is used. The maximum 
error which can accrue from this is one 'clock' pulse 
only, and normally there will be a 'remainder' into 
which this pulse is assimilated. This will 'spill' into an 
extra binary stage (AFF16) and be detected there; 
this stage is not complemented at Po. Pulse Po from 
the N batching counter is used to complement the 
total SxR in the main accumulator, also to drive 
CFF3 to the ' 1' state which gates, at G4, 'clock' 
pulses to cause M to be added to the complement of 
SxR until this reaches zero and delivers pulse Pd 
and drives CFF3 to the '0' state. 

This completes one cycle of control logics from the 
g pulse to the final output Pd; to meet cases as in 
rows (b) and (e) in Fig. 2 where no Po is delivered 
during the second group of M pulses, it is arranged 
that the output pulse from the M batching counter 
will drive CFF2 to the '0' state to prevent a false 
count being added into the main accumulator. 

5. Logical Design of Main Accumulator 

The main accumulator has 16 binary flip-flop stages, 
with associated half-adders and two-gates. Fifteen of 
the stages cater for a binary number of 32 767 which 
is adequate for a 'clock' g pulse ratio of 350 : 1; this 
should not be exceeded. The highest count to be 
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Fig. 5. Main accumulator logics. 

expected from this ratio would be S = 175 and 
R = 175 which gives Sx R = 30 625. The accumu-
lator can be extended as necessary. 

The logical arrangement is shown in Fig. 5. Stages 
AFF1 to AFF9 provide for parallel inputs from the 
R counter and the decimal-to-binary converter; 
AFFIO provides for a parallel input from the con-
verter only as there are only 9 inputs present from the 
R counter. AFF15 and 16 have no provision for 
parallel inputs but accommodate the 'spills' of the 
binary count in the same parallel mode. The logical 
sequence is as follows. 

(1) The arrival of a g pulse (Fig. 4) will drive all 
flip-flops to the '0' state. 

(2) The first S pulse (Fig. 4) will gate the current 
number stored in the R counter into the main accumu-
lator (AFF1—AFF9). The action of the half-adders 
and 2-gates will be described later. 

(3) Each succeeding S pulse will add the R number 
to the one already stored in the main accumulator, 
the total number 'spilling' up the binary registers as 
necessary. 

(4) At the end of the S pulse train a complement 
pulse from control will complement the total. AFF16 
is not complemented and will remain in the '0' 
state. 
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(5) The Po — Pd pulses will add the number which 
has been set on the converter to the complemented 
number until the main accumulator goes positive and 
'spills' into AFF16 driving it into the ' 1' condition, 
a Pd pulse being delivered. 

(6) Po —Pd pulses will cease after delivery of the 
Pd pulse; the next g pulse will drive all flip-flops to 
the '0' state, and cycle will recommence. 

Figure 5 shows that the binary 1 channel from the 
R counter can be fed direct to AFF1, via a 2-gate 
where it is 'clocked' by S pulses, there being no 
possibility of 'carry' levels from a previous flip-flop 
or binary input. At the binary 2 channel from the 
R counter, however, before the input is 'clocked' to 
AFF2 we have to consider 

(a) the state of AFF1 (1 or 0); 

(b) the state of binary 1 from R counter; and 

(c) the state of binary 2 from R counter. 

Thus any one of eight different configurations may 
be set up at the following S pulse. These are shown 
in Table 1. 

Table 1 

AFF1 

Binary 1 

Binary 2 

(a) (b) (c) (d) (e) (f) (g) (h) 

O 1 0 

O 0 1 

00 00 00 

O 1 

O 1 

1 0 1 

0 1 1 

10 00 10 10 10 

00 01 01 10 10 11 11 100 

To 'sense' the state of each of the three inputs a 
half-adder 3 is used in conjunction with a 2-gate. 
The requirements of a half-adder are shown in 
Appendix 2. 

Operation of the half-adders (Fig. 5) in con-
junction with their 2-gates can best be verified if we 
apply the configurations above to HAI column by 
column. The summations are decimal. 

(a) AFF1 in '0' state, no input from binary 1 so 
no input from 2-gate; also no input from binary 2 
so no output from HAI. AFF1 remains in '0' 
state (0+0+0 = 0) AFF2 remains in '0' state. 

(b) AFF1 in ' 1' state, no input from binary 1 so 
no input from 2-gate; also no input from binary 2 
so no output from HAI. AFF1 remains in ' 1' state 
(1+0+0 = 1) AFF2 remains in '0' state. 

(e) AFF1 in '0' state, input from binary 1 so no 
input from 2-gate; also no input from binary 2 so no 
output from HAI. AFF1 driven to ' 1' state (0+1+0 
= 1). AFF2 remains in '0' state. 
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(d) AFF1 in '0' state, no input from binary 1 so 
no input from 2-gate; there is input from binary 2 
so WO gives a sum output of 2. AFF1 remains in 
`O' state (0+0+2 = 2). AFF2 driven to ' 1' state. 

(e) AFF1 in ' 1' state, input from binary 1 so 2-gate 
gives an input to HAI; also no input from binary 2 
so HAI gives a 'sum' output. AFF1 driven to '0' 
state; AFF2 driven to ' 1' state ( 1 + 1 + 0 = 2). 

(f) AFF1 in ' 1' state, no input from binary 1 so 
no input from 2-gate; there is an input from binary 
2 so HAI gives a 'sum' output. AFF1 remains in 
'1' state ( I + 0+2 = 3). AFF2 driven to '1' state. 

(g) AFF1 in '0' state, input from binary 1 so no 
input from 2-gate; there is an input from binary 2 
so HAI gives a 'sum' output. AFF1 driven to ' 1' 
state (0+ 1 + 2 = 3). AFF2 driven to ' 1' state. 

(h) AFF1 in ' 1' state, input from binary 1 so 2-gate 
gives an input to HAI; there is input from binary 2 
so HA! gives a 'carry' output. AFF1 driven to '0' 
state. AFF2 remains in '0' state. AFF3 driven to 
'1' state (1+1 + 2 = 4). 

The nine binary channels from the R counter are 
'clocked' into the accumulator in this parallel fashion 
as are also the ten binary channels from the decimal-
to-binary converter giving firstly the Sx R product 

and then the S x R quotient in terms of 'clock' pulses. 

6. Flip-flop Stage Circuits 

The flip-flop section contained within the dotted 
lines of Fig. 5 is shown in Fig. 6. Transistors VT4 
and VT5 form, along with the associated diodes, 
two conventional 'and' or '2' gates. When the input 
diodes are at ' 1' (- 6V) level the transistors will 
conduct and raise the emitter level to almost — 6V. 
When either input diode has a '0' (earth) level applied 
the transistor will be held in a non-conducting state 
and a '0' will be present at the emitter. The negative-
going output pulse is differentiated and inverted at 
VT3 into a suitable positive-going pulse for triggering 
the conventional binary flip-flop VT1/VT2. The 
negative reset pulses are applied via terminal 2 to the 
base of VT2; this drives VT2 into conduction to 
achieve a '0' level at the collector. Negative-going 

r•-••• 

A -• 
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Fig. 7. NOR element half-adder. 

INPUTS 

Fig. 6. Main accumulator flip-flop and two-gate. 

complement pulses are applied via isolating diode 
D7 to the inverter stage. Diodes D8 and D9 isolate 
the '2' gate outputs. 

The R counter flip-flops are identical with VT1/ 
VT2 in Fig. 6, but without 2-gates or inverter, and the 
positive output is taken from the emitter of VT1 and 
fed direct to the next stage. 

7. Half-adder Stage Circuits 

The half-adder and 2-gate section contained within 
the dotted lines of Fig. 5 is shown in Fig. 8. Transistor 
VT6 and diodes D1, D2 and D3 form the 2-gate 
while transistors VT1, VT2, VT3, VT4 and VT5 form 
the half-adder. Diode D4 isolates the 'carry' output 
for merging with the output of the 2-gate of the 
succeeding half-adder stage. 

The operation of the 2-gate has already been 
described in Section 6. The inputs at terminals 3 and 
4 are represented in Fig. 7 as the A and B inputs, 
while the functions of NOR 1, 2, 3, 4 and 5 are per-
formed (Fig. 8) by transistors VT1, 2, 3, 4 and 5. 

With no inputs present, the transistor NOR gates will 
be shut off due to the positive bias at the base via the 
33 kû resistor from the + 6V supply; no current will 
flow and a ' 1' (- 6V) will be present at collector. 
With an input (- 6V) present, base current will flow 
and cause the transistor to bottom, bringing the 
collector down to almost zero volts, which represents 
a '0' output. Thus the transistor acts as a natural 
NOR gate and the 'sum' and 'carry' outputs are pro-
pagated by connecting them in half-adder fashion as 
shown logically in Fig. 7. 
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8. Decimal-to-Binary Converter 

The circuits have been simplified by using pure 
binary numbers throughout the computations, but 
this raises the problem of providing decimal number 
insertion facilities for the operators of the equipment. 
The M and N batching counters have decimal 
switches fitted' and it was decided to develop a 
simple decimal-to-binary converter using decimal 
switches at the input and providing a pure binary 
output from 000 to 999. 

Full details of this converter are given elsewhere.' 
Basically, the powers of 10 from the decimal switches 
are routed to their equivalent binary channels 
(9 x 10° would be routed to binary 8 channel and 
binary 1 channel, 9 x 101 would be routed to binary 
64, 16, 8 and 2 channels) and the resultant binary 
channel inputs are summed by means of relay half-
adders. An example is given in Fig. 9 of two binary 
channels, one providing for two inputs using one 
half-adder and the other providing for three inputs 
and a 'carry' from the previous channel using three 
half-adders. The requirements for half-adders are 
discussed in Appendix 2 and the logics are given in 
Fig. 7; as the switching speed was unimportant a 
relay was used to perform the function of half-adder 
very simply. 

Figure 10 shows this novel half-adder using a 
double-coil relay with coils wired in opposition. 
When both coils are energized, owing to the presence 
of signals A and B, the effect is cancelled out and 
contact AB2 remains closed and a 'carry' signal is 
generated (1 + 1 = '0' carry ' 1'). When either coil 

VOLTS AB! (N 

t-ce%Po 0 SUM 

AB2 (NC) 

Fig. 10. Relay half-adder. 
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Fig. 9. Summing of binary channel. 

A or B is energized, but not both, then the relay 
operates and contact AB1 closes and generates a 
'sum' output (( 1 + 0 = 1 carry 0) or (0+ 1 = 1 
carry 0)). Contact AB2 will be opened and no 'carry' 
will be generated. If no inputs are present the contacts 
will remain inoperative but no 'carry' will be generated 
through AB2 as input B is absent. 

Twenty such half-adders are necessary to handle 
decimal numbers up to 999 and the binary output is 
available on ten wires representing binary channels 
512 to I. 

9. Construction 

Figure 11 shows the novel method8 of construction 
used to avoid the use of plugs and sockets and yet 
give easy access to component parts. The com-
ponents are inserted into perforated boards and 
terminals are arranged at the ends only. Ordinary 
wander plugs are inserted into slots cut on the sides of 
the boards and these permit a stacking arrangement 
which can be opened up in book fashion for inspection 
purposes. 

Main accumulator flip-flop stages and half-adder 
stages are accommodated four per board and the 
control stage is on one board. The computer is 
fitted in a standard 19-in panel and is housed, along 
with the batching counters and decimal-to-binary 
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Fig. 11. Computer open for inspection showing construction. 

converter, in a standard 19-in cabinet. Interconnec-
tions are made internally and the only external 
connections are supplies, 24V d.c., input frequency 
( f) and output frequency [(M N)f ] (Fig. 12). 

10. Operation and Conclusions 

The equipment is simple to operate. The desired 
ratio MIN is set up on the M and N batching counters; 
value M is also set up on the decimal-to-binary 
converter. The frequency f is inserted at the appro-
priate socket and the output frequency is available at 
socket (M N)f. Input frequency f can be pulse or 
sine wave and an internal pulse shaping unit only 
requires that the waveform passes through zero twice 
per cycle. The peak-to-peak amplitude can range 
from 1 to 240V; the shaper is similar to one used and 
described in ref. 7. 

For present purposes the output (M N)f is actually 
taken from CFF3 (Fig. 4, control logic) and the 
waveform is differentiated, then has positive spike 
removed to give a negative pulse suitable for com-
paring with the input pulse. 
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13. Appendix 1 

Mathematical Treatment of Delay Equation 

To transform a frequency f into a frequency 
(MIN)f we can consider the problem for f = 1. In 
a period of N units of time, the beginning of this 
period beginning with a pulse, N input pulses will 
occur. Introduce set of pulses with frequency q, where 
q is so large that the original pulses occurring at times 
1, 2. .. N coincide nearly enough with a q pulse. 

Take the first M pulses in each group of q pulses and 
eliminate the others. Each M pulse can be specified 
by a pair of numbers (a, /3) where the time of the 
pulse from time 0 ( 1, 2 .. . N pulses) is 

fi 
a + — (0 < /3 < M) 

q 

We can number the M pulses from 0 to NM, where 
pulse (a, /3) has the number rxM+I3. 

Choose every Nth pulse starting at t = 0. There 
are M of these pulses; they are pulses N, 2N, 3N... 
MN. 

Consider pulse IN, 0 < 2 < M 

M M 

= Al [ply] + m fI 
m i 1 m  
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where 

where [x] denotes integral part of x, and 

{x) denotes remainder of x. 

This pulse is number oaf = fi 

a = pNi TÁNI . 
[ fl = m7-1-ii 1 m f , 

its distance from time 0 is 

a + /1 = r1N1 + _M f 2N1 . 
q LmJ qlmf' 

its distance, S, from the nearest N pulse to the left is 

M f 1N1 = s 

q 1.M f 

If the M pulses are now equally distributed along 
2N 

time N the distance of the 2th pulse from 0 is — 
M' 

therefore 

But 

i.e. 

therefore 

Id = 1/s/ _ i r2N1 + fAn  i_t_i_\ 
m i.m.i lmf q) 

= {mÂisi} (i _ M) 

q 

R= q— M, 

1 — M—  = R — , 
q q  

} R SxR 
td = {—.11‘1m —  7? = M 

14. Appendix 2 

Half-adder Requirements 

The 'half-adder' must satisfy the terms 0+0 = 0, 
1 + 0 = 1, 0+ 1 = 1 and 1 + 1 = 0 carry 1. It provides 
for two inputs and possible 'sum' and 'carry' outputs. 
Several combinations of logical elements will perform 
this task, but for simplicity it was decided to use NOR 
elements4 throughout and this arrangement is shown 
in Fig. 7 along with the Boolean algebraic terms at 
each stage; handling of these terms is done by use of 
De Morgan's theorem which states that a logic ex-
pression can be inverted simply by 

(1) inverting each term of the expression; 

(2) changing each AND (.) element into an OR (-1-) 
element; and 

(3) changing each OR element into an AND element. 

The NOR element is a combination of a NOT and OR 
gate. Two inputs, A and B, fed to a NOR element will 

yield an output when the input conditions are A+ B 
(not, A or B) which simplifies (according to De 
Morgan) to A . ITI (not A and not B). 
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ELECTRONIC DIGITAL RATIO EQUIPMENT 

15. Appendix 3 

Performance 

Tests carried out on the equipment have shown the 
performance to be as predicted. Figure 13 shows the 
jitter present in the output pulse. The sweep speed is 
50 µs/cm and the jitter is about 30 its, which represents 
one 'clock' pulse interval at 30 kc/s. The jitter shows 
up as a continuously variable effect due to the random 
relationship between input frequency and 'clock' 
frequency encountered in practice. The camera 
exposure for this oscillogram was 1 second. 

Figure 14 shows in the top trace the output wave-
form Pd, and in the lower trace S pulses above and 
P, — Pd pulses below the base line. All are for an 
MIN ratio of 4/5. Thus the pattern of S pulses 
achieved is that shown in Fig. 2. The phase relation-
ship of 'clock' pulses to 'gear' pulses for this oscillo-
gram was controlled by deriving 'gear' pulses from 
'clock' pulses via a batching counter. 

When used in practice with the single-flank gear 
tester, the MIN ratio is of the order of 30/80 but, to 
produce readable oscillograms, a lower ratio is 
required. Some interesting waveforms at a ratio of 
12/13 are shown in Fig. 15. The top trace shows the 
waveform at CFF3 (Fig. 4), the output pulse Pd 

coinciding with the positive-going edges of this wave-

OSCILLATOR 

SATCHING COUNTER 

(÷ 
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SATCHINC COUNTER 

(÷ /V) 

Fig. 16. Block schematic of test apparatus. 

Fig. 13. Output waveform oscillogram showing jitter'. 

--

Fig. 14. Oscillogram of MIN = 4/5. 
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Fig. 15. Oscillogram of MIN = 12/13. 

form. The bottom trace shows the pulses Pd in relation 
to the sine-wave input frequency for the same ratio 
(12/13). This method of display indicates clearly 
almost two cycles of 12 pulses which are at various 
levels on 13 input cycles. 

Before using the electronic digital ratio equipment 
with the single-flank gear tester it is essential to check 
its performance. By suitable switching at a control 
panel the arrangement shown in Fig. 16 is obtained. 
The two outputs fIN should be locked in phase for 
any desired ratio of MIN; the only stipulation is that 
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Fig. 17. Record of f.m. tests, ratio 32/96. 

NORMAL 

TOOTH N'" I 

DISPLACED 

TEST GEAR RUNNING CLOCKWISE, BRAKE ON 

Fig. 18. Part of a record of gear-wheel irregularities. 

the oscillator frequency should be kept above 
(200 x M)cls so that the capacity of the main accumu-
lator may not be exceeded. 

Figure 17 is a record of frequency modulation tests 
carried out to determine the frequency response of the 
entire equipment. Any error caused by a change in 
input frequency is due to the remainder pulses R 
being accumulated during any cycle, say n, and being 
applied to the delay equation Sx RIM during cycle 
n + 1. If the error in the remainder in cycle n is called 
Re then the error in cycle n + 1 will be 

S x Re(n) 

Pde(n+1) 

S can never be larger than M and the worst possible 
case will be when S = M. Equation (4) will then be 

Pde(n+1) = Re(n) • • • • (5) 
Thus, in the worst possible case, the difference of a 
single 'clock' pulse period between two adjacent 
cycles will result in an error of one 'clock' pulse in 
Pd in the second cycle. Alternatively, it can be stated 
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.... (4) 

78 cis 

that, at worst, the percentage error will be equal to 
the percentage change in wavelength per cycle. 

The practical application of the equipment to a 
single-flank gear tester gives a trace as shown in 
Fig. 18. The phase comparator used to obtain this 
record is a differential counter described elsewhere.' 
The 'stepped' waveform shows the levels correspond-
ing to one count in the counter which, in turn, corre-
sponds to one fringe pitch on the radial grating and 
this gives a calibration of 1 minute of arc to the 
recording. Two recordings of the same 96-tooth 
gear-wheel are given to show the reproducibility of 
the entire system. There is a slight phase error 
between the graphs due to manual operation of the 
recorder 'on-off' during second recording. 

16. Appendix 4 

When the digital ratio equipment was used in prac-
tice with an input frequency train which was com-
pletely random with respect to the 'clock' frequency 
train, unexpected errors were found to be present 
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and were traced to the random coincidence of pulses 
at several gates in the control unit (Fig. 4). For 
example, in the formation of M and R pulses at 
CFF1, GI and G2, there was, at certain instances, 
coincidence between the arrival of a 'clock' pulse and 
the arrival of a 'gear' pulse. This can result in one of 
several possibilities (see Fig. 19). Assuming an M 
count of 2, the formation of M and R pulses at A 
and B is correct, but at C an R pulse has been 
generated plus an M pulse which has 'squeezed' 
through GI when CFF1 was switched 'on'. At D 
a 'clock' pulse has occurred simultaneously with the 
switching of CFF1 and this has resulted in neither 
an R nor M pulse being generated. To provide for 
such possibilities, the logics for the insertion of g 
pulses has been modified as shown in Fig. 20. In this 
diagram the additional elements are CFFA and GA, 
flip-flop and 2-gate respectively. In operation the 
action is as follows: the arrival of a g pulse switches 
CFFA into the ' 1' state, thus storing the event; the 
next clock pulse passes via GA to the one-shot multi-
vibrator, simultaneously generating, via G2, a further 
R pulse. To avoid switching CFF1 too quickly the 
output from the one-shot multivibrator is slightly 
delayed and becomes a time-corrected g pulse. This 
is used as such throughout the remainder of the control 
circuit. In cases of coincidence at GA the one-shot 
multivibrator decides whether or not the output from 
GA is treated as a pulse by either responding or not. 
If the one-shot multivibrator generates an output 
pulse then CFFA and CFF1 are reset and set 
respectively; otherwise switching is delayed until the 
next 'clock' pulse time. There can be no ambiguity 
at GI and G2 where the M and R pulses are generated. 
The remainder of the circuit is as Fig. 4 with corrected 

g pulses used. 
In the main accumulator some trouble was ex-

perienced due to flip-flops switching too rapidly and 
opening other clock gates. To overcome this with a 
safe margin the circuit shown in Fig. 21, in which the 
output is taken from across the capacitor, has been 
added to the output of each flip-flop. 
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a PULSES (GE) 

Fig. 19. Random coincidence of pulses. 

CORRECTED RAMS 

BATCH 

Fig. 20. Circuit modification giving corrected g pulses. 

Fig. 21. Circuit modification to give equal time constants. 

When T conducts, point X falls to approximately 
zero volts, the negative charge on C leaks off via R2, 
and D is biased off. When T is non-conducting point X 
rises to approximately — 6 V, C is charged to this level 
via RI, and R2 is short-circuited by D which is now 
conducting. This system ensures an equal time 
constant during the on/off transitions. 

Manuscript received by the Institution on 6th September 1963. 

(Paper No. 888IC68.) 

© The Institution of Electronic and Radio Engineers, 1964 
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CANADIAN PROGRAMME FOR IONOSPHERIC RESEARCH 

BY SATELLITE 

Agreement has just been concluded between Defence 
Research Board (D.R.B.) and the U.S. National Aero-
nautics and Space Administration (N.A.S.A.) for the 
multi-satellite upper atmosphere research programme 
reported last year. 

The schedule has been revised from earlier reports, 
probably due, in part, to the fact that Alouette I is con-
tinuing to work at full capacity. The new programme calls 
for comprehensive studies of the ionosphere from the 
approaching period of minimum solar activity through to 
the next period of maximum activity. Four satellites will 
be launched between 1965 and 1970 and bear the names 
Alouette II, ISIS A, B and c. (Isis is derived from Inter-
national Satellites for Ionospheric Studies.) 

Under the terms of the new agreement D.R.B. will 
design, construct and test the spacecraft, provide the basic 
experiment (the topside sounder), and operate at least one 
ground station capable of supplying data on spacecraft 
operation. 

N.A.S.A.'s primary obligations include providing four 
launch vehicles, placing the spacecraft in orbit, and pro-
viding and launching up to five sounding rockets for 
testing components and subsystems and determining the 
compatibility of experiments. 

A joint working group, composed of representatives of 
the two government agencies, will be responsible for 
implementing the programme. All data obtained by the 
satellites will be available to the scientific community. 

Alouette II, resembling its predecessor in size, shape and 
weight, will repeat some of the experiments of Alouette I 
for confirmation, but will extend them substantially as it 
passes over the earth's poles in an elliptical orbit varying 
in altitude from 460 to about 1,600 statute miles. (Alouette 
I is following a circular orbit over the poles at a 630-mile 
altitude.) 

Along with Alouette II, N.A.S.A. will launch a Direct 
Measurement Explorer satellite similar to Explorer VIII. 

Components similar to those carried in Alouette I are 
being designed to conform with the increased altitudes of 
the new satellites. A magnetometer and solar aspect sensor 
will be included to provide information on the satellite's 
orientation at all times. 

Experience gained from Alouette I, combined with the 
planned increase in altitude of Alouette ll's orbit, have 
convinced scientists they will need greater frequency range 
for the new sounder. Power will also be increased because 
of the 1,600-mile apogee. 

Alouette II will conduct five experiments. They are (a) 
sound the ionosphere from inside and above the main 
layers; (b) measure cosmic noise; (c) monitor v.l.f. emis-
sions, or whistlers; (d) detect energetic particles; and (e) 
determine the temperature of electrons in the vicinity of 
the satellite. The first four experiments are Canadian, but 
the fifth is designed by N.A.S.A. Information will be tele-
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metered to 13 world-wide ground stations on a real-time 
basis. 

Launching is planned for the first half of 1965 from the 
Pacific Missile Range, California. 

Plans for the Isis satellites are still in the preliminary 
stages. Ism A will be a completely new spacecraft, but will 
carry experiments similar to those in Alouette II. Additional 
experiments, such as electron and ion probes, which 
measure the temperatures and densities of the hydrogen, 
helium and oxygen present at satellite altitudes, and an ion 
mass spectrometer to confirm the identification of the 
individual ions, will probably be included. 

Firm specifications for Isis A have not been determined. 
Design began last month and launching is planned for 
1967. 

Because Isis B will conduct more advanced experiments 
than its predecessors, its design will depend on data 
returned from Alouette II and the Direct Measurement 
Explorer. Design and launch time have not been discussed 
in specific terms. 

The design of Isis c, which will closely resemble ISIS A, 
is expected to begin in 1966 for launching during the next 
maximum sunspot activity, expected early in 1969. 

Associated with Defence Research Telecommunications 
Establishment (D.R.T.E.) thoughout the programme will 
be research laboratories in the U.S., Britain and other 
countries. N.A.S.A.'s Office of Space Science and Applica-
tions will have overall responsibility for U.S. participation 
in the programme. The Goddard Space Flight Centre will 
participate in data analysis and carry out the companion 
sounding rocket experiments and the Direct Measurement 
Explorer project. 

Canadian industry will play a major role in the new 
satellite programme. Companies will work closely with 
D.R.T.E. scientists and engineers on design and construc-
tion of Alouette II and Isis A. It is expected that industry 
will assume most of the responsibility for tsts B and c, 
leaving D.R.T.E. personnel to plan experiments and 
interpret the scientific information derived. 

RCA Victor Co. Ltd. has been named prime contractor 
for the four new satellites, and The De Havilland Aircraft 
of Canada Ltd. has been named associate contractor. 

The Isis series is intended to fill the need for obtaining 
detailed information about the ionosphere for the 
remainder of this decade. Invitations will be extended to 
other scientific investigators to suggest and design experi-
ments for the programme. In Canada, D.R.B. will invite 
scientific agencies interested in the upper atmosphere, 
primarily Canadian universities, to propose experiments. 
N.A.S.A. will solicit proposals from the U.S. and countries 
other than Canada. 

Reprinted from Canadian Electronics Engineering, 
February 1964. 
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Pay Television by Wire 
By Presented at a meeting of the Television Group in London on 29th 

P. BASS t May 1963. 
Summary: The distribution of pay television programmes by wire elimin-
ates coding and decoding equipment required for an over-the-air system 
in order to prevent unauthorized reception. An outline is given of the 
advantages of h.f. multi-pair type networks in this and other respects. 
Two wired systems of pay television are described, and some factors which 
have governed their development are discussed. 

1. Introduction 

It is not always fully appreciated that the success of 
pay television will depend to a large extent on the 
technical system employed being comparatively simple 
in design and reliable in operation, two factors which 
by the very nature of things generally go hand in hand. 
A lesson soon learned by the system designer is that 
the cost of providing and maintaining the necessary 
equipment in each home must be recovered from the 
subscriber's expenditure on programmes, and any 
preconceived notions of developing elaborate control 
schemes requiring complex and expensive subscriber 
equipment must be dismissed, or commercial failure 
of the operation will inevitably follow. At the same 
time, comprehensive facilities are demanded for pay-
television operations: it should be possible to offer a 
subscriber the alternatives of paying for programmes 
on a credit basis, or by direct contributions to a coin 
unit; the method of pricing should be sufficiently 
flexible to accommodate a wide range of programme 
material; and means for evaluating the total receipts 
for each programme at the time of transmission should 
be provided. 

All these requirements are met by two particular 
wired systems of pay television which have been 
developed by the author's company. The systems differ 
chiefly in the method of charging for programmes. 
With one system, a subscriber pays in full the particular 
price specified for each programme he decides to 
accept, while with the other he pays for his viewing 
time at a rate which is adjusted in relation to the value 
of each programme concerned. Both systems will 
serve any type of television receiver in general use, and 
in no instance is it necessary to make inside connec-
tions to a receiver or in any way to interfere with the 
reception of existing programmes. The systems have 
also been designed to be adaptable for colour, 525 and 
625-line operations. Before describing these two 
systems in more detail, it is proposed to mention briefly 
a number of fundamental factors which have governed 
their development. 

t R. & R. Research Ltd., 1-3A Westville Road, London, W.12. 

The Radio and Electronic Engineer, March 1964 

2. Choice of Network System 

The operation of a pay television system over wire, 
as opposed to over the air, has the very great advantage 
that given a choice of the basic wired network to be 
employed it is possible to avoid the very costly business 
of scrambling at the transmitter and unscrambling at 
each receiver in order to prevent unauthorized 
reception. V.h.f. coaxial networks, or communal 
aerial networks as they are sometimes called, are not 
altogether satisfactory in this respect. Such networks 
invariably radiate to some extent, so that anybody in 
the vicinity having a sensitive receiver with a high-gain 
aerial might find that he could tune in a programme, 
and it would be almost impossible to trace such acts 
of piracy. It would also be no easy matter to prevent 
a pay-television subscriber from receiving a pro-
gramme until he had 'paid', or to isolate permanently 
an existing wired subscriber who was not prepared to 
accept the pay-television service at all; the design of 
the necessary filters capable of rejecting the pay 
channels while leaving the other channels unaffected 
presents a formidable problem, particularly at Band III 
frequencies. Some form of scrambling or out-of-band 
transmission of the pay programme signals would thus 
seem inescapable if v.h.f. networks were used. 

H.f. multi-pair networks, on the other hand, present 
no undue difficulties over maintaining security. On 
networks of this type each programme is normally 
carried by a separate pair of wires and all the vision 
signals occupy similar or overlapping frequency bands. 
Any radiation from the networks would therefore 
comprise a mixture of several programme signals 
which could not be separated by a pirate. At all events, 
the programme sound signals are normally distributed 
at audio frequencies and could not be obtained. The 
problem of designing filters to reject the pay pro-
gramme channels does not arise, since reception can 
be prevented by simply disconnecting the pairs con-
cerned from the input circuit to the subscriber's 
receiver. These networks hold another important 
advantage for pay television in that the individual 
pairs may also be used for the direct control of the 
subscriber coin and credit units, thus avoiding the 
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Fig. I. Frequency bands occupied by pay television signals. 

need for amplifying and demodulating stages at each 
installation which would otherwise be necessary with 
a carrier-operated control scheme. In addition, the 
same pairs may be used to measure the total receipts 
for each programme by means of a simple and accurate 
method of audience counting known as i.b.a.c. 
(instantaneous broadcast audience counting). In view 
of these very considerable advantages, the designs of 
the two pay television systems under consideration 
have been based on the h.f. multi-pair type of network. 

3. Control and Audience Counting Circuits 

The frequency bands occupied by the various pay-
television signals are shown in Fig. 1. In accordance 
with standard practice, the programme sound signals 
are distributed at audio frequencies and the vision 
signals in the h.f. band; each vision carrier is actually 
on a frequency of approximately 5 Mc/s with full 
upper sidebands. The price control and i.b.a.c. signals 
are confined to the sub-audio frequencies and d.c., and 
thus interfere with neither sound nor vision reception. 
With the system designed to sell programmes rather 
than time, a subscriber in accepting a programme 
causes a latching switch to operate which connects the 
network pair concerned to the input circuit of his 
receiver and to the pay television control and i.b.a.c. 
circuits; the latching switch remains locked in the 
'accept' position until the end of the programme and 
cannot be released by the subscriber, although he is 
free to go over to the I.T.A. and B.B.C. channels at 
any time. At the end of the pay programme, control 
and i.b.a.c. signals of the form shown in Fig. 2 are 
transmitted. First of all a series of short pulses with 
relatively fast rise-times and each representing two-
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Fig. 2. Pay television control and i.b.a.c. signals. 

pence in value are transmitted to register the price of 
the programme. The last of these pulses is of longer 
duration than the rest to enable the i.b.a.c. measure-
ment to be made. This is followed by a 'ramp' signal 
which is recognized by an integrating circuit in the 
subscriber's unit and is applied to release the latching 
switch. The cycle is concluded with a measurement of 
the network leakage current necessary to correct the 
i.b.a.c. result. 

Figure 3 shows the general arrangement of the 
subscriber's control and i.b.a.c. circuits. Si is the 
latching switch which, for the convenience of the 
subscriber, is operated by a key; it is thought that a 
subscriber might wish at times to prevent his children 
or other members of the household from running up 
a large bill while he is away from the house. The 
control and i.b.a.c. signals are filtered from the sound 
and vision signals by the h.f. and 1.f. inductors, and 
are applied to the coin mechanism or credit meter, as 
the case may be, through a differentiating circuit and 
a constant current regulator. Pulses with fast rise-
times are passed by the differentiating circuit thus 
actuating the price registering solenoid and, at the 
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Fig. 3. General arrangement of subscriber control and i.b.a.c. 
circuits. 

same time, causing switch S2 to bypass the differentiat-
ing circuit. In this condition, the control current 
drawn from the network is held to a predetermined 
constant value by the regulator, and during the last 
pricing pulse of the sequence, which it will be recalled 
is longer than the rest, the total current flowing into 
the network is measured at the central station. This in 
fact is the main i.b.a.c. measurement, and it will be 
appreciated that the reading obtained represents the 
total control current drawn by all the subscribers plus 
the network leakage current which will vary with the 
atmospheric conditions. The i.b.a.c. measurement is 
followed by the transmission of a ramp function rising 
at a constant rate which is disregarded by the differen-
tiating circuit and accepted by the integrating circuit 
thus causing the release solenoid to return the latching 
switch to the 'off' position. 
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Finally, when all the subscribers have been dis-
connected from the programme circuit in this manner, 
the network leakage current is measured and sub-
tracted from the previous i.b.a.c. reading to give the 
true value of total control current. Since each sub-
scriber equipment is designed to draw the same control 
current irrespective of the network loading conditions, 
a further simple calculation provides a figure for the 
number of subscribers who have accepted the pro-
gramme and hence for the total revenue from it, from 

Fig. 4. Printed circuit assembly of subscriber control and i.b.a.c. 
components. 

which the programme supplier is paid his due propor-
tion. With some systems of pay television which do 
not incorporate this feature, individual viewing 
recorders are provided and the system operator must 
go to the additional expense of periodically collecting 
and analysing the records produced. I.b.a.c. therefore 
represents another important step in the reduction of 
costs of pay-television. 

4. Programme Payment System 

Returning to the basic control scheme for the 
programme payment system, it will be evident that the 
charge for each programme is normally not registered 
until the end of the programme and this has the 
important operational advantage that if a programme 
is interrupted for any reason or cancelled altogether, 
the charge may be adjusted accordingly or not made 
at all, so avoiding the necessity to refund the sub-
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scribers' money or alter the credit accounts. An idea 
of the degree of design simplicity that has been 
achieved in the system may be obtained from the 
printed circuit assembly shown in Fig. 4, which 
embodies all the components of the subscriber control 
and i.b.a.c. circuits with the exception of the latching 
switch; the circuits are completely passive and require 
no local power supply. Figure 5 shows the subscriber 
coin mechanism which has been designed to accept all 
silver coins of current denominations. The charging 
pulses are applied to the incorporated registering 
solenoid which causes the indication on the displayed 
credit dial to decrease from zero into the red region by 
a series of small steps, the total decrease corresponding 
to the price of the programme previously accepted. 
(The illustration shows a registered debit for a six-
shilling programme.) An interlock system between 
the coin mechanism and the latching switch prevents 
the subscriber from accepting a further programme 
until he has inserted sufficient coins to cancel the debit. 

Fig. 5. Subscriber multi-coin mechanism. 

He may, should he so wish, insert a greater amount to 
store credit for future programmes, in which case the 
indication on the dial would enter the credit region 
to the extent of the excess amount. On the subscriber 
credit meter, used as an alternative to the coin 
mechanism, the registering solenoid simply increases 
the displayed total reading by an amount equal to the 
price of the programme previously accepted. The 
meter itself has been designed to be installed remotely 
from the subscriber's receiver, either outside the house 
or in the garage, so that it can be read without needing 
access to the house and disturbing the subscriber. 
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5. Time Payment System 

The second system under consideration, with which 
a subscriber pays on the basis of his viewing time, is 
similar in many respects to the programme payment 
system just described. The main points of difference 
in the design of the subscriber unit are that the inte-
grating circuit is omitted altogether, and the latching 
switch is replaced by a simple off/on switch operated 
directly by the acceptance key. As regards the general 
control scheme, the charging pulses in this instance are 
transmitted individually at intervals throughout each 
programme and only those pulses which occur while 
the subscriber's unit is actually switched on and 
adjusted to receive the programme are registered. The 
rate of charge is varied with the type of programme 
material concerned by altering the repetition rate of 
the pulses. An i.b.a.c. measurement is made as each 
pulse is transmitted, thus indicating the number of 
subscribers receiving the programme at the time, and 
the results are automatically recorded and totalled to 
provide a figure for the revenue which the programme 
has attracted. The design of the subscriber coin 
mechanism is also slightly different for the time pay-
ment system. No interlock with the acceptance key is 
needed, but a cam-operated switch is incorporated to 
disconnect the subscriber from the pay channels when 
his credit has been exhausted. The design of the 
remote credit meter, on the other hand, is identical 
with that for the programme payment system. 
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Fig. 6. Pay television coin unit for aerial receiver. 

To all outward appearances the pay television unit 
installed with a subscriber's receiver is similar for both 
systems. Figure 6 shows a coin-operated unit for a 
receiver using an aerial for the I.T.A. and B.B.C. 
programmes. The central station equipment needed 
for two pay channels is shown in Fig. 7. The two bays 
on the left of the picture contain programme distribu-
tion equipment, the two shorter bays price control 
equipment, and the bay on the far right contains the 
i.b.a.c. audience measurement equipment. 

Manuscript receiveitby the Institution on 29th July 1963. (Paper 
No. 88917'24.) 

© The Institution of Electronic and Radio Engineers, 1964 

Fig. 7. Central station equipment for two pay channels. 
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Standardization of Signal Specifications 

for Pay Television Systems 

By 
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29th May 1963. 

Summary: Desirable system standards are discussed in the light of opera-
tional requirements and particular reference is made to a proposed universal 
control signal which provides for a variety of pricing methods. 

1. Introduction 

Before pay television becomes established on a 
national scale it will be generally advantageous to 
agree on system standards, particularly in respect of 
control signal specifications. If systems are developed 
independently the ultimate change to standardization 
will take a great deal longer because of the capital 
investment in apparatus already installed. 

In the context of this paper the description 'pay-
television system' refers to (a) the transmission method, 
(b) any additions or modifications (coding) to the 
national vision and sound standards for pay-television 
purposes, (c) terminal units for Installation at sub-
scribers' homes. 

2. Operational Requirements 

The following is a summary of the main operational 
requirements from the viewpoint of the author's 
company: 

(1) Security. There must be a basic security within 
the system to give protection against unauthorized 
reception. 

(2) Payment. There should be provision as alterna-
tives for both (a) prepayment by coin and (b) accept-
ance by the subscriber of charge on credit terms for 
each programme viewed. Full payment will be 
required whether the subscriber switches on at the 
commencement or during the run of a programme. 
There should be a minimum of delay in the operation 
of the payment mechanism—preferably not more than 
15 seconds. 

(3) Free Reception. The system should allow 'free' 
reception for pre-view, announcements, etc. In this 
connection a separate sound announcement channel 
as used on some North American systems, is not 
considered essential. 'Charged programme' signal/s 
are required to actuate the subscribers' control boxes 
(a) so that reception of charged programmes is only 
possible when the requisite coins have been inserted or 

t British Home Entertainment Ltd.,(_72_Dean Street, London, 
W.I. 
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acceptance of the charge has been recorded and (b) 
so that the payment procedure has to be repeated for 
any subsequent programme—unless it is a repeat 
performance for which no charge is made. 

(4) Price Indication. Whilst not essential for credit 
operation (2b) it is desirable for coin prepayment that 
the system should provide a repetitive signal indicating 
price of current programme. 

(5) Local Record of Transactions. For confirmation 
of charges in cases of dispute, or for credit operation, 
it should be possible to obtain a simple and reliable 
record of the programmes viewed by each subscriber, 
over a period of at least one month. 

(6) Audience Measurement. It should be possible 
at convenient centres to obtabn at least a sample 
measurement of the viewing audience at any particular 
time. 

(7) Future Development including Automatic Central 
Account Recording. The system should, from the 
start, be capable of incorporating without major 
modification such refinements as 'central billing', 
where response signals from subscribers are generated, 
to provide central records for accounting purposes (i.e. 
without the need to visit individual homes). 

(8) No Television Receiver Modifications. The sys-
tem should not call for internal modifications to the 
normal television receiver—assuming the receiver is 
fitted with coils to give reception on the required v.h.f. 
channels, which may well be to the 625-line standard. 

(9) Multiple Programme Capability. Whilst it is 
recognized that the cheapest and simplest system would 
cater for only one pay-television programme, it is 
regarded as essential that any system adopted even-
tually should allow for the simultaneous transmission 
of at least three programmes. 

(10) Economy. The system should permit the use of 
relatively low cost and reliable subscriber control 
boxes, i.e. of the order of £ 10. 

(11) Control Signals. Any signals used for control 
purposes (see (3) and (4) above) should, not only in 
the interest of channel space conservation, but also to 
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simplify subscriber control apparatus, be preferably 
contained within the normal television channel width 
or should be carried over the same cable at low 
frequency in order not to reduce the television channel 
capacity. 

(12) System Standardization. It is highly desirable 
that there should be, on a national basis, general 
technical agreement on the pay-television control 
signal system to be adopted. In an experimental period 
it is recognized that several systems may be tested. 

3. Meeting the Requirements 

3.1. Security 

Since the Government have laid down that 'over the 
air' transmission will not be permitted in the United 
Kingdom, the complex coding/decoding systems and 
equipment needed for radiated transmission will not 
be considered and this paper will deal with cable 
transmission only. 

There are two main versions of cable transmission: 

(I) The multi-wire h.f. type (Rediffusion and 
B.R.W.) using receivers with a special i.f. amplifier. 

(2) Coaxial v.h.f. type (used by the remainder of the 
relay companies) using normal aerial-fed receivers. 

Multi-wire. In multi-wire working, all television 
channels are transmitted in the 8 Mc/s region, one 
channel over each pair of wires in the cable, the present 
limit being normally four channels, i.e. eight wires or 
four pairs. Whilst attractive in the first case from an 
economy viewpoint, this system is less advantageous 
for future development for, say, three pay-television 
channels plus integration with other new services. In 
this paper it is taken for granted that cable systems will 
essentially carry a minimum of two B.B.C. and one 
I.T.A. as well as pay television. 

Security, in the case of the multi-wire system, is 
simply obtained by restricting the pay-television 
channels to one (or more) pair of wires and switching 
to the receivers through suitable payment mechanisms. 
Viewers not subscribing to the pay-television service 
would not be connected to the multi-wire pair carrying 
this service. 

Special systems, the technical details of which have 
not yet been released have been developed by B.R.W. 
and Rediffusion for multi-wire operation and will not, 
therefore, be further considered in this paper. 

Coaxial. In coaxial working, several television 
channels are sent over the same cable, the number of 
channels being mainly dependent on the band-width 
and cross-modulation performance of the repeater 
amplifiers along the cable and the receiver adjacent-
channel-rejection characteristics. The proposal for 
security here is that the pay television channels should 
be transmitted on non-standard frequencies within the 
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h.f. to v.h.f. band, i.e. so that reception cannot be 
obtained on an ordinary receiver. The pay television 
control box within the subscriber's home will then, by 
means of a simple frequency changer tuner unit, 
convert the pay-television channel to an available 
channel on the receiver, i.e. one not used in that 
particular locality by B.B.C. or I.T.A. As a further 
measure of security the sound and vision carriers of 
the pay-television channel can be reversed in the 
spectrum so that they only appear in normal sequence 
when passed through the frequency changer unit. 

It is anticipated that pay television will only be 
transmitted on the 625-line system. Receivers should, 
therefore, have provision for 625-line v.h.f. reception. 
(It is understood that many so-called dual standard 
receivers only provide for 625-line reception on u.h.f.) 

3.2. Payment and Control Signals 

Provided the alternative methods of payment likely 
to be required are borne in mind in the conception and 
design of the control signal specification, there would 
appear to be no reason why, on any given town 
installation, operators should not be given the optional 
alternatives of using coin prepayment subscriber 
control boxes or credit recording boxes on the one 
cable network. On new networks or old ones suitably 
adapted, when response signals from individual sub-
scribers can be fed back over the networks (by suitable 
low-pass filters, etc.) the control system can also allow 
for central recording of subscriber accounts. Such a 
system will additionally give an almost minute by 
minute record of the viewing audience. 

In considering the specification of any final control 
signal to meet the several requirements, it is logical 
first to set down the simplest and very minimum 
requirement for a control signal and then to build the 
more complex signal on this base. 

3.2.1. Credit payment 

It will be found that a simple credit system calls for 
the minimum of complexity in a control signal, 
whereas coin prepayment requires a price-coded 
control signal. For a simple credit system with a local 
record, film, paper tape, etc., in the subscriber's home, 
all that is required is a d.c. signal which is off during 
periods of 'free' reception and on at the commence-
ment and through the run of a programme. (See 
Fig. L) 

The operation of this simple system would be 
approximately as follows: a subscriber switches his 
control box selector to the required pay television 
channel. This physical movement aligns a cam move-
ment to indicate the channel chosen. If he has 
switched on before programme commencement time 
he sees some minutes of preview and is reminded of 
the charge for the programme. He is also reminded 
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Fig. 1. Diagrams of main elements for simple local credit system for pay television. 

to press his acceptance button before the programme 
can be seen. Some 15 to 30 seconds before the pro-
gramme starts the control signal is applied; this 
energizes the 'charge' relay which opens the 'free' 
contacts and stops reception. The subscriber pushes 
the acceptance button. This is now held down by the 
energized 'charge' relay or solenoid. If the subscriber 
switched on during the run of a programme he would 
have to press the acceptance button before any 
reception could be obtained. The movement of the 
button is also used to mark or punch the film or paper 
tape which is passed slowly and continuously by a 
simple clock or similar movement in convenient 
relationship to the channel selector. 

The subscriber can now view the programme until 
its end when the control signal will release the 'charge' 
relay, the 'free' contacts making again—until the next 
programme is due, when the sequence will be 
repeated. Periodically the tape or film record will be 
collected and this will show a series of marks indicating 
the programme viewed and time of selection. Pro-
cessing this record to produce periodical accounts 
would be a simple matter. In developing more sophisti-
cated systems from this very simple and reliable one, 
it will be important to remember that any modulation 
or coding should not break the control signal for any 
appreciable length of time, i.e. so that any pulses, etc., 
can be integrated to form a continuous control current. 

3.2.2. Coin payment 

There appear to be three practical possibilities for 
coin payment systems as follows: 

Method 1. Variable length programme time for a 
given unit coin. 

Method 2. Full payment at end of programme. 

March 1964 

Method 3. Prepayment in full when viewing 
commences. 

In method 1, which has the advantage of simplicity 
of apparatus, the subscriber control box will be fitted 
with a small motor and movement similar to that used 
in an electricity supply, or television receiver rental 
meter. The time for which the motor runs is, however, 
controlled by a periodically intermittent control 
signal. Thus the charge for a programme can be 
varied by adjusting the time period expiring for a unit 
coin. 

Owing to the fact that the charge for the programme 
will not generally exactly equal the value of coins 
inserted, there can be a carry-over of coins in credit 
from one programme to the next. Alternatively, by 
viewing only part of a programme the subscriber need 
not pay in full. Thus, overall, there would not be a 
very satisfactory relationship between individual 
programme cost and coin value inserted. 

Method 2 has the advantage of requiring only one 
set of price coded information on the control signal at, 
or after, the end of a programme. This arrangement 
simplifies the subscriber control box because, unlike 
the repetitive price coded signal required for method 
3, only one price-code sequence has to be dealt with. 
The control signal, only necessary at the end of pro-
gramme, can consist of a set of relatively slow pulses 
to operate a ratchet relay or similar incremental device 
and also stop reception by some means. The number 
of pulses would equal the charge for the programme 
in units of, say, 6 pence. Alternatively, the end of 
programme price signal would be a variable length 
d.c. one, the on-time related to programme charge. 

This method, requiring payment for the previous 
programme before the next one can be viewed, is 
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considered to have operational disadvantages, parti-
cularly if a high-priced programme had to be paid for 
in order to view a much cheaper one. To ensure pay-
ment, arrangements in the control box will have to be 
made to 'hold' the subscriber until the programme end 
(even though he might switch his receiver off), and this 
also can be considered an operational disadvantage. 

Thus, method 3 becomes the preferred one from an 
operational viewpoint. Systems to cover this type of 
operation have been previously describedt and are, in 
fact, in operation in North America, particularly by 
International Telemeter. It is felt, however, that 
modifications to the Telemeter control signal specifica-
tion could make for a greater flexibility of application 
and simplification of apparatus. The requirement that 
a subscriber should be able to switch on at any time 
means the provision of a repetitive price-code sequence 
at time intervals which are negligible. In the Telemeter 
system this cycle is 6 seconds. For reasons to be given 
below, it would be desirable for this period (later 
referred to as a 'sub-cycle') to be increased to the 
order of 15 seconds. 

3.3. Universal Control Signal 

Proposals for the control signal wave form are 
shown in Fig. 2. The 8 per second 'clock pulses' form 
the basis for all information carried. It will be noted 
that the first price-pulse sequence is similar to that of 
the Telemeter system, and could be used with a coin 
mechanism of that type, i.e. a 'pricing solenoid' 
stepping up a price indicator drum in unit coin 
increments, according to the number of price pulses. 
The proposed start pricing pulse, however, is identified 
by audio modulation F 1 of the first clock pulse and 
similarly the end pricing pulse is a modulation F2 of 

t P. R. J. Court, et al., "How a closed-circuit pay t.v. system 
works", Electronics, 33, 19th August 1960, pp. 49-55. 
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Fig. 2. Proposed universal control signal waveform. 

F1, F2 and F3 represent modulation of clock pulses at suitably 
different audio (or r.f.) frequencies. F2 programme identity 
pulse can have same frequency modulation as F2 end-pricing 
pulse, because coin mechanism will not respond after receipt of 
first F2 pulse. The clock pulse rate is shown at 8 per second with 
a 60/40 duty cycle but these parameters could be varied if 
necessary. 

the price pulse, which sets the price for a particular 
programme. Twenty pulses (increments) are allowed 
for pricing purposes but this allowance could be 
extended if necessary. The further proposals, in 
regard to the development of a universal control signal, 
represent, however, a considerable departure from the 
Telemeter scheme. 

3.3.1. Coin mechanisms 

Important requirements of such mechanisms and 
associated circuitry with a system of this type are: 

(1) Price indicator mechanism must only start at 
start of price-code series, i.e. must not indicate if 
switched on during price-pulse sequence. 

(2) Having recorded price level once the 
mechanism must not respond to subsequent price-
code cycles during a given programme. 

(3) The mechanism must return to the start posi-
tion when released at the end of programme. 

For these reasons the start-pricing and end-pricing 
pulses must be readily discriminated from the actual 
price pulses by simple and reliable circuits. Figure 3 
shows the main elements of an electro-mechanical coin 
device to operate on the proposed signal. 

Various other electro-mechanical devices and 
electronic circuits for dealing with this prepayment 
type of operation will, undoubtedly, occur to design 
engineers, and it is not proposed to go into details on 
this aspect. The aim will be rather to consider the 
development of the 'universal' control signal wave-
form. 
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Fig. 3. Diagram of main elements of a coin payment system to operate on universal control 
signal for pay television. 

Operation Sequence 

On switch on: Contacts Si made (from spring return to zero 
at end of previous programme): Contacts on relay RL1 open. 
First Fl pulse to be received makes RL1 contact. This puts 
clock pulses on to relay RL2 which steps up price drum. Pawl 
relay held by control signal. F2 pulse opens relay RL1 which 
cuts off clock pulses from RL2 at end of price sequence. Further 

The coin mechanism can be considerably simplified 
and, therefore, reduced in price if designed for use 
with one value of coin (say, one florin) only. At most 
it is considered that two coin values are adequate. 

3.3.2. Programme identification 
The pulses from No. 21 to No. 120 can be used to 

identify the programme being received by a simple a.f. 
modulation of any one of the pulses. The counting 
would be from start pulse F 1 to programme identity 
pulse No. X. 

3.4. Central Recording 
In order to render subscribers' accounts based on 

information automatically returned over the cable 
networks the minimum information required is: 

A. Subscriber identity. 
B. Programme identity (where more than one 

channel is available). 
The problem is to pass this information from indivi-
dual subscribers, several hundred, possibly, being 
connected on one cable. It is not practical to have 
individual lines from each subscriber to the exchange 
—as with the telephone. The two obvious methods by 
which the information can be carried over the single 
network are: 
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Fl pulses will not repeat sequence because Si contact open. 

End of programme or switch off: pawl relay RL3 releases price 
drum to return to zero. 

Paid drum rotates according to coin value inserted. Ratchet 
contact strip holds paid drum until end of programme when 
RL3 releases both drums. Excess payment catered for by over-
travel on S2. 

(i) Each subscriber's installation responds simul-
taneously on a different frequency (which might be 
anything from a.f. to h.f.). 

(ii) Each subscriber's installation responds 
sequentially, over a relatively short time period, on 
one frequency. 

Because (i) would entail a miscellany of different 
frequencies on the network and attendant interference 
problems, (ii) is to be preferred, even though the 
sequential arrangement would appear to call for more 
complex apparatus. Basic requirements for sequential 
response signalling are (a) the provision of a periodic 
'start' sync. pulse signal from the central recording 
point, (b) variable delay devices or mechanisms in the 
subscriber control boxes which commence their 
operating cycle on receipt of the start sync. pulses, 
(c) simple response signal generator (oscillator) 
circuits in the subscriber control boxes which emit 
single pulses, the timings of which are different for 
each subscriber and are decided by the delay intro-
duced by the devices from receipt of the common start 
pulses. Short cycle times are not essential, i.e. the A 
and B information can be adequately provided on a 
2 to 3 minute cycle for all subscribers, thus quite low 
pulse repetition rates can be used. 
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The response signals emitted from subscriber boxes 
can be simple audio frequency bursts of short duration, 
i.e. 20-40 milliseconds. The actual audio frequency 
would identify the particular pay-television channel to 
which a subscriber was tuned. The subscriber identity 
would be established purely by the arrival time of the 
individual a.f. pulses in relation to the main start pulse. 
At the same time these subscriber responses would 
provide audience measurement information as between 
the channels. It would be necessary for coaxial (or 
other) cable networks using the system to be provided 
with low-pass filters, across the line repeater amplifiers, 
etc., to allow the subscriber response signals to reach 
the central recording points. 

Referring again to Fig. 2, the clock pulses are used 
as dual purpose pulses which also act as the syn-
chronizing pulses for response signalling. In the 
proposed sub-cycle time of 15 seconds, the first 2.5 
seconds (max.) would be occupied by the price pulses 
(coin operation) and the remaining 12.5 seconds for 
programme identification. At the same time the 'clock' 
pulses at a repetition rate of 8/second are available for 
response signalling to ensure further the accuracy in 
timing of the individual sequential subscriber pulses by 
triggering simple gate circuits. 

In the sub-cycle time of 15 seconds there are approxi-
mately 120 clock pulses available for subscriber 

218 

responses. Since there will often be more than 120 up 
to, say, 500 subscribers on a line, it is proposed that 
the sub-cycle is repeated four or five times to form the 
'main' cycle. To distinguish the main cycle start pulse 
the proposal is that it should be modulated at audio 
frequency F3, whereas the intermediate start pricing 
pulse would be modulated at F1 (see Fig. 4). Thus, 
using the one composite control signal waveform, it 
would be possible to use coin prepayment subscriber 
boxes, simple local credit or central credit recording 
on one cable network. 

The outgoing, narrow band, control signal could 
either be sent on d.c. or v.l.f. where line attenuation 
would be negligible, or within the television signal 
channel as an additional carrier adjacent to the sound 
carrier. 
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1. Introduction 
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Summary: The paper deals with electronic computing devices intended to 
fill the gap between the more complex mechanical calculators and the 
simpler forms of general purpose electronic computer. After a discussion 
of design considerations, the overall concept of a particular solution to 
this problem is described, with some details of the resulting equipment. 
Some configurations suitable for known applications are outlined, and 
the useful limits of the concept are discussed. 

The apparatus needed to carry out an arithmetic 
calculation may be as simple as pencil and paper or as 
complex as a large general-purpose computer. The 
purpose of the present study is to consider the design 
and use of devices lying roughly midway between 
these extremes, devices that are more complex and 
versatile than purely mechanical calculators, but 
simple enough to avoid problems which arise when a 
full size computer is used. 

Such devices seem to have received comparatively 
little attention, perhaps because electronic computing 
and processing methods show maximum economic 
advantage when they are applied on a large scale 
using standardized general-purpose equipment adapted 
for a particular purpose by suitable programming. 
The simpler, more specialized, equipment is still 
needed. 

The design of devices of this type can be approached 
in two ways, by refinement and improvement of 
mechanical devices or by simplification of ordinary 
electronic calculator techniques. In either case entirely 
new techniques and concepts arise as development 
progresses, but the two approaches never quite meet. 
The ultimate design must either be a mechanical 
device with electrical or electronic appendages, or an 
electronic device with mechanical appendages. 
Attempts to achieve a full symbiosis between elec-
tronics and mechanical devices in this field seem 
fated to failure. 

The basically mechanical approach can be illu-
strated by a device in which ordinary mechanical 
calculators are adapted by replacing the keyboard by 
a bank of solenoids and putting read-out switches in 
place of the printing mechanism. The input is pro-
duced by a similarly adapted typewriter which also 
prints out the results. The input, calculation, and 
output processes are controlled by a further switching 

t Ultra Electronics Ltd., Western Avenue, London, W.3. 

The Radio and Electronic Engineer, March 1964 

system operated by movement of the typewriter 
carriage. 

A comparable illustration of the electronic approach 
would be to use electronic logic to perform the calcu-
lation and control the action of the system. The type-
writer remains as a reminder that electronic devices 
must usually rely on mechanical input and output 
equipment, but it is outside the calculating system. 

Nevertheless, the typewriter will limit speed and 
make enough noise to render the silence of the elec-
tronic calculator of little value, and it might seem 
that there is no point in using electronics in such a 
case as this. If the calculations are extremely simple, 
the mechanical device will probably be quite adequate, 
but for more complex requirements the electronic 
approach can show considerable advantages. 

Taking a topical example, there is much concern 
over the impending plan to decimalize currency. An 
electronic device can convert pounds, shillings, and 
pence to decimal form as the figures are typed, and 
re-convert the result of a calculation to sterling 
without delaying print-out perceptibly. At the touch 
of a switch, moreover, it can handle decimal currency 
with equal ease, this facility having little or no im-
pact on manufacturing cost. 

This example shows that fast calculation may be 
useful, even with a typewriter-controlled system, 
and it also illustrates the basic flexibility of the 
electronic method. These assets show to even greater 
advantage where part of the input data is read 
automatically from punched tape or card, especially 
if this method is taken to the point where the type-
writer is not connected directly to the calculating 
system, and merely used for tape preparation and 
print-out from tape. 

A potential user may well question the cost of the 
advantages conferred by electronics. A completely 
valid comparison with mechanical calculators is 
rarely possible, since performance is rarely comparable, 
but it is only to be expected that electronic devices 
will often show a higher cost. The increase can be 
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Fig. 1. The Contotronic computer. 

kept within reasonable bounds by careful considera-
tion of the essential requirements, and in the more 
complex configurations the electronic equipment 
may well be cheaper than the mechanical equivalent. 

Initial cost, however, is not the only economic 
factor. Electronic devices do not suffer the effects of 
constant mechanical wear, and therefore require 
less maintenance. A greater degree of automatic 
operation can be achieved by electronic systems, thus 
reducing the amount of skill needed to work them. 
Since the operator's wages often represent a high 
proportion of total running costs, this may be of 
appreciable significance. 

In general, it can be expected that electronic 
methods will offer advantages where: 

(a) The calculations are fairly complex (for 
example, sterling invoices). 

(b) The volume of work is sufficient to ensure that 
increased operating speed is put to good use. 

(c) The nature of the work is such that a fair 
degree of automatic operation is possible. 

The rest of this paper describes a particular series 
of devices aimed at making the most of the potential 
advantages of the electronic approach. 

2. Logical Design 

2.1. Limits of Study 

The work to be described began as a general study 
of electronic calculating methods. The aim was to 
determine whether such methods could be used with 
advantage in place of electro-mechanical calculation. 
An arbitrary upper limit of selling price was set at 
£5,000, this being inclusive of input and output 
facilities. 

Initially, there was no special bias towards com-
mercial, technical, or scientific applications, and 
problems from each of these fields were considered in 
assessing various configurations. 

Apart from such particular studies, the investiga-
tion was conducted on a broad basis, an important 
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objective being to determine which methods offered 
the lowest cost compatible with sufficient reliability, 
flexibility and speed for serious use in a wide range of 
applications. 

2.2. Basic Approach 

It became apparent from the outset that an early 
decision must be taken regarding the basic type of 
equipment to be developed. The choice lay, broadly 
speaking, between: 

(a) The orthodox computer approach, with simple 
storage and centralized arithmetic logic. 

(b) Combined storage and arithmetic logic. 

Examples of these alternatives are outlined in Fig. 2. 
The orthodox system in Fig. 2(a) needs little comment. 
Numbers may be stored in any location, but must be 
brought into the accumulator or register for addition 
or subtraction, these being used alternatively in 
multiplication and division carried out on an iterative 
basis. 

ACC UMULATOR 

REGISTER ADDER 

(a) Orthodox computer system. 

DECADE 

COUNTER 

PART OF 

SOURCE 

STORE 
0 CAR RY PATH 

DECADE 

COUNTER 

 H DECADE COUNTER 

4 

PART OF 
RECEIVINGe 
STORE 

 H DECADE COUNTER 

INPUT 

OUTPUT 

CARRY 
PATH 

(b) Combined arithmetic and storage logic. 

Fig. 2. Alternative types of calculating system. 

The system shown in Fig. 2(b) operates on a basis 
of addition by counting. Each storage decade can 
signal its contents as N by producing a train of N 
pulses. These are added to the count in the corres-
ponding decade of the store to which the number is to 
be added. Subtraction can be obtained by using 
complementary pulse trains, and 'carries' are handled 
as for normal decade counters. This is sometimes 
known as the 'abacus' or 'cross counting' method. 
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This type of system has been used in small calculat-
ing devices, particularly in special-purpose devices, 
where the number of transfer routes is small. Three 
types of decade store have been used: 

(a) 10-state stores in which the state is indicated 
by position (e.g. dekatrons). 

(b) 10-state stores in which the state is indicated 
by voltage level (e.g. step counters). 

(c) 10-state counters, constructed from bistable 
circuits. 

Of these, only the last can be considered as satis-
factory in the present context. The 'position' devices 
(a) are either too slow or too expensive, and the 'level' 
devices (b) are not considered reliable enough in 
extended service. 

The same bistable circuits, however, can be arranged 
to form shift registers storing binary code and working 
with centralized arithmetic, and in devices on the scale 
envisaged here the cost of this approach is less be-
cause the transfer gating is much simpler. On balance, 
it appeared that the centralized arithmetic technique 
offered the best choice. 

2.3. Number Representation 

In a large computer, the cost of storage is of major 
importance, and pure binary number representation 
offers maximum economy. The resulting need for 
conversion between binary and decimal representation 
at input and output is an insignificant addition to the 
overall program. 

In the relatively small device under consideration, 
on the other hand, the cost of storage is less significant, 
whereas binary/decimal conversion may represent a 
considerable extension of the calculating facilities. 
Pure binary notation is not such an obvious choice in 
this case. 

By arranging the storage bistable circuits to form 
4-channel shift registers, a binary-coded decimal 
notation could be used. This requires 20% more 
bit-storage locations than a corresponding binary 
system, but the shift-pulse rate can be appreciably 
lower for a given word transfer time, allowing the use 
of cheaper bistable circuits. 

This arrangement was adopted; it allowed a simple 
input/output process, requiring only the reversal of 
decimal-digit order, and permitted a simple means of 
reading out store contents directly when checking 
operation of the equipment. 

2.4. Addition 

Adoption of 4-channel binary-coded-decimal work-
ing entailed the use of a decimal adder. Two types 
were considered, one working on the basis of cross-
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counting and the other on the tabular basis, in which 
a logic analogue of the addition table is used. 

The latter type had the advantages of being more 
amenable to circuit standardization (Fig. 3). It 
consists basically of four full binary adders, to which 
are fed the two binary quartets to be added and any 
'carry' from the previous pair of decimal digits. 

The output of this arrangement is correct if there is 
no output 'carry', but where the sum exceeds 9 the 
result will be in pure binary, not in binary-coded 
decimal. For example, 7 + 8 = 15 will produce 1111, 
whereas what is required is 0101 with a decimal 
'carry'. 

The full adders are therefore followed by further 
adder elements which are arranged to add 6 to the 
original result if it exceeds 9. Thus, in the case 
quoted, 15+6 = 21 = 16+5. The most-significant-
bit, representing 16, spills over to provide the output 
carry, leaving the result as 5. 

The complete analogue, including all adder and 
detector elements, is built up from 20 identical gate 
elements, each of the (ab + cd) type. (The output is 
reversed if a and b or c and d are in the ' 1' state.) 
Identical elements built in sets of four, are also used 
to control signal routes and for such purposes as 
generating complements for subtraction. The com-
plete adder complex, including the adder proper, 
complementer, sign logic and routing gates, uses 68 
of these gates (Fig. 4). 

Subtraction is performed by complementing each 
decimal digit with respect to 9 and adding the result. 
To save the need for 'carry round' from the most 
significant digit, a false carry is generated to add 
unity to the least significant digits. The result is that 
the system works effectively in complements with 
respect to le, where the word length is N decimal 
digits. The 'carry' from the most significant digit is 
used only to control condition programme branching 
and sign logic. 

The basic arithmetic consists of two storage loca-
tions, the accumulator and register, which can be 
used separately or coupled in series for double-
length working and other purposes. Either store 
can be fed into the adder, with data from any other 
storage location, the sum being returned to the 
original source store. 

2.5. Storage 

The accumulator and register are identical four-
channel ten-stage bistable shift registers. The same 
configuration, with one extra stage, is used for the 
input and output stores, which are required for trans-
fer speed adjustment and number reversal. Units 
identical to the accumulator can be used to provide 
up to two backing stores in small configurations. 
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Where more than two backing stores are needed, 
the shift register, based on bistable circuits, becomes 
uneconomic and, to provide further storage, a 16-
address core store was created. The number of addres-
ses was chosen arbitrarily to meet experimental 
needs, but has since proved suitable for production 
requirements. 

The core-store unit includes a standard shift-register 
store into which the contents of one core-store address 
can be transferred by a single pulse, after which 
transfer occurs to another location normally. The 
original contents can be read back into the core store 
to obtain non-destructive readout. 

The shift-register stores, complete with access and 
circulation gates, show a manufacturing cost of about 
35s. per bit, while the core store reduces this figure to 
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Fig. 3. Decimal adder. 

 0 ' 2' 

 0 '8' 

about 7s. 6d. (These are initial manufacturing costs, 
based on limited production.) 

2.6. Program Control 

The basic needs in respect of programming were: 
(1) The program must be simple to set up. 
(2) It must be economic. 

(3) It must be possible to modify programs by 
external signals. 

The normal technique of stored programming, 
using the same stores as those holding numeric 
words, was considered and rejected. Instead, a pro-
gramming system was built up on the basis of a matrix-
type plugboard. This offered a form of fixed storage 
at an economic price, and matched conveniently 
with sub-routine groups constructed on the same 
basis but with only the essential links wired in. 
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Each store location was numbered, as follows: 

00(0000) 

01(0001) 

02(0010) 

03(0011) 

04(0100) 

Unity generator/Drain. 

Input 1/Output 1. 

Input 2/Output 2. 

Accumulator. 

Register. 

05(0101) 
15(1111)1Core stores for normal access. 

}Core stores only accessible via sub-routines. 

The instruction word begins with a specification of 
the sending address, followed by the receiving address, 

00.02,04.06 
IIRA•03SSA•03 

each being represented by a four-bit binary group. A 
third similar group follows to specify the operation 
required. 

0000 Add 0100 Shift x 10 

0001 Add, clear SA 0101 Shift+ 10 

0010 Subtract 0110 Shift x 10N 

0011 Subtract, clear SA 0111 Shift+ 10N 

1000-1111 Sub-routines, including multiply and 
divide. 

The instruction word is completed by a branching 
signal identification (if required) and a branching jump 
instruction stating the next row to be selected if the 
identified branching signal is on. 

LONG SHIFT 
OR R• 03 

06•03   
LONG SHIFT 

0002.0406 

ACCUMULATOR 03 

MI TRIG 

S6.03 

ZERO 
DETECTOR 

ZERO 
ZERO II 

56•04 

LONGSH1F 
OR RA • 0 

LONG SHIFT 

HMV 

REGISTER 04 

SIP TRIG 

R• • 03 OR 04 

02,03 
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Fig. 4. Complete adder complex. 
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Fig. 5. Block diagram of complete system. 

The basic system used in the experimental unit 
provided 32 program rows, with up to 8 backing sub-
routines, which could be varied to suit the application. 
Later models either eliminated the plugboard entirely 
for a fixed purpose machine, or introduced a third 
programming 'level', to facilitate use of 'third level' 
sub-routines by 'second level' sub-routines. The basic 
principle remained the same, however. It has proved 
sufficiently flexible, and although a few 'special' 
instructions have been found useful these are not 
essential. 
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2.7. Overall Concept 

The complete scheme may be illustrated by one of 
the possible simpler configurations (Fig. 5). This has 
two backing stores, and is intended for invoicing and 
similar calculations. 

Incoming data are fed to the input store, where the 
order of the digits is reversed. The store may be 
cleared immediately prior to the arrival of a number 
for use in calculation; the input may, therefore, be 
connected permanently to an information highway. 
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The first digit fed on after clearance is shifted to the 
least-significant (output) end of the store. The second 
digit is shifted to the same position, the first moving 
one place towards the most-significant end of the store. 
After the whole number (which may be of any length 
up to 10 digits) has been fed in, the end of the number 
and its sign are signalled. The number may now be 
read into the calculating system proper, the least-
significant digit leading, as is necessary for the calcula-
tion processes. 

Meanwhile, a signal from the information source has 
stated the operation to be performed, setting the 
program control matrix to an appropriate row. As soon 
as completion of the input process allows the program 
to proceed, the instructions set up for the selected 
row are carried out. When the arithmetic operations 
are complete, the program will move to a new row 
called up by the last instruction. When the sequence 
of instructions is complete, the program returns to 
row 0, which is a 'waiting row', giving no instructions. 

When a result is available, it is transferred to the 
input store one digit at a time, reversal of digit order 
occurring as before, then read out at a speed appro-
priate to the associated equipment. 

The scheme is clearly open to many variations. In 
this case a common input/output reversing store is 
adequate, because the unit is normally tied to a type-
writer, and input and output never occur simul-
taneously. When working with tape, separate input 
and output channels would allow faster working. 
With another 14 backing stores no basic difference 
in the system is needed although the program needs 
to be more complex. 

Most of the circuit elements required were either 
bistable or gates of the (ab + cd) form already discussed. 
The design study had shown the need for system 
clock speeds in the 10-40 kc/s region. This called 
for a maximum response time in the individual 
circuit elements of about 5 its, since several elements 
must act sequentially in the intervals between clock 
pulses. 

To meet this need simple transistor/diode logic 
was chosen. No attempt was made to carry circuit 
standardization to the ultimate limit, and the bi-
stable circuits and gates were designed independently 
for minimum cost compatible with required perfor-
mance. The success attained may be judged from 
production cost: each bistable, complete with steering 
gates, costs less than £ 1, and each gate complex, with 
two inverters, costs approximately 25s. (These figures, 
again, are based on limited production.) 

These two circuit elements make up some 70 % of 
the equipment. The remaining circuit groups include 
matrices for encoding and decoding, special amplifiers, 
and pulse generators. 
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In addition to the calculating devices, the circuit 
elements also serve for a variety of other types of 
equipment. The typewriter/tape desks used in 'on-
line' configurations require some specialized elements 
for solenoid drive, but are otherwise built from 
standard circuits, which are also used in the construc-
tion of test gear. 

The combination of printed-circuit boards into 
convenient sub-units was based, as far as possible, on a 
logical grouping of the various parts of the system. 
The most widely used group is the shift-register 
store, complete with access and circulating gates and 
pulse generators. The core store is built in two similar 
sub-units. 

Wherever possible, the sub-units were made suitable 
for more than one system configuration. Thus it was 
possible to establish quite rapidly a number of 
configurations of varying price, complexity and 
capability, so allowing a wide coverage of the in-
tended field of application. 

The configurations established have either two or 
sixteen backing stores, are arranged to work `on-line' 
with a typewriter, or with readers and punches for 
'off-line' working, and have either preset or change-
able programming. A word length of 10 decimal 
digits is normal, but this could be changed without 
difficulty. 

3. Equipment 

It was clear from the start that standardization of 
circuitry must be sought in some degree. A standard 
rack system was already in existence, based on printed 
circuit boards measuring approximately 10 in x 5 in 
(Fig. 6). These fitted into a connector across the 
narrow dimension, and were retained in nylon 
guides held in metal framing. The framing itself 
was designed to fit 19 in racks or be built into one of 
two sizes of free-standing case. 

Examination of the first logic diagrams showed that 
this system alone would not suffice, so sub-units were 
devised to hold smaller printed-circuit boards mea-
suring 4 in x 4.7 in (Fig. 7). The sub-units used the 
original nylon guides, and were connected up by 
multi-pin connectors. The circuit boards were, set 
parallel to the front plane of the rack and were con-
nected up entirely by soldered cables. 

The use of edge connectors for each board was 
avoided, since experience had shown that a high 
proportion of the faults which would require servicing 
attention could be traced to the use of edge connectors 
on the larger boards. 

Eliminating these connectors makes access for 
servicing a little more difficult (although it reduces the 
need for such access) while giving improved reliability. 
It also cuts the cost by some 10%. 
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Fig. 7. Sub-unit rack with printed circuit board. 

Fig. 6. Experimental unit. 
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4. Applications 

There are so many possible applications of this 
kind of device that an exhaustive review would be too 
extensive for inclusion here. Some particular cases 
will be examined, however, to indicate, in very approxi-
mate terms, the circumstances in which such devices 
can be used with advantage. 

4.1. Invoicing 

The configuration already taken as an example of a 
complete system was designed for invoice calculations. 
For very simple invoices in decimal currency electro-
mechanical methods are quite adequate, although 
simplified forms of electronic multiplier are being 
used to reduce the calculation time. Where the invoice 
is in sterling, or where complex quantities are used, 
electronics begin to show an advantage, especially 
in simplicity of operation. 

Two invoicing configurations have been set up. 
The simpler form, with two backing stores, covers 
sterling and decimal invoices having only one running 
total, with facilities for calculating percentages up and 
down on either the gross or the net total. The calcu-
lating unit is associated with a typewriter desk 
having facilities for tape or card input and output, 
allowing much of the necessary data to be fed in 
automatically, while a tape record can be created for 
subsequent checking or other processing. In the 
extreme, the operator only needs to hand-set quanti-
ties, the rest of the operation being controlled auto-
matically. 

The other invoicing configuration has 16 backing 
stores, and deals with three running totals, purchase 
tax and other 'line percentage' calculations, group 
totals and discounts, complex quantities, such as 
areas or volumes in feet and inches, and also provides 
day totals. 

A most interesting point is that the more complex 
calculator only costs approximately 25 % more than 
the simpler system, the considerable extension of the 
facilities requiring the use of only a 16-address core 
store (in place of the original two shift-register stores) 
and an extended programme. It does require more 
operator training, however, due to its greater versa-
tility, and the simpler machine may therefore be 
preferable in some cases. 

Either of these machines can be readily re-pro-
grammed for other types of work, and a simple 
independent keyboard and visual readout can be 
fitted to allow them to be used as separate calculating 
devices if the occasion should arise. 

4.2. Other Commercial Work 

The configurations described above are equally 
suitable for other commercial work such as dividend 
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calculations, preparation of statements, and in many 
instances no alteration to the internal program needs 
to be made. 

Payroll and personal income tax problems have been 
considered in relation to the same devices, but it was 
found that these could be handled more effectively by 
a version with more flexible programming facilities 
and tape input and output. This equipment, using 
medium speed tape reader and punch, can deal with 
1000 feet of tape in 20-30 minutes. In income tax 
problems, the tax code number is replaced by 'annual 
free pay', the rest of the calculation presenting no 
difficulty. 

4.3. Experimental Test Results 

In such work as aero-engine testing, particularly 
in the development stage, large masses of data have 
to be processed before the results of the test can be 
determined. If. as in one case, test results have to be 
passed to a computer centre for analysis, the resulting 
delays may be serious. 

Much work of this type can be handled by the 'on-
line' typewriter configurations, especially where the 
bulk of the intermediate results are required in printed 
form. It may, however, be better to use the 'off-line' 
tape version, with an independent print-out unit for 
recording final results. 

4.4. Sorting and Merging 

There are many potential advantages in the use of 
paper tape as a means of data storage, especially 
where block lengths vary considerably, providing 
that the following operations can be carried out: 

(a) Sorting the items into a pre-determined order. 

(b) Checking that the sequence is correct. 

(c) Selecting a given item or class of items. 

(d) Merging two streams of data into sorted order. 

The essential common factor in all these operations 
is the comparison of pairs of block references, which 
may be alpha-numeric. The 'off-line' configuration 
can handle numeric references without difficulty, and 
can be readily adapted to compare 8-bit code groups 
by programming the stores to work in pairs, the input 
and output channels being duplicated. 

4.5. Unsuitable Applications 

The equipment described has insufficient storage 
to invert large matrices or store tables of constants, nor 
would any appreciable increase in storage be justifiable 
with the present programming arrangements. At the 
other end of the scale, it cannot compete with a simple 
add-list machine on its own ground. 

It is difficult to define the limits of utility more 
precisely in general terms. A 'second-generation' 
device, particularly appropriate to the 'on-line' 
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configurations, is already under review, and this and 
similar future developments will extend the range of 
applications appreciably. 

An ultimate objective might well be a fully electronic 
desk calculator which can compete in terms of price-
for-performance with the more sophisticated mechani-
cal equivalents, while retaining the flexibility, 
reliability, and checked accuracy possible with ortho-
dox computer methods. This objective is not yet within 
reach, but neither is it entirely out of sight. 

5. Conclusions 

The fundamental decision to use centralized arith-
metic places a limit on the degree of simplification 
which can be justified economically. A simple one-
store adder system still requires an adder unit and in-
put/output facilities, and the optimum approach to 
this type of requirement would be quite different. 

A system based on distributed arithmetic would 
compare more closely with mechanical-calculator 
methods, and if the initial object had been a frontal 
attack on the mechanical-calculator market this 
system might have been a better choice. 

Such a frontal attack, however, was not envisaged. 
An essential feature of the project was that it should be 
possible to provide a fair number of holding stores, 
with corresponding programming complexity. This 
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caters for a field in which there is little to attack, 
except for a few specialized electro-mechanical 
hybrid systems. 

In relation to the small full-scale stored program 
computers, the cost of the devices described herein is 
comparatively small. The saving has been achieved by 
drastic reduction in storage, by simplified program 
methods, and by accepting a lower working speed. 
These can be off-set to a considerable extent by 
proper work organization; the equipment has cap-
abilities which are well beyond the limits which might 
be expected on casual consideration. 

It is doubtful whether these capabilities have been 
fully charted, since there are many possible fields 
of application still to be studied. The boundaries 
already known enclose a large enough area to indicate 
that the low-price electronic calculator has a definite 
job to do, and can offer economic advantages in many 
applications. 
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Summary: The attenuation of transmission lines used for telephone 
transmission varies very nearly as the square root of frequency when 
dielectric loss is small and conductor resistance is controlled by skin 
effect. In this paper the maximum number of telephone channels which 
can be obtained on such a line using a.m.-f.d.m., f.m.-f.d.m., and p.c.m.-
t.d.m. is calculated as a function of line attenuation at a reference fre-
quency, transmitted power level, and signal/noise ratio. At moderate 
and high transmitting levels s.s.b.-a.m. usually permits the greatest 
number of channels to be derived. 

1. Introduction 

Long-distance telephone transmission systems oper-
ating over land lines and sea cables have, for about 
40 years, made use of single-sideband suppressed 
carrier (s.s.b.) modulation, since this requires a 
channel bandwidth very little greater than the band-
width of the telephone signal itself. The bandwidth 
utilized by each channel of such a carrier system, 
when operating over long lines is kept to a minimum 
because of the rapid increase of line attenuation with 
increasing frequency. (We exclude from considera-
tion here those waveguide systems in which the 
reverse is true.) 

In considering the application of some modern 
modulation techniques to line transmission one 
recollects the ability of some forms of modulation, 
such as f.m. for example, to operate under conditions 
of low carrier/noise ratios. This ability is always 
obtained at the expense of an increased bandwidth 
requirement for the modulated signal. Here are two 
conflicting factors; with signals such as f.m. where 
bandwidth may be exchanged with signal/noise 
ratio, it is obvious that there will be an optimum 
arrangement which will give a maximum number of 
channels in a line transmission system. Since the 
attenuation-frequency characteristics of transmission 
lines can often be represented in a mathematically 
simple form, the problem can be dealt with mathe-
matically. This has been done for f.m. in this paper; 
and comparisons are drawn with the channel capacity 
obtainable with s.s.b., d.s.b. and pulse-code modula-
tion (p.c.m.). 

t Research Laboratories, Australian Post Office, Melbourne, 
Victoria. 
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The calculations are made on the assumption that 
the line noise spectrum intensity and the available 
transmitter power are the same at all frequencies. 

In a long system, repeaters must be inserted at 
intervals to overcome the line loss; if these repeaters 
are identical then their maximum amplification must 
be equal to the maximum line loss of one repeater 
section. Therefore a system using wide bandwidths 
must either use high-gain repeaters, or repeaters 
must be inserted at frequent intervals. (Cross-talk 
considerations tend to limit the maximum gain which 
can be used in a repeater.) In long systems where 
repeater cost is an important part of total system 
cost, this consideration leads to the use of the mini-
mum-bandwidth system, i.e. s.s.b. But in short 
systems repeater cost may be sufficiently unimportant 
so that wide-band systems can be seriously considered. 

2. Propagation Constant of Transmission Lines 

The propagation constant of a transmission line 
can be expressed in terms of its 'primary constants' 
per unit length, namely the series inductance (L), 
the shunt capacitance (C), the shunt conductance (G) 
and the series resistance (R). At frequencies for 
which 2,71fL > R and 2nfC G (this applies over a 
very large part of the frequency spectrum of the 
systems considered in this paper), the propagation 
constant is given sufficiently well by the well-known 
equation 

P = I(RIZo+ GZ0)+j2irf‘ALC)   

where Z0 = ,i(L/C), the characteristic impedance of 
the transmission line. If, further, the dielectric losses 
of the line, expressed by means of the primary con-
stant G, are negligible as is frequently the case, then 
the real part of the propagation constant is directly 
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Fig. 1. Attenuation of some typical transmission lines. 

Curve (A) 10 miles of trunk coaxial cable (I in polythene disk 
insulated). 

Curve (B) 50 miles of trunk aerial line (200 lb hard-drawn 
copper). 

Curve (C) 2 miles of local trunk cable (10 lb paper insulated 
quad local). 

proportional to R, the conductor resistance. The 
variation of R with frequency is controlled primarily 
by skin effect. If the skin depth is small, as at high 
frequencies, then R is proportional to ,/F and hence 
the attenuation constant R/2Z0 is proportional to the 
square root of frequency. This fact enables us to 
calculate the width of the usable spectrum and hence 
the telephone channel capacity of such a transmission 
line. 

Figure 1 shows the attenuation-frequency relation-
ships for some typical transmission lines. In this 
paper the attenuation-frequency relationship is ex-
pressed by 

= oeiV F  (2) 

where Fis the frequency in Mc/s and cci is the attenua-
tion in decibels at 1 Mc/s. 

3. Noise Level at the End of a Repeater Section 

In this paper, it is assumed that the noise arising in 
the transmission line has the characteristics of thermal 
agitation noise. At the end of a repeater section the 
transmission line will be terminated by a receiving 
amplifier and equalizing networks. The repeater 
section, though having a finite transmission delay, 
will produce no attenuation and no phase distortion 
from a low frequency (assumed here to be indistin-
guishable from zero frequency) up to the maximum 
frequency F, required by the transmission system. 
At the output of the repeater section the noise power 
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per unit bandwidth will be proportional to 
exp (0.2303oci,/F). (See Fig. 2.) 

Denoting the frequency spectrum bandwidth of a 
single telephone channel (usually 4 kc/s) as F„ Mc/s 
and Li as the line noise level in decibels in this band-
width, the total noise power at the end of the repeater 
section can be obtained by integration of the above-
mentioned exponential relationship. 

Thus the noise power in an elemental bandwidth 
dF 

dF at the receiving amplifier input is —F,, . 10111° units 

of reference power (e.g. milliwatts). At the repeater 
section output the total noise power P, is 

F2 

Pi f 10141° . 10"1411° dF 

F1 

F2 

(3) 

= 1014/"/Ft, f 1021h1dF  (4) 

Fi 

This may readily be evaluated by a change of variable. 
Putting 104/1° = exp (0.23034) we have 

2 exp (0.23034) 

= (0.2303)2a î 

x [(0.2303ccifi— 1) exp (0.2303Œ 1\/F)] 

 (5) 
For the frequency range 0 to Fi Mc/s, the noise level 

L, = 101g Pi 

= 4+15.76+ 

+ 101g (0.2303ccifi, — 1)(exp 0.2303ociNift) + 1 

Fi,od 

where x' means 'log10 x'. 

LINE 

TRANS ! 
AMP. I 

Fi  

LINE 

ATTENUATION 

FREQUENCY F 

REC. ATTEN 
AMP. EQUALZR. 

1 REPEATER SECTION 

OUTPUT 
NOISE 
POWER 
DENSITY 

DELAY 
EQUALZR. 

FREQUENCY Fe ••• 

Fig. 2. Conditions in a line repeater section. 
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For values of line loss (c(3.[É,) greater than 10 dB 
it is sufficiently accurate to omit the + 1 term, giving 

= Li+ + 15.76+ 101g0.2303a,,— 1•••(7) 
Faccl 

Where, in the following, the noise level in a narrow 
channel of width (F2 —F3) centred on the carrier 
frequency F is required, the following approximation 
is used 

L, = Li+ otifFe+ 101g [(F2—F,)/Fa] (8) 

4. Circuits Provided by Single-sideband 
Suppressed Carrier 

For circuits provided by single-sideband suppressed 
carrier (s.s.b.) systems a channel of bandwidth equal 
to Fa is required in the line frequency spectrum for 
each telephone circuit provided. Let na be the total 
number of s.s.b. circuits provided and L, be the 
transmitted level in decibels; then, at the centre 
frequency of the highest frequency channel, the level 
at the input to the receiving amplifier will be 

L, = Ls— cei\l[Fa(na— 1)] 

If Li is the line noise level in the band occupied by 
this channel then the signal/noise level separation 

Sr = L,— = (Ls— Li)— cc i\l[Fa(na-1)] 

(L3—L1) is the signal/noise level difference at the 
sending end and we write this as Ss. Thus 

Sr = Ss— cci,I[F,„(na-1)] 
and hence 

(Si— S,)2  
na — 2 ± F„ 

(9) 

In order that useful comparisons may be drawn 
between s.s.b. and frequency modulation (f.m.), 
is to be understood as referring to the sending level 
for circuit overload and not to the usual `line-up 
level'. A corresponding interpretation is to be 
placed on S, and S. 

5. Circuits Provided by Frequency Modulation 

5.1. Bandwidth Required per Channel 

We concern ourselves here only with f.m.-f.d.m., 
i.e. channels multiplexed on a frequency-division basis 
after frequency modulation. 

In radio-telephone practice, the bandwidth require-
ment in Mc/s is accepted' as being 

B = 2F,(1+mK)  (10) 

where m is the f.m. index and K is a constant, usually 
1.0 for commercial telephony. 

The practical effect of band-limiting in f.m. chan-
nels is to cause non-linear distortion; this matter is 
well treated by Küpfmüller.2 
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For small values of modulation index used in 
narrow-band frequency modulation (n.b.f.m.) we may 
put K = 0 and therefore transmit only the first pair 
of sidebands at the highest modulation frequency. 
The resulting distortion of a single frequency modu-
lating signal is predominantly third order and is 
given' by 

k3 = Pl(In)]/[g(m)+2*m)]  (11) 

In eqn. ( 11), k3 is the distortion factor for the third 
harmonic and Jo represents the Bessel function of the 
first kind and order zero. The permissible value of 
k3 at full deviation may be inferred from specifica-
tions' for non-linear distortion in the circuits pro-
vided by multi-channel s.s.b. carrier telephone systems. 
A distortion factor of 0.05 at a signal level 2 dB 
below the onset of channel limiting is specified. 
Applying eqn. ( 11), we find that for n.b.f.m. trans-
mitting only one pair of sidebands, k3 = 0.05 when 
m = 0.45 and hence the maximum modulation index 
must be restricted to 0.45 x 102/2° or 0.57. For 
'white' noise, f.m. at a modulation index of 0.57 gives 
a signal/noise ratio very nearly equal to that provided 
at the same carrier level by double-sideband ampli-
tude modulation, which of course requires the same 
bandwidth as n.b.f.m. The use of n.b.f.m. at modu-
lation index less than 0.57 does not permit any 
further reduction in bandwidth. 

At low received carrier levels, the use of w.b.f.m. 
(wideband f.m.) is necessary in order to obtain the 
desired noise improvement available with f.m. For 
w.b.f.m., using the recommended value of 1.0 for 
K in eqn. ( 10), the channel bandwidth is such as to 
permit at the highest modulation frequency, the 
transmission of two pairs of sidebands for m = 1, 
and so on. The non-linear distortion which results 
can be calculated2 from 

k3 = [6/m1 [ J« - 2(m) • Jn+i(m) + 
+ 4-1(m) • in + 2(m) + J.(m) • J+ 3(m)] • • .(12) 

where n is the number of pairs of sidebands trans-
mitted. The following results are obtained for some 
integral values of m. 

nt k3 

1.0 

2.0 

3e 

4.0 

0.097 

0-067 

0.050 

0.039 

When it is remembered that, for channel band-
widths determined by eqn. ( 10), the above distortion 
factors apply to the maximum modulation frequency 
transmitted at full deviation and that the distortion 
factor for lower modulation frequencies is less (be-
cause of the greater number of sidebands accepted 
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by the channel), the recommended value of K in 
eqn. ( 10) represents a reasonable compromise. 

5.2. Channels Available with F.M. at Constant m 

If n1 channels are provided using the whole of the 
available spectrum from zero frequency and if all 
channels use the same deviation and bandwidth, then 
the carrier frequency of the highest channel will be 

= nf[2F„(1+ mK)] —F„(1+ mK) 
= (2n 1— 1)(1 + mK)F„  (13) 

At this frequency the received carrier level at the 
input to the receiver amplifier will be 

L, = L—ai'/F,, 
= Ls— 21\1[(2n f — 1)(1 + mK)F  (14) 

If the line noise level is Li dB for a bandwidth of F„ 
then it will be Li+3.01 dB for the bandwidth required 
for d.s.b.-a.m. The signal/noise level difference for 
d.s.b.-a.m. is 

Sam = L,— (Li+ 3.01) 
= Ls— al\/[(2nf —1)(1+ mK)FJ — (Li+ 3.01) 

and for f.m. of modulation index m, with 'white' 
noise, the derived circuit noise, expressed in decibels 
below a tone producing full deviation is 

S, = Sam + 201g m N/ 3 

= Ls— oci,1[(2n f — 1)(1 + mK)F,1-

- Li+ 201g m‘,/3/2 ...(15) 

Thus, with Ls—Li = 

n = [Ss— S,+ 201g m.,73/2]2/[aî 2F„(1 + mK)] 
 (16) 

where the levels are expressed in decibels, al is the 
line attenuation at 1 Mc/s and F„ is the derived circuit 
bandwidth. 

If, in eqn. ( 16), we put m = 0.57 and K = 0 then 
the resulting expression gives the number of n.b.f.m. 
channels available 

n„= (Ss— S,- 3•14)21(c< . 2F„)+ I  (17) 

There is a value of m which, in eqn. ( 16), gives a 
maximum value of n.r. This optimum value, mo, is 
given by 

mo K[S,— S, + 201g 17-38] — 17.38 = 
 (18) 

Note that the optimum value of modulation index is 
independent of the attenuation cc i of the transmission 
line. A plot of (Ss—S,) against mo, for K = 1 and 
K = 2 is given in Fig. 3. 

In Appendix 1 the effect of the f.m. threshold 
phenomenon on the validity of eqn. ( 18) is considered. 

For practical values of (S,— S,), systems using 
constant deviation f.m. (i.e. the same modulation 
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Fig. 3. Optimum modulation index for constant-deviation 
f.m. channels. 

index in all channels irrespective of the position in the 
frequency spectrum) do not yield as many circuits as 
s.s.b.-a.m., n.b.f.m. or f.m. with frequency deviation 
adjusted in each channel to suit conditions applying 
in the relevant part of the spectrum. This latter 
case will now be considered. 

5.3. Channels Available with F.M. (Adjusted m) 

In this case we suppose that the modulation index 
in each channel is so adjusted that the desired signal/ 
noise ratio is just reached in each channel. This 
requires that the modulation index and channel 
bandwidth are increased as the channel carrier fre-
quency is increased. There is, however, nothing to be 
gained, as explained in the discussion of n.b.f.m. from 
using modulation indices less than 0.57. A transmis-
sion line fully loaded with 'adjusted m' channels 
would therefore, in the lower part of the frequency 
spectrum, utilize n.b.f.m. channels, the number 
available being given by eqn. ( 17). In the upper part 
of the spectrum, w.b.f.m. would be required. 

The modulation index required in any channel to 
produce a desired value of S, can be obtained by 
rearranging eqn. (15), writing for the expression 
(2n1-1)(1+mK)F„ the channel carrier frequency F. 

S, = Ls— (Xi N. — Li+ 20 lg m•/3/2 

= Ss—aiN/F+201g m + 1.76 

Therefore 

lg m = (S,— Ss+ ai 1.76)/20 

Hence 

(19) 

m = exp [(S,— S, + — 1.76)/8.686] (20) 

The channel bandwidth required is obtained by 
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inserting the value of m given by eqn. (20) into 
eqn. ( 10). The number of f.m. channels per mega-
cycle is then 

1 1 

B = 2F„(1+ mK) 

1 

2F„{1+ K exp Ss+ 1.76)/8.686]} 

1  
,_ (21) 

2F„ {1 + K exp IS,—S5— F761 exp   
8.686 8.686il 

The total number of channels which can be accom-
modated between two frequency limits F,„ and F2 is 
therefore 

F2 

= f dF  
1.76 

Ft 2F„{1+ Kexp exp   
8.686 8.686 

 (22) 

This integral is-of the form 
F2 

i r 1+ M exp (MN/F.) nw = 

Ft 

dF 
 (23) 

where M and N are independent of F. The method of 
solution is outlined in Appendix 2. The result is 

nw = [(F2—Fi)/2Fv]— 

— [8.686/Fy] [,,ii-21n (1 + m2K)-

--Nri-iln(1-FinIK)]+ 

+ [75.43/oci Ft] [gm 2 K)-1-(n,K)] (24) 

100 

E 

10 

01 
01 
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10 

Fig. 4. The function f(mK). 

100 

where m„ m2 are the modulation indices required 
at frequencies F1 and F2 respectively as given by 
eqn. (20) and 

In x = natural logarithm of x 

The function f(mK)cannot be obtained in explicit form 
and has been evaluated by series expansions. It is 
plotted in Fig. 4. 

It now remains to determine F, and F2. F1 is deter-
mined by the number of n.b.f.m. channels which can 
be applied to the transmission line and hence 

F1 = 2n„F„  (25) 

since only first-order sidebands are transmitted. F2 is 
not so specifically determined since it depends upon 
the evaluation of the signal level necessary to reach 
the threshold of f.m. noise improvement. This 
threshold signal level is a function of frequency 
deviation needed in the channel at full modulation. 
It can be reduced by feedback arrangements within 
the receiver, but the effects of such arrangements will 
not be considered in this paper. 

It is known from fundamental considerations of 
f.m. that when the signal/noise ratio falls to approxi-
mately unity, noise predominates in the receiver 
output irrespective of the amount of frequency modu-
lation of the signal. The noise signal implied by the 
term 'white noise' has occasional peaks which greatly 
exceed the mean power. Unless a satisfactory signal/ 
noise ratio is maintained these occasional peaks will 
suppress the signal in the receiver output and in the 
signal gaps there will be very strong noise bursts. 
Following conventional practice, we take a peak 
factor of 12 dB for 'white noise'. Such peaks will not 
be exceeded, in either the positive or negative direction, 
for more than 0.006 % of the time. 

The frequency F 2 is therefore the upper limit of the 
channel for which the received carrier level exceeds 
the noise level in the band B by 12 dB 

B = 2F„(1+ mK) 

where the m value to be used is determined by con-
ditions at the carrier frequency of that channel. 
Moderate inaccuracies in the value of F 2 will produce 
only small errors in the total number of channels 
obtainable because the channels will be spread very 
thinly at the upper end of the frequency spectrum. 

If the noise level in bandwidth Fv is Li dB, then the 
noise level in the wide-band channel will be 

L,„ = Li+ 101g 2(1 + mK) dB 

and since in the last channel mK 1 (in all practical 
cases) then 

= L„+ 101g 2mK  (26) 

Substituting for lg m from eqn. ( 19) we find that the 
carrier to noise level difference is 
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L, — L,, = Ls — F — Li— 101g 2K — 

The frequency for which this level difference is just 
12 dB is found to be given by 

.‘ F = (3Ss — S,— 28.23 — 20 lg K)/3a, ...(27) 

This determines the carrier frequency of the highest 
frequency channel, and the modulation index and 
channel bandwidth can be obtained by the applica-
tion of eqns. (20) and ( 10) and thus F2 may be fixed 
and m2 determined. The necessary data are then 
available for the calculation of the number of wide-
band f.m. channels by use of eqn. (24). 

6. Pulse-Code Modulation 

For 7-digit p.c.m., probably the most suitable p.c.m. 
arrangement for commercial telephone transmission, 
a signal/noise level difference of 14 dB is sufficient' to 
ensure that quantization noise will predominate over 
the line noise in its effect on the derived circuit noise. 
The signal level in this case is that which will just 
reach the detector threshold. 

Now from eqn. (7) we have the total noise power 
from zero to F, at the end of a repeater section at a 
point where the signal level is L, dB. For the above 
requirement to hold then 

Ls— L, -= 14 
Therefore 

Ls— L1— 15.76 — 

— 10 lg (0.2303ai VF, — 1)/aî Fu — = 14 
or since 4—Li = Ss 

S, = 29.76 + 101g [(0-2303a IN/Ft — 1)/aî Fu] + 

 (28) 

This equation gives (implicitly) the frequency band 
F, which is available in terms of S,, ai and desired 
derived circuit bandwidth F. 

The number of p.c.m. channels which can be 
derived from bandwidth F, is theoretically' 

np = Fdd . F5 

where d is the number of binary digits used to repre-
sent each signal sample; d = 7 for 7-digit p.c.m. In 
present day practice, however, the bandwidth require-
ments' for 7-digit p.c.m. are such that the number 
of channels available is 

= F,/15F0  (29) 

Equations (28) and (29) can be used to calculate the 
value of np for any specific transmission line using a 
specific sending level. Figure 5 shows the frequency 
bands and numbers of p.c.m. channels available, as 
a function of Ss, for a few transmission lines used in 
telephone plant. 
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7. Conclusion 

Figure 6 shows the results of the above calculations 
applied to the case of a transmission line having an 
attenuation of 60 dB at 1 Mc/s (i.e. al = 60). This 
is approximately the attenuation of 1 mile of 6-Flb 
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Fig. 6. Telephone channel capacity of line having an 
attenuation of 60 dB at 1 Mc/s. 
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paper-insulated quadded local type cable. The 
'sending level per channel' in Fig. 6 means the trans-
mitted level corresponding to channel overload in 
the case of s.s.b.-a.m., and in the case of p.c.m. it 
means the level corresponding to peak pulse power. 
In the other cases the carrier power level is referred 
to. Line noise is assumed to be thermal agitation 
noise only. The curves are calculated for a derived 
channel bandwidth of 4 kc/s and a 70-dB signal/noise 
level difference Sr. 

It will be observed that s.s.b.-a.m. provides the 
greatest number of channels over the predominant 
part of the power level range plotted in Fig. 6. These 
power levels represent practical values for present 
day techniques using semiconductor active devices in 
the repeaters. 
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10. Appendix 1: Effect of F.M. Threshold Phenomenon 
on the Validity of Eqn. (18) 

As discussed in Section 5.3, the effect of noise 
bursts due to breakthrough of the f.m. threshold will 
be satisfactorily small if the signal/r.m.s. noise level 
difference at the demodulator input is equal to or 
greater than 12 dB. Thus, 

ci,,,rfc— [Li + 101g 2(1 + mK)] 2 12 ...(30) 

where F, is the unmodulated carrier frequency. In 
the highest frequency channel, the carrier frequency 
is given by eqn. (13). Substituting from eqns. (13) 
and (15) 

Sr = Ls-- al,53,,c— Li + 201g [m../372] 

and since Ls—Li = 

Ss—Sr = IN/F„c-- 201g [mN/3/2]   

March 1964 

Combining (30) and (31) we obtain, since F„c = 

5 r 2 16.77+101g [m2(1+ mK)]  (32) 

Equation (18) gives a valid value for m0, the optimum 
modulation index, provided eqn. (32) is satisfied. 
When the modulation index is optimum, then the 
threshold requirement can be expressed as 

S, 1738(1965+ 11m0K)+ 101g [(2/3)(1 + moK) 
 (33) 

Expressions (32) and (33) are plotted on Fig. 3. 

11. Appendix 2: Evaluation of Eqn. (23) 

The calculation of the number of w.b.f.m. channels 
available in the frequency band F1 to F2 involves the 
evaluation of eqn. (23) of the text: 

F2 

dF 

F, 1 + M exp (NN/F) 
n„, = L f 

where 

L = 1/(2F„), 

and 
N = a1/8.686 

We substitute Y = exp N\ii, noting that MY = mK. 
Then 

Y2 

2L j'  In Y  
nw = N2 Y(1 + M  Y) d Y  (23a) 

(23) 

M = Kexp[(S,—S,-1.76)/8•686] 

Y 

where Y1 = exp NN/Fi, etc. Separating into partial 
fractions 

12 12 

2L f ln Y 2LM f  In Y 
n,„ — N2 y dY N2 1+MY dY (23b) 

1, Y1 

The first term in this equation reduces to 
12 

2L i'lnY 
— dY L(F2 — F1) 

N2 Y 
Y 1 

 (23c) 

The integral in the second term, on integrating by 
parts, becomes 
12 

f  In Y N I— 
j 1 + MY dY = — [VF2In(1 + m2 K)— 

Y 

(1 + m K)] — 

12 

1 f In(l+MY) dy 

M j Y 
1 

 (23d) 

where m2 is the modulation index required for a 
(31) carrier frequency F2 and is given by eqn. (20). The 
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integral remaining in eqn. (23d) must be evaluated in 
series form using the series 

In(l+x)= x—x2/2+x3/3 ... 

where x2 < 1. Then, for (MY)2 < 1 

must be evaluated in two sub-ranges, Y1 to 1/M and 
1/M to Y2. The function and its integral are, however, 
continuous for all positive values of M and Y. The 
definite integral is a function of MY1 and MY2 and 
hence of m1K and m2K. Thus we write 

f ln(l+MY) dY = MY (MY)2 (MY)3 
Yi 

Y 22 + 32 f In (1 + M Y) d Y = [f(m2K)— f(mi K)] (23g) 

y 
Y 1 (23e) 

and for (MY)2 > 1 

J  Y ln(1-1-MY)dy = 

(In M Y)2 — 1/(M Y) + 1/22(M Y)2 — 1/32(M Y)3 +... 
 (23f) 

Re-writing eqn. (23b) using the results given by 
eqns. (23c), (23d) and (23g), we get 

= L(F2—F1)— (2L/N)[JT2ln ( 1 + m2 K)-

-.\ I F iln(l+milOFF 

+(2LIN2)[f(m2K)—f(m iK)] ...(23h) 

Because of the limited range of validity of each of which, on substitution for L, M, and N, gives 
these series, the definite integral eqn. (24) of the text. 

Y 2 

f In ( 1 + M Y) d y 
Y Reprinted from The Proceedings of the Institution of Radio 

Y I Engineers Australia, 24, No. 7, July 1963. (Paper No. 892.) 

236 The Radio and Electronic Engineer 



U.D.C. 621.396.662: 621.382.3 

Analysis of Series Regulators as Active 

Two-port Networks 

By 

R. A. ZAKAREVICIUS, 

B.Sc., M.Eng.S0 

A 
If1 

Aa.c. 

a 

h 

Ri 

Summary: Regulators for regulated power supplies are here treated as 
active two-port networks. To characterize the performance, two para-
meters: the regulation factor JP and the internal impedance Zout are defined 
for the ideal case of infinite load impedance and zero source impedance of 
the unregulated side. A general theory is developed and specific circuit 
arrangements are shown to be particular cases of the general theory. For 
the simplest series transistor regulator it is found that e= h,,, and Z„ut = 
hi,„ hr, and ho, being standard hybrid parameters of the transistor. A 
more advanced series transistor regulator is then dealt with and extension 
of the theory to more complicated cases is discussed. The treatment is 
from a transistor point of view, but the method is also applicable to vacuum 
tubes. 

List of Symbols 

Feedback amplifier gain. 
Magnitude of A. 
Magnitude of A for 100 c/s. 
Magnitude of A for d.c. 
As a last subscript refers to transistor VTa. 
Common-emitter short-circuit current trans-
fer ratio of a single transistor or of two tran-
sistors compound-connected as in Fig. 5. 
Large-signal input and output voltage of a 
regulator. 
Small-signal input and output voltage of a 
regulator. 
Small-signal input and output voltage of a 
modified regulator. 
Small-signal feedback voltage. 
Standard hybrid parameter of a single 
transistor or of two transistors corn pound-
connected as in Fig. 5. 
Standard hybrid parameter of three tran-
sistors compound-connected as in Fig. 5. 
Large-signal input and output current of a 
regulator. 
Small-signal input and output current of a 
regulator. 
Current sampling resistance. 
Regulation factor of a regulator. 
Regulation factor of a modified regulator. 

I. I lit roduction 

Regulators for stabilized power supplies are nor-
mally analysed by writing down the relevant circuit 
equations and solving them in the usual way to obtain 
expressions for the performance parameters in terms 

t School of Electrical Engineering, University of Sydney, 
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ea.c. 

VTa 

VTs 

x„.n. 
xd.n. 

Zf 

Zf(a.c.) 

Z r(reg) 

Z g 

Z 1, 

Zout 

>ut 

Zout(d.c.) 

1, 2, 3 

Regulation factor for 100 c/s. 
Regulation factor for d.c. 
As a last subscript refers to VTs, either as a 
single or a compound-connected transistor. 
Transistor providing feedback amplifica-
tion. 
Either a single series transistor or a com-
pound-connected series transistor. 
Input sampling fraction. 
Value of x for 100 c/s. 
Value of x for d.c. 
Output sampling fraction. 
Dynamic impedance of either a Zener diode 
or an ordinary diode. 
Output impedance of feedback amplifier. 
Zf for 100 c/s. 
Z1 for d.c. 
Zr in Fig. 4. 
Output impedance of the unregulated 
input to a regulator. 
Impedance of a load. 
Output impedance of a regulator. 
Output impedance of a modified regulator. 
Value of Z„„, for d.c. 
As subscripts for transistor parameters, 
the numbers refer to transistors numbered 
as in Fig. 5. 

of circuit parameters» 2 This procedure is not 
ideally suited for design purposes as it has essentially 
to be repeated for every major circuit alteration. The 
following analysis is a development of the ideas of 

It views the regulator as an active linear net-
work and treats individual circuit arrangements as 
particular cases of a general network. This viewpoint 
allows regulator analysis to be done by a simple step-
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by-step procedure, applicable to many series regulators, 
which has a number of conceptual advantages. The 
analysis is presented from a transistor point of view, 
but many of the ideas are also applicable to the 
vacuum-tube case. In Section 2 the general theory 
is developed and is applied to particular cases in 
Section 3. 

2. General Theory 

2.1. General Regulator 

A general regulator is shown in Fig. 1(a). If Eh, and 
/out are taken as the independent variables, 40 = 
f(Ei„ /out). Let the regulation factor ge and the output 
impedance Z.„ be defined, following Hi11,3 by 

DE OUI DE 
ancl =  Out = 

3 Ein Alm .= 0 t ' ,out AEI.= 0 

.94 and Z„„, are thus parameters which give the varia-
tion in output voltage due to variations in input 
voltage and output current. Using incremental 
quantities of current and voltage we have 

ec.ut = in+ Zoe • ¡out 

This equation is represented by Thevenin's theorem 
equivalent circuit of Fig. 1(b). 
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(a) General regulator. 

lout 

(b) Equivalent circuit of the general regulator. 

¡in Zg I /out 

e is the actual regulation factor in the case of 
infinite load impedance and ;„, is the output imped-
ance for the ideal case of zero source impedance of 
the unregulated side. Yet and Z.„, are sufficient to 
characterize completely the regulating properties, 
as simple relations exist' between the regulation 
factor and output impedance in an actual case and 

For example, from Fig. 1(b) it is seen that the 
regulation factor for finite load is defined by 

DE out 
DE, 

and is simplified to 

ZL = constant 

er =  
zout+4 

The effect of the unregulated supply source impedance, 
;, can be found by considering the modified regulator, 
with intrinsic parameters .9', 4.t, of Fig. 1(c). If 

—j10, as is true in a practical case, it is simply 
shown3 that and Z.'„,-.9Zg+Z.„. In what 
follows e• and Zo'ut in general refer to the regulation 
factor and output impedance of a modified regulator, 
the modification being applied to a regulator with 
intrinsic parameters 91', Z.„,. 

In order completely to characterize the regulating 
properties, a third parameter, relating the variation 
in output voltage to variations in reference standards, 
should be defined. The effect of these variations, 
however, can in most cases be estimated simply by 
inspection and a third parameter would complicate 
matters unnecessarily. In what follows ideal references 
are assumed. 

2.2. Feedback Regulator 

In Fig. 2(a) the simple regulator of Fig. 1(a) is 
incorporated in a feedback regulator. At this stage 
assume that Zr = O. Simple manipulation of circuit 
equations gives 

This equation is represented by the equivalent circuit 
of Fig. 2(b). The most general case is represented by 
e = Ae.' ut+ xein+ R1i01. The Ae.', term represents 
output voltage feedback, xeh, represents input sampl-
ing and Riiou, represents current feedback. A is the 
gain of an amplifier and x and R. include the effect of 
amplifying stages and thus may be positive or negative 
quantities. 

Further manipulation yields 

= 9+x(1—.9) 91-x 

1 — A(1 — 9) — 1 — A 
(c) Inclusion of input source impedance. 

Zo'ui = Zola Ri(1— gt) 4.1 + Ri (for 4 1) 
Fig I. 1—A(1—.9) — 1— A 

(for e 1) 
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ein 

it   
I e'" 

zout 

zf 

L_._ 

_ 

— — 
  --I I 

I 

I 

eout I 
I 

eOut 

ZOut 

_ 

ZOut 
 -0 

'out 

(a) Feedback regulator. 

Zout tout 

(b) Equivalent circuit of the feedback regulator with Zr = O. 

Fig 2. 

If Zr # 0, its effect can be included by considering 
first the et", Zg„, block of Fig. 2(a). The above results 
can be used directly by replacing ge by e" and 4 1, by 
Z. It only remains to evaluate 9t", Zgut in terms of 
the parameters of the e, z.„, block and Zf • This is 
shown in Section 3. 

3. The Transistor Series Regulator 

3.1. The Simplest Transistor Regulator 

The simplest series transistor regulator is shown in 
Fig. 3. In this case Zr is the parallel combination of 
R, and z. Both A and Ri are zero, but 

z z 
X — 

z+Ri 

If ef and Zr are zero, we would have e = h,,, and 
Z0,,,= h.,,, the h's being standard common-base 

ein 

March 1964 

UNREGULATED 
INPUT 

REGULATED 
OUTPUT 

ZENER DIODE, OF 
DYNAMIC 
IMPEDANCE z « Ri 

Fig. 3. The simplest transistor regulator. 

et 

hybrid parameters. This follows from their definition, 
although the terminals here designated as 'input', 
would normally be the output terminals if the transistor 
were used as a common base amplifier, and vice versa. 
With Z1 = z, manipulation shows that 

hrb+Zhob  =  
1 + Zhob 

Z(1 h fb)(1— 11,b) 
Z."„, = hib + 

1+ zhob 

Generally 
zha, 4 1, hri, 4 1 

and 1 +hfb = 1/(1 + /3) 1//3. 

Thus e" h,b+zh„,, and hib + z//3. The 
inclusion of input sampling with x = z/R, makes 
X' h,b+zh„b + zIR, and 4, h,b+z113. 

It is seen that for an ideal regulator with ef = 0 and 
Zf = 0 only two of the four h-parameters are needed 
to specify the performance. With non-zero Zf the 
expressions for e' and 4„, involve the other two h-
parameters. 

SEPARATE SUPPLY 

Fig. 4. Simple feedback regulator. 

3.2. Simple Feedback Regulator: An Actual Circuit 

Figure 4 is a simple voltage regulator with an 
amplifier in the feedback loop provided by the 
transistor VTa. A modification for better performance 
is drawn in dashed lines. Referring now to the full 
line circuit, ef = xe;.+AYeo'ut• Here x is close to 
unity and is approximately equal to 1/(1 —R,hoe„), 
where ho,„ is the ho, of VTa. A is the open-circuit gain 
of the feedback amplifier (i.e. it is the gain from B to 
A with a—a open-circuited); y is the output sampling 
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fraction defined in Fig. 4. A. here is Zf(r„), the output 
impedance of the amplifier at the point A, which is 
approximately equal to the parallel combination R 
and 1/hoes. If it is assumed that R 2, R 3 and R 4 provide 
negligible loading of the output and if R1 hm.. 4 1, 
then it is clear that 

Iv 1+ hrbs+Zr(reohobs _   „  1 
1—Ay lAly+1 

him+ Zi(,...)1 fis hibs-1-4(reolfis 

out =  
1—Ay — lAly+1 

The subscript s refers to the series transistor VTs. 

The analysis clearly shows that the feedback ampli-
fier prevents the utilization of the intrinsic regulating 
action of the series transistor by introducing an xwhich 
is unity and positive and which completely supresses 
the effect of h,bs. The advantage of introducing the 
feedback amplifier, then, lies in the reduction of Zo'ut, 
yet maintaining e' = 1/(1A ly + I) at a satisfactory 
level. The dashed modification is seen as a way of 
minimizing the unwanted input sampling. Likewise, 
the practice of splitting R1 into two resistors and 
connecting a capacitor from the junction to ground is 
seen as a considerable reduction in x for a.c. ripple, 
with only a relatively small reduction in A. 

The effect of a non-zero dynamic impedance of the 
Zener diode in Fig. 4 is here included in A. If the 
loading effect of R2, R3 and R4 cannot be neglected, 
the effect is equivalent to the application of an 
external load of magnitude equal to the parallel 
combination of R4 and R2+ R3. It is interesting to 
note that the loading by VTs of the feedback amplifier 
affects the expressions for e' and Zo'ot differently. 
This is because in the determination of .9/' iout is in 
effect set to zero and any current in the base of VTs 
must be due purely to the input voltage fluctuations 
being impressed across 1/hobs. In effect the total load of 
amplifier becomes Zf(ros) in parallel with 1 /hobs. On 
the other hand, in the determination of 4„„ ein is 
zero, the current in the base of VTs is ioot/(fis+ 1) and 
the total load of the amplifier becomes, in effect, Zf(res) 
in parallel with hibs (/3s + 1). 

In practical circuits a number of transistors in the 
compound-emitter connection are often used for VTs. 
To use the analysis which has been developed, it is 
necessary to obtain an expression for the h-parameters 
of the connection in terms of the h-parameters of the 
individual transistors. These can be readily calculated 
and the results are given in Appendix 1. Although 
the exact expressions are complicated, the approximate 
expressions are simple and still fairly accurate. How-
ever, it can be readily seen that rarely would it be 
necessary to use fully even the approximate expres-
sions. Often the compound-emitter connection is 
modified by the introduction of various resistors. The 
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effect of these, if it were desired, could be taken into 
account by first deriving the effect of these resistors 
on the h-parameters of the individual transistors. 
Such derivations have appeared in the literature.4 
Some of the exact expressions are complicated, but 
again approximate expressions are simple and accu-
rate and rarely would it be necessary to use them in 
full. 

4. Conclusions 

The usual way of analysing regulators involves 
essentially the solution of the system equations. This 
essentially has to be repeated for every major circuit 
alteration, and it is not always easy to predict in 
advance the effect of circuit changes. Furthermore, 
the errors introduced by simplifying assumptions 
cannot be directly ascertained. This paper treats 
series transistor regulators as linear, active, two-port 
networks. A general theory is presented and specific 
circuit arrangements are seen as particular cases of the 
general theory. The two-port treatment allows the 
analysis to be confined to the ideal case of infinite 
load impedance and zero source impedance of the 
unregulated side. This already provides significant 
simplification, with no loss of generality, as simple 
relations exist between the performance parameters 
with other values of these impedances and the para-
meters in the ideal case. The further application of the 
general theory to series transistor regulators, using h-
parameter representation, results in expressions 
which either are simple themselves or become simple 
on the application of approximations, most of which 
would introduce errors of less than 1 (yo. These 
approximations correspond in general to the simplify-
ing assumptions normally made in traditional analyses, 
but they are in effect applied to the end results so that 
their effect can be directly ascertained. The treatment 
of the individual circuit configurations as special 
cases of a general theory allows performance para-
meters to be evaluated almost by inspection and per-
mits the ready visualization of the effect of various 
circuit connections. 

The approach adopted here can also be used with 
vacuum-tube regulators. If in Fig. 3 the transistor is 
replaced by a vacuum-tube triode, with the grid, 
cathode and anode replacing base, emitter and col-
lector respectively, the polarity of the supply voltage 
and of the Zener diode are reversed, the simplest 
vacuum-tube regulator is obtained. Then 

1 
JP = 

and 
--1 ro 

Zout = (gm + ¡a) = /2+1 

where gm is the mutual conductance of a vacuum-tube 

+ 1 
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triode, µ its amplification factor and r4 is the anode 
resistance. If grid current and capacitive effects are 
neglected, ilfb = 1 and ke, = 0, and there are no 
correction terms due to Zr. More complicated 
circuits can be treated in analogous fashion. 
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7. Appendix 1 

Calculations of h-parameters 

The expressions for the common-base parameters 
of a compound-emitter connection in terms of the 
common-base parameters of the individual transistors 
are presented below. The subscripts 1, 2, 3 refer to 
correspondingly numbered transistors in Fig. 5. For 

a 

ePARAMETERS 

Fig. 5. The compound-emitter connection. 

combination of two transistors the expressions are: 

I1/2 (1+ hf 1)(1 — hri) 

hj = hil 1+h,2h01 

hil h2/P1 
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h = h,2 + (h'1+1%1101)U—ha) ,  
1+ 1112hot 

hr + h,2 + 

(h 2 /in hol)(1+ h11) 
hf = h f 1 ± 

1 + h17 i2 01 

••••' h 1+ h12(1+1711) 

h01 (1— ha)(1+ h f 2) 
ho = ho2 -F  

1 + hi2 hol 

/42 holifi2 

The relation between his may be expressed in another 
approximation as fi fil 132. For three transistors 
the expressions are: 

ha ha  

11i 131 P 2 
31101 

P 

11.  
h,1 + 11,2 + 11,3 + 11;211.1 + h3 h02 + ',Q 

2 

13' P1 13 2 fi 3 
ho2 11.1  

h: ho3 +  Po + 0 o 
3 132133 

The approximations above hold for normal transistors 
with 

141 

hr2) 4 1, 

hr3 

111101} 17,1 

111102 hi2 

111103 143 

131 

and} /32 > 1 

/13 

The approximate expressions for three transistors 
were derived using the approximate expressions for 
two transistors. 

8. Appendix 2 

Numerical Example 

It is required to design a regulated power supply 
with the following properties: 

(1) Output voltage 12 V nominal. 

(2) Output current 300 mA. 

(3) D.c. output impedance Z out(d.c.) < 13.1 f. 
(4) Output voltage stability for line 

voltage fluctuations of ± 10% < 0.3%. 

(5) Line frequency ripple to be as 
small as practicable and in any 
case < 0.01 %. 

The regulator is to be fed by an unregulated supply 
giving 20 V at 300 mA with 0.9 V peak-to-peak 
double line-frequency ripple and having Z8 = 5.0 Q. 

Thus the regulator must have 

12 x 0.003 1 X 10- 2 
• 20 x 0.2 — 
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and 

a.c. < 12 x 10-4 cz. 1 x 10-3 
0.9 

The subscript a.c. refers to 100 c/s. 

(a) Consider the circuit in Fig. 3 with ASZ16 for 
the transistor, OAZ213 for the Zener diode and 
R1 = 1 kfl. With 1/ll, = OE32Q,fJ = 140 and z =10 SI, 

Zout(d.c.) = 0.32 + —10 - = 0.39n 
140 

This is too large. A feedback amplifier is called for 
and to provide enough gain with a low power transistor 
the compound-emitter connection must be used for the 
series transistor. 

VT1 
ASZ16 

INPUT OUTPUT 

Fig. 6. Circuit of the regulator for the supply described in the 
numerical example. 

(b) Consider now the circuit in Fig. 6. This employs 
a feedback amplifier to drive two transistors in com-
pound-emitter connection. R1 is split into R11 and R12 
for better a.c. performance. As Aa.c. is approximately 
proportional to R12 and xa.c. is approximately 
inversely proportional to R11, optimum performance 
is obtained with R11 = R12, as is done here. The value 
of 125 µF for C is about the largest practicable. A 
h.f. transistor is used in the feedback amplifier to 
avoid instability problems. The 0A200 and 18 
resistor are inserted to limit the overload current. The 
220 SI resistor limits the dissipation in VT2. 

8.1. Parameters of the Compound-emitter Connection 

The following are the relevant parameters of the 
transistors and diodes of Fig. 6 at 300 mA output 
current obtained by actual measurement at the 
appropriate points. 
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VT1: ASZ16 

0.32 s/ 
3 x 10-4 

140 

33 x 10-6 mho 

VT2: 2N217S 

142 15 I) 

hrb2 

P2 

hob2 

4x 10 -4 

210 

0.21 x 10-6 mho 

VTa: 2N412 

hiea 640 S.2 

Pa 68 

hoea 0.12 x 10' mho 

Dynamic impedance of Z1, 

Dynamic impedance of Z2, 

zj 82 s/ 
Z2 36Q 

Dynamic impedance of 0A200, z3 0.3 Ma 

The effect of z3 upon the parameters of VT1 can be 
neglected as it introduces errors at the most of the 
order flihibl iz3 ( = 0.01 %) or h,b1 /hobi z3 ( = 0003%). 
Likewise the effect of the 220 Q resistor upon the 
parameters of VT2 can be neglected as it introduces 
errors at the most only of the order 220 h,b2/h,„2 
( = 06%) or 220 fi2 hob2 (= 1 %). However, the 18 S2 
resistor must be included. Clearly it has exactly the 
same effect as increasing /21,2 by 18 Q. The overall 
parameters of the series transistors are thus: 

hibs = 0 18+ 15.32 + = 0.56 û 
140 

h,bs = 3 x 10-4 +4 x 10-4 + ( 18 + 15) x 33 x 10-6 

= 1-8 x 10-3 

fis = 140 x 210 = 2.9 x 104 

33 x 10-6 

210 
= 0.21 x 10-6 + = 0.37 x 10-6 mho 

8.2. Feedback Parameters 

Input impedance of the feedback amplifier in 
parallel with R3 

R3(hiea+ Pa Z2) 660 f.1 
R3 + him+ fi a z 2 
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(Rii+Ri2)  = 1.9 id2 
Znd.ca 1 ±(Rii+Ri2) 11.e. 

R12 
Zr =   Fi kn 

(a'c') R 12 hoes 

8.3. Parameters of the Regulator 

ed.c. 
xd.c. hrbs+ Zf(d.c.) hobs 

YAd .c. 

0.78+1.8 x 10-3 +0.7 x 10-3 

0.89 x 140 

= 6.3 x 10-3 

eac. = Xa.c.+hros Zf(a.c.) hob. 

YAac 

(9.3+1.8+0.4)x 10-3 

0.89 x 80 

=1.6x 10-4 

hibs + Zfo.ca _056+007 

zouto...) —  Ad...ys  140 x0-89 = m 

March 1964 

8.4. Parameters of the Complete Power Supply 

ed.c. = Xd.c. of regulator only = 6.3 x 10- 3 

Zout(d.c.) = ed.c.Zg Zout(d.c.) (regulator only) 

--- 37 mr2 

These values, together with the ac' meet the re-
quirements set out at the beginning. 

8.5. Experimental Confirmation 

Measurements on the circuit (shown in Fig. 6) at 
300 mA output current gave the values shown in the 
table below, which also includes the calculated values 
for comparison. 

Calculated Measured 

Regulator only d.c. 6.3 x 10-3 
gta.c. 1.6 x 10-4 

Zout(d.c.) 5*1 mn 

6.8 x 10-3 
1-3 x 10-4 
4.7 mS2 

Complete power 9Pd.c. 6.3 x 10-3 6.4 x 10- 3 

Supply Zout(d.c.) 37 mil 38 mi2 

Manuscript first received by the Institution on 26th August 1963 
and in final form on 30th November 1963. (Paper No. 893). 
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BURIED AERIALS 

In 1951 Dr. H. Paul Williams (now with the Air Defence 
Technical Centre of S.H.A.P.E.) was awarded the Insti-
tution's Clerk Maxwell Premium for a paper on "Sub-
terranean communication by electric waves". In a recent 
lecture he explored rather wider aspects, namely buried 
antennœ and showed that, except for transmissions between 
deeply buried locations, the best performance is always 
obtained when a buried antenna is used horizontally. 
This results in a figure-of-eight radiation diagram in the 
horizontal plane, the maximum being along the axis of 
the antenna. The overall radiation diagram in the air has 
the shape of half a torus. A useful form of buried antenna 
is the resonant half-wave dipole. Due to the presence of 
the earth, its actual length is usually between 2/6 and 2/8, 
while the input resistance is of the order of 20 ohms. The 
resistance is a loss resistance associated with the induction 
field; the radiation resistance is very small since the 
efficiency of the antenna is only about -1n2, where n is the 
refractive index. For example, for a frequency of 500 kc/s 
and a conductivity of 0.01 mhos/m the efficiency would 
be about 0.1 %. By making an array of 20 such dipoles, 
the efficiency could be increased to 2.5%. 

"Buried antennas", H. P. Williams. Tijdschrift van het 
Nederlands Elektronica-en Radiogenootschap, 28, No. 4, 
pp. 271-89, 1963. 

PRE-DETECTION RECORDING 

The techniques of recording before detection offer many 
advantages over the customary methods. The process of 
demodulation involves obtaining a reproduction of the 
information originally transmitted; and a receiving device 
with a conventional demodulator cannot give the highest 
accuracy of all kinds of information. All types of modu-
lation can be equally well recorded by this technique 
without previous knowledge of the method of modulation 
used for the information. The system described by an 
engineer in France allows signals of very-low frequency, 
even down to d.c., to be stored for future use. It is claimed 
that the technique makes possible accuracy in the recording 
of information equal or superior to that obtained by the 
conventional system and moreover many methods of 
modulation, difficult to manage by conventional methods, 
are in this way handled with ease. 

"Recording before detection", W. Fletcher. L'Onde Élec-
trique, 43, No. 440, pp. 1176-82, November 1963. 
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AUTOMATIC RADAR DATA PROCESSING 

The video output of a surveillance radar receiver supplies 
several echo pulses from each aircraft during each rotation 
of the antenna, and noise appears superimposed as inter-
ference on this output signal. For automatic air traffic 
control systems aircraft have to be detected from this 
signal and expressed in co-ordinate form. For equal 
error probability and equal echo-signal/noise ratio the 
probability of detection by this detector is not substantially 
reduced when the radar video signal in front of the detec-
tor is digitized in unit bits. Using the theory of statistical 
decisions, a German paper quotes criteria for this form of 
data processing which ensure an optimum probability 
of detection and a minimum scatter of indication of the 
angles. Two types of digital detectors for which the 
criteria of probability of detection are slightly simplified, 
have been investigated mathematically and experimentally. 

"Automatic evaluation of digitized radar signals", W. 
Storzand and W. D. Wirth. Nachrichtentechnische Zeitschrift, 
16, No. 12, pp. 643-8, December 1963. 

ELECTRON TUNNELLING 

The simplest type of electron tunnel device, the tunnel 
cathode, consists of two metal layers separated by a thin 
insulating film. A potential difference between the two 
metals causes electrons to tunnel from the one at lower 
potential to the one at higher potential. Electrons which 
have tunnelled into the second metal film can traverse this 
film if it is thin enough, and then be emitted into a vacuum. 
The energy distribution of the emitted electrons has been 
measured in an Australian valve laboratory and, from 
these results, it is possible to obtain values for the mean 
free path between collisions for hot electrons in a metal as a 
function of electron energy. These values can be correlated 
with those obtained by measurements of photo-excited 
electrons. Two other tunnel devices having possible 
future application are described. These are a three-
terminal transistor-like device, consisting of successive 
layers of metal-insulator-metal-semiconductor and a 
device consisting of layers of semiconductor-metal-semi-
conductor. Although the work on these devices is still in 
the preliminary stages, they both show promise of having 
application in electronic circuitry. 

"Theory and application of electron tunnelling", R. E. 
Collins. Proceedings of the Institution of Radio Engineers 
Australia, 24, No. 10, p. 727, October 1963. 
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