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Introduction 

I would start by expressing my appreciation of the 
honour which the Institution of Electronic and Radio 
Engineers has done me by its invitation to deliver the 
Clerk Maxwell Memorial Lecture. To be associated 
in a list of Memorial Lecturers with such names as 
Sir John Cockcroft, Sir Lawrence Bragg and Dr. 
Vladimir Zworykin is in itself a distinction, but all of 
us who have attempted—or who are attempting—to 
give this Lecture must gain a little reflected glory from 
the name of the man it commemorates. 

The choice of subject has been a difficult one. One 
of the exciting characteristics of contemporary elec-
tronics is that new avenues of rapid technological 
advance are being opened up at increasingly frequent 
intervals by discoveries in electrical physics. Also of 
importance is the way in which electronics has infil-
trated into heavy electrical engineering and many 
other older technologies. All this indicates the very 
wide field of interest covered by your Institution. It is 
one that is far too wide to deal with in a single lecture, 
so that a choice of something much narrower becomes 
necessary. 

I was tempted to deal with world communications, 
that being an activity with which I have had some 
connection during my working life. Trans-oceanic 
communication cables of high-traffic capacity, 
equipped with submerged electronic repeaters, have 
made their contribution to the development of 
electronic technology; in particular, they have en-
couraged the production of components of very high 
reliability and long life. They also have the coin-
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mercial attraction of providing comparatively cheap 
high-quality world telephone circuits. But because of 
my vested interest in these developments it might be 
concluded that I was not giving proper attention to 
the possibilities of satellites for a new system of world 
communication; although I must comment here that, 
quite apart from the commercial value of satellite 
systems, the technological 'know-how' acquired in the 
construction of such advanced systems must add to 
technological ability in other electronic fields. How-
ever, I have decided to talk generally about the 
development of computers and industrial automation. 
This is a field in which I have become greatly 
interested. It is also one of very great significance for 
the future. 

When Mr. Clifford, your Secretary, wrote to me 
conveying the Institution's invitation to give this 
address he said he hoped that I would point to future 
developments. I will endeavour to do so as an 
engineer, for this is the discipline in which I have been 
taught to think. But as I do so you may be tempted 
to think that I have overlooked my other task—that 
of honouring James Clerk Maxwell. This is because 
in talking about computing processes we shall be 
following Nature in thinking digitally—in terms of 
discontinuities. He, on the other hand, showed that 
the propagation of electromagnetic waves resulted 
from the inter-relation of continuously varying electric 
and magnetic fields. Nevertheless, although some of 
Maxwell's physical explanations have fallen out of 
science—as the scaffolding is abandoned when the 
building goes up—his conclusions remain as the basis of 
a great deal of contemporary engineering achievement. 
They are encountered in the field of data-handling. 
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As I look ahead I shall endeavour to show that the 
embodiment of microminiature techniques in com-
puters of the future will lead to machines that are 
more compact and therefore able to operate at much 
faster rates. Because micro-electronics can cut out 
many wire interconnections they should mean more 
reliable and eventually cheaper machines. All this 
should lead to more ambitious computer projects, 
and the use of computers in locations which cannot 
accommodate the large machines of 1964. 

Electronic Data-Processing as a Major Advance 

In a recent address to the Electronics Division of 
the Institution of Electrical Engineers on "Elec-
tronics—the expanding frontier", Dr. R. C. G. 
Williams referred to advances that have resulted in 
'million-to-one gains' in our ability to do things. 
Certain of these in history come readily to mind—the 
invention of printing, the steam engine and the 
industrial revolution, Faraday's experiments on 
electromagnetic induction leading to the practical 
generation and use of electrical power, the first flight 
by a heavier-than-air machine, the release of energy 
from the atomic nucleus, and so on. Quantitatively 
electronic data processing constitutes a gain of this 
order; in one second a present-generation machine for 
business office applications can add or subtract a 
million times, multiply 70 000 times, or sort 6000 
items from random order. Obviously, the availability 
of equipment which will do this must result in great 
changes in our commercial, industrial and social life. 
Such equipment is an essential aid to defence against 
modern forms of enemy attack. 
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The pace of progress in data handling has so far 
been set by such defence requirements as detection 
and course prediction of enemy missiles and tracking 
and guidance of one's own. Space developments 
require much data handling for the guidance of satel-
lites. For these kinds of problems speed of calculation 
and subsequent operation are of the utmost import-
ance, and sometimes they require the operations to be 
accomplished in part by equipment occupying the 
minimum volume. Work in the United States has 
been heavily sponsored by the Government. By its 
encouragement of micro-electronics the U.S. Govern-
ment started off a leap-frog movement from con-
ventional methods to something that stretches the 
inventive and investigational abilities of the physicist, 
the chemist and the electronics engineer. American 
programmes on machines are supported by equally 
impressive programmes of research into fields of pure 
physics—on cryotrons and related super-conductive 
devices, on magnetic films, on tunnel diodes, and so 
on. Many of the possibilities involve the use of low-
temperature techniques. But these are examples only 
and do not exhaust the list of new devices which may 
be used in future computing circuits and give rise to 
a generation of machines of higher speed and greater 
capacity than any machines at present available. 
While new generations of computers may be developed 
primarily to meet military needs, they will also claim 
a substantial share of the civil market of the future. 
In the United Kingdom the Department of Scientific 
and Industrial Research has initiated a programme 
involving cooperation between Government labora-
tories and industry. Of necessity it is on a much 
smaller scale than contemporary American work. 
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Fig. I. Packing density of electronic components. 
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Micro-electronics 

The searches for higher speed, greater reliability 
and smaller size of overall equipment have all con-
verged towards the use of microscopic components 
placed close together until the point is reached when 
inter-component wiring becomes unrecognizable as 
such. 

It is worth recalling that for over twenty years 
considerable efforts have been devoted to increasing 
the component density of electronic equipment. The 
traditional wired circuit of the 1940s possessed a 
component density of the order of 0.1 per cubic inch. 
In the early 1950s, using printed circuits, this figure 
had risen by ten times. The replacement of valves by 
transistors and the use of sub-miniature components 
enabled a component density of between 30 and 50 
per in' to be attained. Using the terni 'micro-elec-
tronics' as comprehensive of the new thin-film tech-
niques and solid-state microcircuitry, micro-electronics 
has made packing densities of 1000 to 10 000 com-
ponents per in' theoretically possible. Even this does 
not approach the packing density of memory elements 
in the human brain. 

Naturally, with so many sciences and technologies 
involved, there have been many different approaches 
to the microminiaturization of circuits and com-
ponents. But in the general stream of progress, and 
stopping short of possible low-temperature and other 
future devices, two main techniques may be recog-
nized, although their identification is by no means 
indicative of the whole picture, even as it exists today. 
As usually defined, 'thin-film' microcircuits use passive 
substrates and thin-film passive components of metal 
or metal-oxide. Active elements are added separately. 
'Solid-state' microcircuits are those using semicon-
ductor, usually silicon, substrates with diffused active 
elements, passive elements being either diffused or 
thin-film. 

There seems to be a fair consistency of opinion in 
the United States that the annual turnover of the 
microcircuit business will reach 750 million dollars 
by 1970. Of this 90% will be in respect of units 
employing basically semiconductor techniques. It is 
interesting to note that one survey predicts that 35% 
of the output will be absorbed by the industrial 
equipment market (as distinct from consumer goods) 
and 45 % by military uses. 

A Contemporary Microcircuit Technique 

Time will not permit any detailed discussion of the 
various techniques during a comparatively short dis-
sertation. I will instead concentrate on what is a very 
useful concept at this time and one that has been very 
successfully developed to the point of embodiment 
of microminiature units in equipment. I am conscious 
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Fig. 2. Matrix of high-frequency transistors with human hair 
(0.003 inch diameter) superimposed. 

that in doing this I am giving a hostage to fortune 
because what is contemporary this evening may well 
be out of date by the time this lecture is printed—so 
fast is the art moving! 

The technique which I am going to describe owes 
its origin to the introduction of the silicon planar 
process for transistor production. It has led over a 
period of four years to the fabrication of truly micro-
miniature units, usually between 50 and 75 
thousandths of an inch square, although some of 
them may be much smaller. They are made in matrices 
of hundreds of units on a single slice of silicon. 

In this technique high-quality silicon dioxide is grown 
thermally on an n-type silicon substrate and used as 
a diffusant mask against boron and phosphorus, 
which are employed respectively as p- and n-type 
additives in accordance with normal transistor manu-
facturing processes. 'Windows' are opened in the 
oxide by photolithographic and etching processes, to 
permit ingress of the additives into selected areas of 
the substrate by high-temperature diffusion. It is 
arranged that the windows are closed at the termina-
tion of each diffusion, being freshly opened for the 
subsequent processes. By this means the base and 
emitter of a transistor and alloyed aluminium contact 
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areas are all prepared. Diffusion depths are commonly 
around 3 microns, and the differential penetration of 
phosphorus and boron may be about one-half micron 
in a high-frequency device. The alloy contact areas 
can be as small as 0.5 mil square, and the photo-
lithographic processes used have been refined until 
a fine sub-structure of 0.25 mil is permissible in 
normal device design. Sequential registration toler-
ances for the series of photolithographic operations 
are required to be better than one-tenth of a mil and 
this figure is now a common working limit. 

The attraction of this method of fabrication lies in 
its general application to other circuit elements. These 
can be regarded as part-finished transistor structures 
which can be made simultaneously with the transistors 
on the same slice, if desired. Diodes and resistors are 
produced by a single diffusion. Capacitors may be 
produced either by diffusion or preferably by utilizing 
the silicon dioxide masking layer as a dielectric with 
an aluminium overlay. The degree of micro-
miniaturization has gone beyond the scale factor 
where it could be applicable to thin-film inductors. 

Fig. 3. 'Multi-chip' construction used for encapsulated logic 
circuit. 

For tight tolerances, high-speed or high-frequency 
circuits a 'multiple chip construction' is used. This 
starts with the selection of 'chips' of semiconductor, 
containing pre-tested components which are then 
mounted either on a ceramic disc with preformed gold 
mounting areas or on the pins of a suitable header. 
Interconnection between chips, or chips and pins, is 
effected by thermo-compression bonding of gold or 
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aluminium wires. Individual chips will contain groups 
of components such as resistor chains or common-
collector transistors, and the choice of fabrication 
technique and substrate is open to maximize yield 
for each type of element. This construction has 
resulted in logic stages with under 5 nanoseconds 
propagation delay and has also been used in linear 
amplifier circuits at 75 Mc/s. 

A high order of reliability is claimed for the micro-
circuits re-integrated on the 'multi-chip' technique 
within a header. All p-n junctions associated with 
active and passive devices are stabilized and protected 
by a thermally-grown oxide and the parameters of 
devices formed below the surface of the substrate are 
determined by high-temperature diffusant concentra-
tions. Both of these features lead to good long-term 
stability. The thermocompression bonds, which at 
first assessment might be thought a weak point in the 
construction, have been shown to withstand accelera-
tions in excess of 20 000 g under centrifugal test. 

Fully Integrated Circuits 

A natural progression from the point we have 
reached is to contain two or more circuit components 
—say, a number of transistors, or a combination of 
transistor and resistor—on a single chip, thus eliminat-
ing the wire connections between these particular 
components. This can easily be arranged by appro-
priate masking during the successive processings. It 
leads to the fabrication of fully-integrated circuits— 
that is, those in which all the components comprising 
a simple circuit are contained within a single piece of 
semiconductor. In this way it is, for example, possible 
to construct a simple gate circuit on a silicon chip 
0.05 in square by six successive processings. These 
circuit units may be produced as elements of a matrix 
on a single slice of semiconductor. There is still the 
proviso that we have not yet learned how to include 
inductance in this way. 

With the fully-integrated circuit there are, of course, 
no internal wire connections, and this gives promise 
of a further increase in reliability. But, at the present 
point in time, the advantages of the 'multi-chip' 
technique, as compared with the fully-integrated 
circuit, are: 

(i) the production yield to specification is much 
higher; 

(ii) tolerances can be more readily set for the 
individual components as well as for the overall 
performance of the re-integrated circuit; 

(iii) the technique is more flexible and allows 
experimental circuits to be made for the equip-
ment design engineers at much less cost than 
that of fully-integrated circuits. 
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Fig. 4. Multiple-emitter gate on single silicon chip. 
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Fig. 5. 75-Mc/s receiver constructed with multiple-chip micro-electronics for use in aircraft instrument landing system. 
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'Thin-film' Microcircuits 

The semiconductor microcircuit technique which I 
have described is tending to overshadow its older 
rival—the thin-film microcircuit on a glass sub-
strate—to which semiconductor active elements had 
to be added separately. But with the replacement of 
glass by a silicon substrate, insulated on the surface 
by a silicon dioxide masking layer, the two tech-
niques can now be said to have converged. It is 
believed that hybridization of thin-film and semi-
conductor microcircuits, using a common semicon-
ductor substrate, will be of increasing importance, 
and, since mask-making, assembly and bonding are 
already common technology, it represents a natural 
evolution. 

Storage of Information 

There are two important things about a computer; 
they are first its ability to do arithmetic and second 
its capacity for remembering information fed to it, 
together with the rapidity with which we can obtain 
access to that information. With regard to its memory, 
the electronic engineer has still a long way to go to 
catch up with the human brain in respect of the 
number of bits of information stored in a given 
volume. 
The first real break through in the compact elec-

tronic storage of information came in 1945 when 
Professor F. C. Williams invented a method of storing 
information on, and reading it from, the face of a 
cathode-ray tube. Since then many methods have 
been tried, but the use of threaded magnetic cores has 
become almost universal. Each core constitutes, in 
effect, a 'yes' or 'no' point in a matrix. 

New developments in computor memories indicate 
that progress is being made in their fabrication com-
patible with the development of integrated circuits for 
the arithmetic function. Lack of this capability has 
been a stumbling block in progression to the micro-
electronic computer of the future. Memory research 
is aimed at increasing speed and capacity—a goal 
which can be met only by reducing the size of the 
memory elements. Magnetic and super-conductive 
techniques are receiving a lot of attention. While 
magnetic techniques look promising for high-speed 
random-access memories with capacities up to around 
10 bits, super-conductive thin films obtained in low-
temperature units may be the answer for large capacity 
memories of the order of 109 bits. But low-
temperature stores have their obvious disadvantages 
which may weigh heavily against their being a success 
commercially. Very large stores based on any other 
purely electronic or electro-optical scheme do not 
seem in sight (but one can be very wrong indeed) and 
so ferrite core stores seem to be the correct choice, at 
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least for the next generation of computers. A good 
deal has been published recently about improvements 
in fabricating them. 

Computers of the Future 

1. Engineering Form. The next question is: "What 
kind of computer is likely to be built using the new 
generation of components ?" In attempting to answer 
this question I may fail to distinguish between 
machines that are just 'around the corner' and those 
which are much farther away in time. This is inevit-
able. Every engineer will appreciate the many tech-
nical snags that are encountered in the conversion of 
a promising laboratory concept into equipment 
coming off the production line. Both the time and 
also the cost involved in this are often under-esti-
mated. 

Starting with the logic circuits, we quickly come up 
against an apparent paradox. We have seen a move 
towards the microminiaturization of components and 
circuits and, within the limits imposed by ease of 
handling, optical resolution and bonding techniques, 
the cost should come down as the size becomes 
smaller. But, since the smaller the device the higher 
its frequency capability, we can say that, within limits, 
low cost and high performance will tend to go 
together. 

Here we begin to come up against the question of 
the speed with which a bit of information can be trans-
ferred from one point to another. This kind of problem 
has, of course, for long been in the minds of com-
munication engineers, particularly those responsible 
for providing long-distance communications. The 
time taken for a radio signal to travel half-way round 
the world to Australia is about 60 milliseconds; if it 
should travel there via two communication satellites 
revolving in synchronous orbits both the distance and 
the time delay will be greatly increased—the latter to 
nearly half a second—and communication engineers 
argue whether this is serious in telephone conversa-
tion. Also, should the signal, ingtead of being trans-
mitted freely through space, be sent along the copper 
conductor of a submarine cable so that the electro-
magnetic wave is surrounded by dielectric and 
within the submerged electronic repeaters has to 
traverse filter networks, the speed of travel is reduced 
and the transmission time for the 14 000 mile journey 
from London to Sydney, routed via the CANTAT and 
COMPAC cables, is nearly 150 milliseconds. 

But these transfers involve great distances and 
within a computer we are not concerned with dis-
tances of more than a few feet. On the other hand, a 
nanosecond has become a significant time-interval 
and in a nanosecond Clerk Maxwell's equations show 
that, even in free space, a signal will not travel farther 
than about 1 ft. Therefore, in order to utilize the 
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Fig. 6 (a). Small high-speed com-
puter using silicon micro-logic 
devices described in the paper. 

Fig. 6 (b). Computer of similar capacity to Fig. 6(a), but using 
conventional printed circuits. 

capabilities of future high-speed logic units, the dis-
persal of assemblies within the computer must be the 
minimum consistent with an engineering form which 
provides for ease of servicing. Other things being 
equal, the compression of a much greater number of 
circuit elements into a given volume would result in 
increases in temperature. But these are more than 
offset by the use of silicon devices in place of ger-
manium, and therefore air-cooling with normal low-
pressure fans will still be adequate. A physically 
small high-speed computer has been constructed 
using the silicon micro-logic devices with a stage-
delay time of 5 nanoseconds described earlier. It 
includes a store of 4096 24-bit words with a cyclic 
time of 1.2 microseconds. In order to achieve maxi-
mum reliability diode-transistor logic with its greater 
noise immunity was used, cheapness being achieved 
by using the simplest forms of logical design and 
organization. 

Coming next to the memory, the possibilities of 
storing an increasing amount of information in a 
decreasing volume have already been discussed. With 
earlier computers access to the stored information 
was only on a cyclic basis. Therefore, a machine 
capable of working quickly had to have a very short 
cyclic time, and this meant that the designer would 
always be battling with the restrictions of a Maxwell-
limited approach. Nature side-tracks speed limits 
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imposed by Maxwell's equations. As in electronic 
computers, she conveys information with binary 
digits, but does so at a transmission speed of no more 
than 60 miles/hour. The very rapid transfer of large 
amounts of information is obtained by using multiple-
access on a tremendous scale to the store, connection 
of this store to the various types of peripheral equip-
ment—the sensors—being by multicore cables, the 
thousands of fibres which make up the nerves. (Con-
sider how quickly one can take in and recollect a 
scene.) 

Such considerations point to the need for very large 
electronic stores with facilities for multiple random 
access and, indeed, such devices are the objectives of 
much current work. A particular problem that 
springs to mind is the Post Office Savings Bank, where 
the application of electronic data processing to the 
accounting system would require automatic access 
to any one of 22 million accounts. 

2. System Organization. Both the engineering form 
and the system organization of the next family of 
computers should be much more flexible than have 
been the designs of the past. Apart from machines 
which are installed to meet a specific and unvarying 
operational requirement—and this may hold for some 
industrial applications—we should be able to offer 
the user a system capable of being adapted and 
enlarged to meet changing needs. 

All data-processing systems are likely to become 
more fully automatic. For example, the loading and 
unloading of magnetic tape will become less necessary 
with very large random-access stores where all the 
data held in the system will be accessible at all times. 
Routine operations, for which a human operator is 
now necessary, will be progressively reduced in 
number. Programs may be drawn up automatically 
and work schedules evaluated by the machine itself. 
Peripheral devices will be switched on and off auto-
matically, and the computer may be arranged to make 
automatic connection to data transmission links and 
signal its requirements for more information as it 
approaches the end of a task. 

An important trend is already apparent towards 
making computers more 'self-conscious'. Built-in 
facilities enabling computers to detect overflow in 
their arithmetic units, faulty or dubious blocks of 
input or output data and store-parity errors are 
becoming commonplace. In so far as engineering 
operation is concerned, automatic routining facili-
ties—dear to the telephone engineer—may well be 
included in the electronic circuitry, enabling the com-
puter to identify circuits, or circuit elements, which 
are not operating within prescribed limits. Automatic 
transfer of the working load to other circuits is a more 
distant possibility. 
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The Computer in Relation to Control Processes 

In many industrial applications the peripheral 
equipment on the output side may control the situation 
without intervention by an operator. The guidance of 
a space vehicle in flight is an example, information 
being fed into the system from a tracking radar. In 
such cases the whole system becomes a closed servo 
loop, and this is true of many industrial applications. 
In other situations, and generally when the computer 
is used for business or commercial applications, the 
loop is broken and someone has to act on the data 
presented to him. Equally, he, or someone else, has to 
determine what data are made available to the 
computer. 

But as the trend progresses towards making data-
handling and control systems more automatic and 
less a question of conscious concern to an operator, 
the remaining decisions which the latter will have te 
take will be harder to take correctly as they become 
fewer. The effect of a bad decision will be more 
calamitous. This seems to be a feature of all complex 
and highly automated systems, and one can think of 
no reason why computers should be an exception. 

The data may arrive from a variety of sources. 
With business and commercial applications it was 
convenient at first to use punched cards or tape, 
because they were existing and suitable means of 
mechanically recording data, but these are now being 
replaced by magnetic tape. With industrial applica-
tions 'on-line' working of the computer may be 
practicable, but this at some point will involve the 
translation into coded impulses of physical measure-
ments, e.g. of temperature and flux readings from 
the interior of a nuclear reactor, signals derived from 
search radar in an air-traffic control system, readings 
of strain gauges distributed over a structure, etc. 
Constant checking is needed at all stages to ensure 
that sensory data are not being lost or distorted in 
transmission, and that control signals are getting 
through and being acted upon. Moreover, there must 
be a safeguard to ensure that no fatally extreme 
instruction results in unchecked action, even though 
the instruction has been worked out quite correctly 
by the control program. In some situations, e.g. blind 
landing of aircraft, this might be very important. 

In this connection it is interesting to note that work 
has been done on the development of what has been 
described as a 'learning matrix'. This is a special form 
of associative store in which information may be 
accumulated as the average of a number of patterns 
applied successively. The engineering feasibility of 
the 'learning matrix' has been demonstrated and its 
applications in control engineering are obvious. 

In many of these applications the computer is at a 
distance from the point of origin of the data, and 
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these have to be transmitted over cables or radio 
links. The amount of data that can be transmitted in 
a given time depends not only on the frequency band-
width of the communication channel, but also on the 
complexity of the built-in checking system. Trans-
mission errors are usually detected by redundant 
coding and correction is effected by re-transmission of 
the corrupted part of the information. As an example 
of what is possible, a system designed to meet the 
internationally agreed transmission speeds will trans-
mit data over normal telephone lines at a rate of 100 
characters every second with an anticipated accuracy 
of not more than one error in 10- or 100-million 
characters. The greatest efficiency will always be 
obtained by planning data-processing and the data 
transmission as an integrated whole. 

Input and Output Arrangements 

Communication between the computer and the 
operator is an outstanding problem. This concerns 
the input and output arrangements, it being reasonably 
certain that the capabilities of the electronic computer 
itself will continue to increase comfortably in advance 
of those of the peripheral equipment with which it is 
associated. 

The majority of printing, forming the output of 
present-day computing systems in business offices, 
comes from electro-mechanical, line-at-a-time printers. 
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Fig. 7. Alpha-numeric display of processed information on cathode-ray tube. 

Printers with a capacity of 80, 120 or 160 columns at 
speeds of 1000 lines per minute are available. 

In many industrial applications printers are 
obviously not appropriate. For such cases a com-
puter output device has been developed which is fully 
compatible with computer operating speeds and with 
the rate human operators can absorb information. 
In this device lines of data are written in sequence 
on the screen of a cathode-ray tube. Each character 
is written in turn by deflecting the electron beam to 
the position where the character is required and then 
applying a fast low-amplitude deflection to trace out 
the letter or figure. Each character is written in a 
period of 20 microseconds, so that the system is 
capable of writing 50 000 characters per second. It is 
necessary to repeat the information at a recurrent 
frequency high enough to avoid flicker effects, but the 
cathode-ray tube used has an after-glow characteristic 
such that it retains a steady picture if repeated at more 
than 10 times per second. The store capacity in the 
associated computer is arranged to match this rate, 
and continuous cycling occurs at approximately 12 
times per second. The storage capacity and amount 
of information displayed considerably exceeds that 
which can be used quickly by one man and makes it 
possible to feed a number of individual operating 
positions, if desired, with completely different mes-
sages. 
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Two Examples of Application 

The possible applications of computers are legion. 
I intend to mention only two. The first is a possible 
accounting application, which lies close to what were 
my own principal interests. All long-distance tele-
phone calls handled by operators are brought to 
account by a ticket which the operator completes and 
which forms the first step in a chain of processes, 
ending in a bill to the subscriber. This is an expensive 
process and, with the introduction of routing and 
switching equipment to enable subscribers to dial 
their own long-distance calls, there is anyhow no 
regular need for an operator. The British Post Office 
has therefore done away with accounting tickets for 
subscriber-dialled calls which are recorded by forward-
stepping of a meter in the exchange individual to the 
calling subscriber; the number of units recorded is 
proportional to the distance and duration of the call. 
At quarterly periods all the meters—there may be 
several thousand—in an exchange are read to give 
the number of units to be charged to the subscriber. 
This use of personnel appears somewhat out of pat-
tern with fully-automatic telephone switching systems, 
particularly against a background of anticipated 
progress from the present electromechanical switching 
equipment to equipment that is fully electronic. It 
should be possible to devise a system in which the 
pulses that are used at present to step the electro-
mechanical meters will be used to up-date the store in 
an electronic data-processing system. At appropriate 
intervals this would produce complete accounts to 
all the subscribers. 
The second application is an industrial one and 

relates to the introduction of computers into large 
electricity generating stations. I shall draw on work 
undertaken for a 1180 MW station being built for the 
Central Electricity Generating Board and in which 
the power source is a gas-cooled, graphite-moderated 
reactor system. For such stations operation and 
control techniques, which are merely extensions of 
those used for many years, are outdated. In a nuclear 
station there is very extensive additional instrumenta-
tion of the reactor and the amount of information 
that has to be taken into account is much greater than 
that in the operation of a conventional power station. 
Therefore, it becomes desirable to re-think the prob-
lem and plan a system that will enable the control 
engineer to get immediate information on the state 
of a section of the station by simply touching a button 
on the central control desk. This information will be 

displayed in tabular form on the screen of a cathode-
ray tube. In this particular case it will be gathered 
from a total of 3940 prime measurement and state 
devices in the reactor, associated turbo-alternator sets 
and other parts of the station. Before display the 
information will be processed by a high-speed digital 
computer which is capable of analysing it to determine 
whether the plant is operating satisfactorily, detecting 
any potentially dangerous trends before they become 
serious, and informing the operator as necessary. It 
would be further possible for the computer itself to 
make decisions and take direct control action if 
required. 

Conclusions 

I do not intend to discuss other applications. 
Obviously, they will touch every aspect of our daily 
lives. Even translation from one language to another 
is within the list of possible uses for computers. 
Government data-processing will increase as demands 
for more social concern for each individual require 
more to be known about him during his entire life. 
Computers will be essential to control the traffic of 
the future—in the air and in the cities. Computer 
programmed machines in factories will work untended. 
A long time ago Aristotle wrote: "When looms weave 
by themselves men's slavery will end". But this is a 
soulless electronic monster we have created, his logic 
circuits knowing no language but 'yea' or 'nay', and 
he will create some social problems as he comes 
among us. Sir Leon Bagrit may deal with them in his 
forthcoming B.B.C. Reith Lectures. 

I cannot conclude without expressing my very 
sincere thanks to all my colleagues who have provided 
me with ideas and information during my preparation 
of this lecture. It has been a stimulating experience. 
I must apologise to some of them because I have not 
followed up all the suggestions they made. If I had 
we should have been here much longer. 

There is one other thing I should like to say. This 
is an extremely fast-moving technology, particularly 
as it enters micro-electronics. In the public mind it is 
often associated with American development. But all 
I have described tonight has been based on British 
achievement—by one organization or another—and 
I am convinced that if we utilize our ability aright 
we can hold our own in this as in other fields. 

(Address No. 34) 

© The Institution of Electronic and Radio Engineers, 1964 
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Analogue Multiplication with the 

Space-charge-limited Surface-channel Triode 

By 

G. T. WRIGHT, D.Sc. t 

1. Introduction 

Summary: It is shown that the space-charge-limited surface-channel triode 
can be operated so as to give a current-voltage characteristic described by 
i = 4PV1 V2, where P is perveance, V1 is gate voltage and V2 is drain 
voltage. The accurate analogue multiplication of two voltages with a 
cadmium sulphide thin-film triode is described. Materials and design 
problems are briefly discussed and it is concluded that by using a silicon 
triode it should be possible to achieve accurate multiplication at 
frequencies up to several Mc/s with a dynamic range of about two orders 
of magnitude for each input signal. 

The operating mechanisms of surface-channel solid 
state triodes, as originally proposed by Heil,' have 
recently been described. In particular, Ihantola2 
has considered the situation when the conducting 
channel consists of semiconductor material, and 
Wright" has considered the situation when the 
conducting channel consists of high resistivity 
material. In the latter case current is carried by 
space-charge and operation occurs under space-
charge-limited conditions. The analysis of device 
characteristics' shows that the space-charge-limited 
current between source and drain is given by 

= P V2 (2 VI — V2)  (I) 

where V1 and V2 are gate and drain voltages respec-
tively (V1 V2) measured relative to the source at 
zero (earth) potential, and the perveance P is equal to 
epwl2hd, where w is the length of the electrodes, h is 
the thickness of the gate insulation layer and d is the 
spacing between source and drain (w d h). The 
permittivity of the gate insulation is e and the mobility 
of charge carriers in the conducting channel is ¡I. 

The current-voltage characteristic described by 
eqn. (1) has been observed in experimental devices by 
Wiemer et al.,5 by Hofstein and Heiman' and 
particularly by Zuleeg.7 

2. Multiplication 

A more general description of device characteristics 
can be obtained from (1) by allowing for application 
of a voltage 1/0 to the source (V0 < V1). In this case, 
with voltages V0, V1 and V2 applied to source, gate 
and drain respectively, we have 

i = P( V2 — V0) [2( V1 — V0) — (V2 — V0) ]  (2) 

t Electronic and Electrical Engineering Department, University 
of Birmingham. 
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Various interesting functional relations between cur-
rent and the applied voltages can be derived from this 
equation. For instance, if V1 = V2 and V0 = 0 we 
obtain 

i =  (3) 

This is, of course, the straightforward diode connec-
tion with source earthed and gate and drain linked 
together. If V1 = V2 and V0 # 0 we obtain 

= P(Vi — V0)2  (4) 

representing the square of a sum or difference. In 
particular, if V0 = — V2 and V1 # 0 we obtain 

i = 4/' V1 V2  (5) 

representing multiplication. 

The current-voltage characteristic described by 
eqn. (5) is of considerable interest because multiplica-
tion is an analogue process which is difficult to carry 
out with speed and accuracy. It is worth while there-
fore to consider the use of the space-charge-limited 
surface-channel triode for this purpose. 

A practical demonstration of multiplication using 
a cadmium sulphide thin-film triode is shown in 

Fig. 1. Showing the amplified multiplier a.c. output signal 
component superimposed on the a.c. input signal component. 
The conditions of operation are such that the first-harmonic 
product terms cancel; the output thus consists only of the small 
second-harmonic term plus all the error terms contained in the 
large first-harmonic terms. The lack of distortion, even in the 
small second-harmonic term, shows that accurate multiplication 

has been achieved. 
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Fig. 1. This demonstrates the multiplication of two 
voltages V1 = A+ a sin cot and V2 = B—b sin cot 
according to the equation: 

(A+ a sin cot) (B—b sin cot) 

ab ab 
= AB--2 +(aB—bA) sin cot+ —2 cos 2cot 

The steady bias voltages A and B were of order 1 V. 
The alternating voltages a sin cot and b sin cot were 
derived from a 1 kc/s oscillator and were of amplitude 
about 0.1 V. In order to demonstrate the accuracy of 
multiplication the bias voltages A and B were adjusted 
so that aB = bA. If accurate multiplication can be 
achieved the large first-harmonic products should 
balance and then neutralize each other, leaving 
only the small second-harmonic term. The diagram 
shows the amplified multiplier output signal under 
these conditions superimposed on the a.c. input signal. 
It can be seen that there is very little distortion in the 
output, even under these stringent test conditions. 

3. Discussion 

The experimental demonstration shown in Fig. 1 
indicates that the space-charge-limited surface-channel 
triode can be used for accurate analogue multiplica-
tion. Used in the manner described it is limited, 
however, by the operating requirement that the gate 
voltage should always equal or exceed the drain 
voltage. If this condition is violated current is less 
than given by eqn. (5) and accuracy is lost. It is 
probable, of course, that many applications exist 
which do not violate this condition. It can be removed, 
however, by arranging for the two signal voltages to 
be compared at the input and switched so that the 
larger is always applied to the gate and the smaller 
to the drain. Alternatively two triodes can be used 
with the signal input connections interchanged so 
that at all times one of the triodes is operating in the 
correct mode. Selection of the appropriate triode can 
always be made on the basis that its current is the 
larger. In this connection it is of relevance to note that 
the functional relation between current and voltage 
given by eqn. (1) is not affected by the triode dimen-
sions. Thus accurate matching of triode charac-
teristics can be achieved by the use of external current 
or potential dividers or amplifiers. 

A suitable material for device fabrication is high-
purity silicon. The technology of this material is well 
understood and it is known to produce reliable 
devices. Silicon is available in single crystal form 
with resistivity greater than 104 ohm-cm. This purity 
is sufficient to ensure that thermal generation of 
carriers is small enough so that shunt conduction 
between source and drain is negligible. Operation 
then takes place under space-charge-limited con-
ditions as is required for the validity of eqn. ( 1). 
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The design of surface-channel triodes for use as 
multipliers involves the usual conflicts between 
dynamic range, speed and accuracy. Detailed dis-
cussion of the various relevant factors requires 
analysis of a specific design and is beyond the scope 
of this discussion. However, it is worth while to 
indicate some of the important considerations. At 
small drain voltages of the order of a few times kTle, 
carrier diffusion is significant as a current mechanism 
and current is greater than indicated by ( 1). At large 
drain voltages field dependence of mobility causes the 
perveance P to decrease and current will be less than 
indicated by ( 1). Limitations on the gate voltage are 
less severe, being restricted at large voltages by the 
possibility of breakdown of the gate insulation layer. 
Between the permissible extremes of small and large 
drain voltages there should exist a dynamic range of 
at least two orders of magnitude of input signal 
through which eqn. (5) should be valid. 

A further limitation concerns the permissible level 
of power dissipation in the device. The instantaneous 
level of power dissipation is 

W 8P Vi  (6) 

and obviously rises very rapidly indeed if both signal 
voltages increase together. In the majority of practical 
applications, however, the mean power level is much 
less than the peak and providing that the source can 
supply current surges adequately the mean power 
level is probably the better limit to adopt. With an 
electrode length w = 1 cm, a spacing between source 
and drain of d = 0.02 cm, a thickness for the gate 
insulation layer of h = 1 micrometre and using 
typical materials parameters of E = 5 x 10-11 F/m 
and µ = 0.1 m2/volt-second we obtain 

i = 0.5 VI V2 mA  (7) 

If a mean power dissipation of 1 watt is regarded as 
tolerable then a working input voltage range from 
about 0.1 V to about 10 V is indicated. 

The speed of response is controlled essentially by 
the transit time of carriers between source and drain. 
This transit time is given by 

4d2 
—   4(2 V2) (8) 

With the device dimensions and materials parameters 
given above we obtain t = 27 mils when V2 = 10 V. 
This suggests that when working with large signal 
levels accurate multiplication can be achieved at 
frequencies up to several megacycles. Operation 
at higher speeds can be obtained, of course, by 
reducing the spacing between source and drain. To 
maintain accuracy it is necessary also to reduce the 
thickness of the gate insulation layer to maintain the 
condition d > h. Current therefore increases con-
siderably, and in order to avoid excessive power 
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dissipation the dynamic range of the device is reduced. 
If operation at high speeds is not essential the use of 
low mobility carriers enables operation to take place 
with smaller current output and greater dynamic 
range. 

In addition to the considerations outlined above, 
imperfections in materials, such as the existence of 
interfacial states along the conducting channel, and 
in design, such as the existence of fringe fields at the 
electrode edges, may produce deviations from the 
ideal characteristic of eqn. (5). Further research is 
necessary fully to evaluate and control mechanisms 
of operation and to achieve optimum design. Never-
theless, the surface-channel space-charge-limited triode 
would seem to offer good prospects for fast and 
accurate analogue multiplication. 

4. Acknowledgments 

It is a pleasure to acknowledge that the surface-
channel triode used was supplied by R. Zuleeg and 
the demonstration of multiplication was devised and 
constructed by P. W. Webb. 
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INSTITUTION NOTICES 

Birthday Honours List 

The Council congratulates the following member of 
the Institution whose appointment appears in Her 
Majesty's Birthday Honours List: 

William Kenneth Newson (Member) to be a 
Member of the Most Excellent Order of the British 
Empire. (Mr. Newson, who has been with the 
British Broadcasting Corporation for 40 years, has 
held the position of Engineering Recruitment Officer 
since 1953. He is also a member of the Institution's 
Education and Training Committee.) 

Other Birthday Honours were published in the 
June issue of The Radio and Electronic Engineer. 

Ghana Public Service Commission 

It has recently been announced that the Ghana 
Public Service Commission now accepts Graduate and 
Corporate Membership of the Institution for pro-
fessional engineering appointments in the Ghanaian 
Civil Service. This decision, which will be welcomed 
by members in Ghana, affects appointments in the 
Posts and Telegraphs Department and the Ghana 
Broadcasting Corporation. 

Rhodesian Institution of Engineers 

All Graduate and Corporate Members of Institu-
tions on the Engineering Institutions Joint Council 
are invited to apply for membership of the appro-
priate grade in the Rhodesian Institution of Engineers. 
The standards of entry for the various grades are 
parallel to those required by professional Institutions 
in the United Kingdom and their examinations are 
accepted by the Rhodesian Institution. 

The Rhodesian Institution of Engineers was 
established by Act of the Registered Assembly of 
Southern Rhodesia and its aims are similar to those 
of professional engineering Institutions in the United 
Kingdom, and other Commonwealth countries. 

Members of the I.E.R.E. who are resident in 
Southern Rhodesia and wish to join the Rhodesian 
Institution of Engineers should write to P.O. Box 
660, Salisbury, Southern Rhodesia. 

Institution Group in Nigeria 

The Council has received a request from Corporate 
Members in Nigeria for permission to establish a 
Group for the purpose of holding technical meetings. 
Several members have formed an informal committee 
and are already planning programmes for the coming 
months. Offers of support for these activities will be 
welcomed and further particulars may be obtained 
from Mr. P. E. Olisa, A.M.I.E.R.E., Principal, Posts 
and Telegraphs Training Centre, Lagos. 
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Symposium on Microminiaturization 

A limited number of preprints of the Joint I.E.E.— 
I.E.R.E. Symposium on "Microminiaturization", 
held in Edinburgh in April 1964, are still available at 
30s. per set. Inquiries should be addressed to Mr. 
R. D. Pittilo, 35 Crawfurd Road, Burnside, 
Rutherglen, Glasgow. 

Conference on Electron Emission 

The Institute of Physics and the Physical Society 
will be holding a Conference on Electron Emission 
at the University of Keele, Staffordshire, on the 1st 
and 2nd October 1964. It is proposed to include the 
following review papers: Photo-cathodes; Secondary 
Emission; Alternatives to Thermionic Emission; 
Recent Research on Secondary Electron Emission at 
Mainz; Electron Emission by Fast Ions. 

Advance registration will be necessary; the 
closing date will be 28th August. Further details and 
application forms may be obtained from the Adminis-
tration Assistant, The Institute of Physics and the 
Physical Society, 47 Belgrave Square, London, S.W.1. 

Meetings on Quality and Reliability 

The National Council for Quality and Reliability is 
organizing a two-weeks' residential course on "Quality 
and Reliability Principles and Practice" at the College 
of Aeronautics, Cranfield, 6th-18th September 1964. 

The N.C.Q.R. is also arranging, in conjunction 
with the Institution of Mechanical Engineers, a 
Colloquium on Reliability to be held in London on 
10th and 11th November 1964. 

The I.E.R.E. is a member of N.C.Q.R. and further 
details and application forms may be obtained from 
8-9 Bedford Square, London, W.C.1. 

June Journal 1964 

Members and subscribers who bind their own 
Journals are asked to note that a mistake occurred in 
the collation of the last section of the June issue. This 
prevents the text section (pp. 465-472) from being 
effectively separated from the advertisement pages. 
The text pages have been reprinted and a copy may 
be obtained on application to the Publications 
Department, I.E.R.E., 9 Bedford Square, London, 
W.C.1. 

Index to Volume 27 

The June 1964 issue completed Volume 27 of The 
Radio and Electronic Engineer which covers the period 
January—June 1964. An Index to the volume will be 
circulated with the August issue. 
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An Analysis of Stagger-tuned Pulse Receiver Systems with 

special reference to N.M.R. Relaxation-time Measurements 

By 

H. PURSEY, B.Sc.t 

Summary: A 30-Mc/s receiver is described for use in pulsed nuclear 
magnetic resonance apparatus. The receiver is designed to have a good 
signal/noise ratio, as well as rapid recovery from a pulse overload. Various 
types of stagger-tuned arrangements are examined theoretically, and it 
is shown that for optimum results the poles of the amplifier transfer func-
tion should coincide with the roots of a Bessel polynomial. An amplifier 
designed on this principle is described, and is shown to have characteristics 
which are in agreement with theoretical predictions. 

1. Introduction 

Several authors have published descriptions of 
equipment for measuring the relaxation times of 
nuclear magnetic resonance processes by the spin-
echo method.12'3 Briefly, the method consists of 
applying a short, high-power pulse of radio-frequency 
energy to the sample under test, and observing the 
decay of the signal so excited. To prevent the exciting 
pulse passing directly to the receiver either a crossed-
coil system or a balanced bridge may be used, but in 
either case a proportion of the transmitted energy 
will reach the receiver because of imperfect balancing; 
this is particularly the case when very short pulses are 
used, partly because of the high power needed to turn 
the nuclear magnetic moments through a given angle 
in a short time, and also because of the wide frequency 
distribution of energy, it being difficult to balance the 
bridge or crossed-coil system effectively over a wide 
band of frequencies. 

The problems of designing a receiver which will 
recover rapidly from a large pulse overload have been 
encountered in receivers for radar systems.' In this 
connection the critical parts of the receiver are the 
interstage coupling circuits, the cathode bias circuits, 
and the high-tension decoupling circuits. For a 30-
Mc/s receiver the time-constants of the cathode-bias 
circuits need not exceed 0-2 i.ts and the high-tension 
supply can be derived from a low-impedance stabilized 
source, individual stages being decoupled by ferrite 
beads. This leaves the question of interstage coupling 
to be considered in more detail. 

2. The Interstage Coupling Circuits 

To avoid the time-constants associated with 
resistance-capacitance networks it was decided that 
transformer coupling would be used, and the question 
then arises as to whether one or both of the windings 
should be tuned. This in fact will depend on the 
number of stages in the receiver, which may reason-

t National Physical Laboratory, Basic Physics Division, 
Teddington, Middlesex. 
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ably be fixed at six to achieve an overall gain of the 
order of 120 dB with a gain of 20 dB per stage. One 
tuned circuit per stage should then give adequate 
selectivity, whereas introducing more tuned circuits 
would slow down the transient response without any 
compensating advantage. The receiver to be described 
employs untuned-primary/tuned-secondary trans-
formers throughout, the stage gain being given by 

n = —kg,„12,In 

where t is the gain per stage (voltage ratio), 

k is the primary-to-secondary coupling co-
efficient, 

is the slope of the preceding tube, 

is the secondary load resistance, 

is the ratio of secondary to primary turns. 
RL 

To ensure that the primary resonant frequency is 
well outside the receiver pass-band, while maintaining 
a reasonably high stage gain, n is made equal to 2, 
and the secondary inductance is made as large as 
possible so that RL is large for a given Q-factor. Here 
a compromise is necessary, since if the coil inductance 
is made too large it will resonate with only the circuit 
stray capacitances. Such an arrangement would have 
poor long-term stability, and in practice the coils are 
designed to resonate with capacitors of about 30 pF. 
The circuits are loaded with shunt resistors of several 
thousand ohms, which are adjusted experimentally to 
give the desired Q-values in conjunction with the 
additional loading imposed by the input conductance. 
of the following stage. 

3. Stagger Tuning 

Although a satisfactory receiver can be built using 
six identical tuned circuits, it is possible by means of a 
suitable stagger-tuning arrangement to obtain an 
improved transient response for the same overall gain. 
In principle, a stagger-tuned amplifier has the poles 
of its tuned circuits arranged in a regular pattern to 
give a desired frequency response, the poles being 
defined as the points in the complex frequency plane 
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at which the response of the corresponding circuit is 
infinite. Thus, if the resonant frequency and Q of the 
ith circuit are respectively coi/2/1 and Qi, then the pole 
location in the s-plane is given by 

s = si = — (coi/2Qi) +jcoi  (1) 

The pole arrangement is generally based on a low-
pass filter response, those commonly used being the 
Butterworth maximally flat response, the Chebyshev 
equal-ripple response, and the Bessel maximally flat 
phase response.5' 6 Our purpose is to investigate the 
transient behaviour of these filters and so decide which 
is the most suitable for a spin-echo amplifying system. 

The Butterworth response is derived from the 
function 

f(x) = ( 1 + x 2rt)  (2) 

The poles of this function are the 2n values of 
iyan, which are equally spaced around the circle 

of unit radius with its centre at the origin. x is taken 
to represent frequency, so that if xi is the ith pole 
the corresponding pole in the s-plane is given by 
s = s I = 2njxi. Poles in the lower half of the x-plane 
correspond to poles in the right-hand half of the 
s-plane, indicating an oscillatory system. We therefore 
include only those poles which lie above Im(x) = 0; 
symmetry shows that for real values of x this is 
equivalent to taking the square root of the response 
arising from the complete pole set, which leads us to 
the response given by eqn. (2) above. 

As n tends to infinity, f(x) approaches the response 
of an ideal low-pass filter, having the value unity for 
lxl < 1 and zero for lxl> 1. It may also be shown to 
represent the response of a physically realizable net-
work, the poles being confined to the upper half-
plane in x, and located either on the positive imaginary 
axis, or in symmetrical pairs on either side of it.' 

To obtain a band-pass characteristic the cluster of 
poles is moved along the real axis of x and centred at 
x = xo, where xo> 1. In order to conform to the 
conditions of realizability a similar set of poles must 
be centred on x = — xo. Such a system will have a 
response which is symmetric about x = 0, but not 
about x = xo, although the latter asymmetry will be 
slight provided xo >1, as is often the case. A further 
modification will be to locate the poles on a semicircle 
of radius other than unity, corresponding to a variation 
in the pass-band of the amplifier. 

A Chebyshev response is obtained by modifying 
the circle locating the Butterworth poles to an ellipse 
whose major axis lies along the real axis in the x-plane, 
the corresponding response function being 

f(x) = {1 +£ 2.C„(x)} -*  (3) 

where e is a real constant lying between 0 and 1, and 
C(x) is defined by the equation 

C(x) = cos (n arc cos x)  (4) 
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The term 'equal-ripple response' derives from the 
fact that in the pass-band, where lxl< 1, f(x) oscillates 
between (1 +82)-4 and (1 — 62)-4. 

The Butterworth and Chebyshev poles for a low-
pass filter are given by the following formulae: 

Sk = 0"k±i(Ok  (5) 

where ak = sin (2k — 1)n/2n  (6) 
(Butterworth) 

oh = tanh a sin (2k — 1)n/2n  (7) 
(Chebyshev) 

(a = n-1 arc sinh 6- i) 

cok = cos (2k — 1)n/2n  (8) 
(Butterworth and Chebyshev) 

A suitable amplifier for spin-echo measurements 
will have a bandwidth of + 1 Mc/s centred on 
30 Mc/s. Then if so = jcoo = 6Onj, we have for a 
Butterworth amplifier: 

sk = so — 2n {sin (2k — 1)n/12 +j cos (2k — 1)n/12} 

and for a Chebyshev amplifier: 

sk = so — 2n {tanh a sin (2k — 1)n/12 + 
+j cos (2k — 1)n/12} 

The Chebyshev amplifier given by eqn. (10) will 
have a higher mid-band gain than the corresponding 
Butterworth amplifier, since the Chebyshev poles are 
closer to so than the corresponding Butterworth poles. 
To make a meaningful comparison between the two 
amplifiers we normalize the Chebyshev poles so that 
the amplifiers have equal mid-band gains. This corre-
sponds to an increase in the pass-band of the Cheby-
shev amplifier. The Chebyshev poles are then given by 

sk = so — 2nc {tanh a sin (2k — 1)n/12 + 
+ cos (2k — 1)n/12}  (11) 

where c is chosen so that 
6 

(sk — so) -= (221)6  (12) 
k= 1 

as is evidently the case for the Butterworth amplifier. 

The pole locations for the Bessel maximally flat 
phase response amplifier are the solutions of the 
equation Ba(s) = 0, where Be(s) is the nth order Bessel 
polynomial, which may be defined by the recursion 
formula 

B„ = (2n — 1)B„_ + s2B„ - 2  (13) 

Bo = 1 

B1 = 1+s 

In particular 

B6(s) = 10395 + 10395s + 4725s2+ 
1260s3+210s4+21s5+e  (14) 
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The pole locations for the three amplifiers, nor-
malized for equal gain at the centre frequency of 
30 Mc/s, are given in Table 1. 

To obtain the practical circuit parameters we use 
eqn. (1) above: 

sk = - cok/2Qk +jcok 

where cok = 2nfk. 

Thus fk = (270-1 Im(sk)  (15) 

Qk = (sk)/2 Re (sk)  (16) 

For the Bessel amplifier whose pole locations are 
given in Table 1 we have: 

1 2 3 4 5 6 

f(Mc/s) 29.04 29.44 29.81 30.19 30.56 30.96 

27.85 18.76 16-49 1649 18.76 27.85 

The transfer function of the amplifier is given by 
the formula 

6 

0(s) = As'/ (s_s1)(s -  (17) 
i= 1 

where A is a constant which may conveniently be 
chosen so that the gain of the amplifier is unity at the 
centre of the pass-band, and g is the complex conju-
gate. 

The frequency response of the amplifier may be 
obtained by considering the steady-state component 
of the response to a function f(t) = exp jcot applied at 
t = 0. The Laplace transform of f(t) is 

.21(0 = f exp ace - st)dt  (18) 
o 

= (s  (19) 

and the amplifier output is therefore 
c+ j co 

2nF(t) --= f (s - jco) (I)(s) exp st ds  (20) 
c-po 

The steady-state component arises from the pole 

at s = jco, so the frequency response is simply 
6 '(co) = loacol = l(4itc0)6/11 aco - sà(ico-t., 

(21) 

where we have put A = (41)6 for normalization. 

4. Transient Response of the Amplifier 

To calculate the transient response we assume a 
signal f(t) --- sin coo t is applied at t = 0, where coo is 
2n times the mid-pass-band frequency of the amplifier. 
Since the signal will eventually be rectified and dis-
played on a cathode-ray tube we are interested in the 
envelope of the amplifier output; this has been obtained 
by calculating the output at time corresponding to 

2nn 
peaks of the input signal, i.e. at t = + 2-cooDo 

where n is integral. This procedure is not strictly 
correct, on account of phase and amplitude distortions 
which occur during the early part of the transient, so 
that peaks of the output and input waveforms are not 
coincident. However, trial calculations show that 
errors arising from this are negligible when the signal 
is plotted on a linear amplitude scale. 

The Laplace transform of f(t) is given by the 
formula 

co 

(t) = f f (t) exp ( - st)dt 

= wes2+04) 

= (0es- so)(s - go)  (22) 

where so = iC00 

Thus, the Laplace transform of the amplifier 
output is 

'Ks) = (0o «(s)/(s - 50)(s - §0)  (23) 

Inserting the value of »(s) from eqn. (17) we obtain 

iP(s) = Aœ0 s6/ (s - si)(s -  (24) 
1=0 

Table 1 

BLTITERWORTH CHEBYSHEV BESSEL 

- 1.62621 + J182426 

S2 - 4.44288 + j184.053 

S3 - 6.06909 ± j186.869 

si - 6-06909 ± j190.122 

55 - 4.44288 + j192.938 

se - 1.62621 + j194.564 

- 0.751455 + j179-209 

- 2.053012 + j181 .698 

- 2.804467 ± j186.006 

- 2.804467 j190.984 

- 2.053012 ± j195.292 

- 0-751455 ± j197.781 

- 3.3839 + i182452 

- 5.0245 + i184963 

- 5.7140 + .1187328 

- 5.7140 + j189.662 

- 5.0245 -I- j192.027 

- 3.3839 4- j194.538 
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and the output as a function of time is therefore 

Acoo f  s6 exp st ds 
F(t) - 

27rj 6 
c n (s_sa(s_gi, 

i= 0 

To evaluate the second term we proceed as follows: 

s6 exp st 
 (25) Let (Ks) = (s - so) (s - e 0)(s 

C being the Bromwich contour from -jco to +jco, 
indented to the right of singularities along the vertical 
axis. Poles of the integrand occur at s = s i and 
s = I, giving fourteen first-order poles in the general 
case when no two stages are alike. In the case of the 
two staggered triples s = s7_, when i e 0, and we 
have two first-order poles at s = so and s = go, 
together with six second-order poles at s = s and 
s = gi, i = 1, 2 and 3. Finally, in the case of six 
identical circuits we have two first-order poles at 
s = so and s = go, the remaining two poles being of 
order six. Thus, paradoxically, the simplest electrical 
arrangement gives rise to the most complex analysis. 

To evaluate the integrals arising from eqn. (25) we 
use Cauchy's formule for integration around a pole 
of order n, since for t> 0 the integrand clearly con-
verges in the left-hand half-plane. We obtain the 
following results: 

20 

Then 

= (1)(s)[- (s- so)-1 + t + 6s - 
ds 

- (s - 4)-1 - 6(s - 4) -1] 

t(I)(s)[1 - z-1] 

where z = t(s - so) 

provided s, (s- go) and (s-gi) are all large compared 
with (s-so) at sl, where the derivative is evaluated. 
We then obtain 

+ z2 

x 2 x 1] 

z" 
so that 

IC 5 [ 5 20 60 120 120] 
ds5 z z 2 z3 z4 zS 

(1) Six different stages-
6 6 Sk exp sk t sexpskt 

F(t) = Acoo E 6 6 6 6 k = 0 í¡r=10 (sic- s ,) ¡r=1(sk- gi) 11=1 (gk- s i) ¡)(g, - "ç,) 

6 
[ ± E  k5 3 3 So exp so t s exp sk t 

= 2Awo Re 

i*Ic i*Ic 

6 Sk6 exp sk t 
= 2Acoo Re E  6 6 

k = n (5,_ s,) 
i = 0 i = 0 
i*k 

(2) Two staggered triples-
6 
o F(t) = 2Acoo Re S exp so t  
3 

(So - go) n (so _s32 (so _ gi)2 
¡=1 

3 d  s6 exp st  
+2Acoo E Re 

k= 1 3 3 
ds ($ - so)(s - go) u (s — sà2 n (s - g i)2 

.= 1 i= 1 
i * k S=Sk 

3 3 
(SO - e0) n (s0 - st)2 (SO - ei)2 k=1 (sk_ so)(sk - go) n (sk_si,2 n (s,_ gi)2 

i= I i = 1 i= I 
i *1 

(  1 1  { 3 1 3 1 )1 
X 6+Skt-Sk   + „ + 2 E — + 2 E — 

Sk - So Sk— So i= I Sk - Si ¡ = 1 S1— L, 
i*k 

(3) Six identical stages-
6 So exp so t 2Acoo c15 

(So - go)(So -Si)6 (So - Si)61 + 5! Re [cls  
F(t) = 2Acoo Re [ exp st 

(26) 

(27) 

(28) 
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and 

s8 exp so t  
F(t) = 2Acoo Re [(so — go) (so — si)6(so — ± 

1 
+ 2Acoo t5Re 

5! 4!zi 

1 1 1 111 

where z1 = t(si — S0) 

(29) 

Autocode programs have been written which enable 
formule (21), (26), (27) and (29) to be computed 
on the N.P.L. ACE computer. Figure 1 shows the 
impulse responses of six-pole Butterworth, Chebyshev 
and Bessel amplifiers, compared with an amplifier 
comprising six identically tuned stages. The superiority 
of the Bessel arrangement is at once evident. It settles 
down to within 1% of its final output in 1.3 Its and, 
unlike the Butterworth and Chebyshev amplifiers, 
there is no 'overshoot' or 'ringing' after the initial rise. 

1 2 L 

04 - 

02 

1.2 

1.0 

0.8 

06 

04 

02 

02 04 86 08 1•0 12 

MICROSCCONDS 

14 1.6 18 2.0 

Fig. I. Comparison of six-pole transient responses. 

82 04 08 08 1.0 1-2 

MICROSECONDS 

1.6 18 • 2 0 

Fig. 2. Comparison of six-pole and 2 x three-pole transient 
responses. 
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In Fig. 2 the response of the six-pole Bessel amplifier 
is compared with an amplifier consisting of two 
staggered triples, tuned to give firstly a Butterworth 
and secondly a Bessel response. The six-pole Bessel 
arrangement is still the best, but is only marginally 
superior to the Bessel staggered triple. It is interesting 
to note that the Butterworth staggered triple is better 
than the six-pole Butterworth amplifier, in that its 
overshoot is considerably less. The 2 x 3 Butterworth 
amplifier is commonly used in radar systems,' and 
has in fact been used in the spin-echo system described 
by Buchta et al.2 

The present amplifier has therefore been designed 
as a six-pole Bessel filter, using the pole locations given 
above in Table 1 in the order s3, s6, s2, 35, s1 and s4. 
The circuit of the amplifier is shown in Fig. 3. The 
first two stages use high-slope double triodes in 
cascade configuration, to give a low noise figure for 
the amplifier, the remaining stages being high-slope 
pentodes. Gain control is applied via the cathodes of 
stages 3 and 4, and the amplifier is terminated by a 
mixer stage, using a 40-Mc/s crystal oscillator, to 
give an output at 10 Mc/s, the final tuned circuit (at 
10 Mc/s) being heavily damped in order not to affect 
the overall frequency response. An auxiliary output 
from the 40-Mc/s oscillator is provided so that phase 
detection can be used if desired; in this case the 
30-Mc/s oscillator from which the transmitter pulse 
is derived would be mixed with the local oscillator in 
the receiver to give a coherent 10-Mc/s reference 
signal. To ensure rapid recovery from overload the 
h.t. decoupling is obtained by using ferrite beads, and 
cathode bypass capacitors are chosen to give time 
constants of the order of 0.1 jis. 

The superheterodyne arrangement eliminates the 
possibility of feedback from output and input, which 
could easily lead to instability in a 'straight' amplifier, 
and by choosing a relatively low output frequency the 
problems arising in the design of a second detector are 
minimized, as will be explained in the following 
section. 

02 1T 

1__   
28 29 30 

FREQUENCY 

MEASURED POINTS 

— CALCULATED RESPONSE 

 _1 
31 

Mc/A 
32 

Fig. 4. Frequency response of six-pole Bessel amplifier. 
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L i 1111111M111111111111111 
111111111111111111111111111111 
11111111111111111111111111111 

1111111111111111111111 
IIIIIIIIIIIIIIIIII  

Fig. 5. 30-Mc/s input pulse. 1 division = 1 p.s. 

Figure 4 shows the measured and calculated ampli-
fier frequency response; it will be seen that these are 
in good agreement, the slightly lower bandwidth of 
the measured amplifier probably arising from the 
10-Mc/s output tuned circuit, which is ignored in the 
analysis. Figures 5 and 6 are photographic records 
of the input and output of the receiver when a 3-µs 
r.f. pulse is applied; the rise time of the pulse at the 
input is about 250 ns, while that of the output pulse 
is rather more than a microsecond, again in good 
agreement with calculations. The overall recovery 
time when used in a spin-echo system with a 1.5-µs 
pulse of 750 watts peak power is about 6 Its from the 
start of the pulse; the isolation between transmitter 
and receiver in this case was about 30 dB at the centre 
frequency, falling to 10 dB at a megacycle on either 
side. 

5. Design of Second Detector 

Measurement of relaxation time-constants from the 
receiver output presupposes a linear system, and in 
order to achieve linear rectification at the second 
detector it is necessary to drive it with an amplifier 
capable of delivering up to 25 V r.m.s. This gives a 
linear detection range of the order of 30 : 1, down to 
signals of some three-quarters of a volt. Below this 
level appreciable non-linearity occurs due to the cur-
vature in diode characteristics. The intermediate 
frequency is accordingly chosen as being sufficiently 
low to enable the necessary drive voltage to be obtained 
fairly easily, yet not so low that signals from short-
decay samples are distorted in rectification. 

A further advantage of a 10-Mc/s i.f. is the relative 
ease of designing a phase detector at this frequency. 
The use of a phase detector is essential for samples 
whose signals are so weak that they are less than two 
or three times noise level. Contrary to what one 
might expect, linear detection is impossible under these 
conditions even if the combined level of signal plus 
noise is sufficiently large for the detector to be regarded 
as having an ideal characteristic. 
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Fig. 6. 10-Mc/s output pulse. 1 division = 1 sis. 

Thus, for small x, 

and for large x, 

11111111111111111111: 
111111111Min11111 

.a lit 
11111111,11111111111 

111111111C1181, 

A theoretical study of this situation has been made 
by R. E. Burgess,' who shows that the output of an 
ideal, linear detector in the presence of signal and noise 
is given by the formula 

= (n/2)4E IF1(— I, 1, — x2)  (30) 

where ti is the mean rectified voltage, 

E is the r.m.s. value of the noise voltage, 

x is the r.m.s. signal/noise ratio, 

1F1 is the hypergeometric function defined by 

1F1(— n/2, 1, — x2) = I + (- n/2) ( + 

-F ( — n/2X1 — n/2) ( — x2)2 + etc. 
2! 2! 

(31) 

so that 
x2 x4 x° 

1F1( 1, — x2) = + — + etc. 

For large values of x it may be shown that 

x° 
n 2 
4x 2 ••.) 

whence 

iFi( — i, 1, —x2) RD= ( I + —1 + ...) 
4x 2 

X 

= 2n -"Ix(1 +*x2 + ...) 

(7t/2)iE(1 + x2)4-  (32) 

L-1 2+Ex  (33) 

showing that for large signals the detector is linear, 
whereas for small signals its output is proportional 
to the r.m.s. value of the mixture of signal and noise. 
It is evident from eqn. (30) that the change from 
square-law to linear behaviour depends only on x, the 
signal/noise ratio, and is independent of E, the 
absolute value of the noise voltage. Thus, linear 
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detection of small signals cannot be obtained simply 
by increasing the receiver gain. However, in a phase 
detector a reference signal is added which is phased 
coherently with respect to the signal being observed, 
and in this case Burgess' analysis no longer applies. 
Linear detection is now obtained provided the com-
bined signal plus reference signal is large compared to 
the noise level; this can always be achieved by pro-
viding a sufficiently large reference signal. 

It is the writer's intention to describe a phase-
detection system at a later date. Meanwhile, it should 
be noted that for satisfactory operation a very high 
degree of stability is needed for the reference oscillator 
and the magnetic field which governs the n.m.r. fre-
quency. These must either be linked to one another, 
or have individual short-term stabilities of a few parts 
in le if decays of several seconds duration, such as 
may occur in highly pure liquids, are to be studied. 
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Summary: It is shown that a given harmonic can be generated efficiently 
by using a circuit in which the tuning is such that only the fundamental 
current flows in the input and only the desired harmonic voltage can 
appear at the output, and in which a balanced switching system is operated 
at the fundamental frequency by an external drive connected to the 
fundamental source. The switches cannot be replaced by rectifiers con-
trolled by the voltages in the circuit except at the cost of dissipating a very 
large proportion of the available power in a d.c. load. The same principle 
of switching can be applied to make an efficient generator of sub-
harmonics. 

1. Introduction 

The efficient generation of harmonics has been 
important for a long time, and many studies have been 
made in the past of methods of design of harmonic 
generators using rectifiers in order to obtain a parti-
cular harmonic with the greatest possible efficiency.' 
The efficiencies obtainable have, however, always been 
low, and it has fairly recently been shown by Page' 
that the generation of harmonics using non-linear 
resistance (e.g. rectifiers) can never give a power 
efficiency greater than 1/m2 for the harmonic of 
order m. 
The advent of non-linear capacitance, usually in the 

form of the varactor diode, has recently led to a great 
deal of development of harmonic generators using 
such non-linear elements.3 Since ideally such an 
element can absorb no power (although in practice the 
inevitable loss resistance to some extent limits the 
effect) it follows that if the circuit is so tuned that 
currents can flow (or voltages exist) only at the funda-
mental and a particular desired harmonic frequency, 
then all the power absorbed into the circuit from the 
source must, in principle, be passed into the harmonic-
frequency load. Since it can be shown that the circuit 
can be conjugately-matched to the source, then it is 
clear that, in principle, all the available power from 
the source may be converted into a particular har-
monic. Such harmonic generators have become 
important in microwave engineering, and power 
efficiencies in the range 50-70% are commonly 
obtained for low-order harmonics. 

The obvious question then arises: if in a harmonic 
generator using rectifiers, the rectifiers are made to 
have a very low forward resistance and a very high 
backward resistance, so that very little power can 

t Department of Electronic and Electrical Engineering, 
University of Birmingham. 
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actually be dissipated in them, why cannot practically 
all the available source power be converted into 
harmonic power? The answer is that the rectifiers are 
necessarily controlled by the voltage which appears 
across them. This consists not of the source voltage 
alone, but of the source voltage and the harmonic 
voltage together. Proper switching at the source 
frequency can be obtained only if a d.c. load is pro-
vided in addition to the harmonic load; and the d.c. 
load absorbs a major portion of the power. This is 
illustrated in a later section. 

One possibility remains, however. If the source is 
caused to switch itself, not by the voltage appearing in 
the main circuit, but by driving the switches in 
synchronism with the source by means either of an 
electronic switch with a third electrode, or of a 
separate motor or solenoid drive receiving its power 
direct from the source, then the harmonic voltage 
cannot interfere with the switching, no d.c. load is 
needed, and all the source power can be converted into 
harmonic. In principle the driving mechanism for the 
switches absorbs no power, since ideally no work is 
needed to operate switches. The only loss is that due 
to current drawn by the switching electrode, say the 
grid in a valve or the base in a transistor, or due to 
inefficiency in the driving mechanism, and this can in 
many circumstances be kept to a very small percentage 
of the available source power. This is the method of 
harmonic generation to be discussed in detail in this 
paper. An additional source of loss is, of course, the 
tuned circuits, which cannot be completely free of 
resistance; but this applies to any kind of harmonic 
generator. Also the switches cannot be free of resist-
ance. 

It is appreciated that if mechanical switches have to 
be used, the method is restricted to fundamental 
frequencies below, say, 400 c/s. But it is thought that 
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electronic switches may be found quite satisfactory, 
and that some may become available which would 
permit operation at very high frequencies (see Section 

9).1" 
It is perhaps necessary to emphasize that it is the 

conversion of the available source power to a harmonic 
frequency which is one of the specific problems in 
electronic engineering and this is considered here. In 
power engineering, using say the electricity mains as 
the source, this consideration is quite irrelevant, and 
any harmonic generator which succeeded in transfer-
ring power to the output circuit and dissipated no 
power in the switches (or rectifiers) or in unwanted 
harmonic frequencies or d.c., would be considered 
100% efficient. But to convert the available power 
means that the harmonic generator must be matched 
to the source, and this is an added complication. 

It is of interest that in power engineering, efficient 
harmonic generators can be made on a completely 
different principle.' Three-phase circuits (or polyphase 
circuits of an appropriately higher order) are used with 
saturable inductors to synthesize a waveform, piece-
by-piece, to contain dominantly the desired harmonic. 
It is quite possible that these methods would have 
advantages at much higher frequencies in certain 
circumstances. 

Turning now to sub-harmonic generation, this has 
also been a matter of importance for some time, one 
of the most useful methods of achieving it being the 
regenerative modulator.6• 7. 9 More recently non-
linear capacitance has been used. The basic principle 
of these methods is essentially that an oscillatory 
circuit is set up at the sub-harmonic frequency with a 
non-linear element giving control at the input fre-
quency. Since a circuit with non-linear capacitance (or 
inductance) driven at a 'pump' frequency is able to 
give, under suitable conditions, a negative resistance 
at a particular pair of terminals tuned to the sub-
harmonic frequency, the requirement for sub-harmonic 
generation is easily achieved, and since the capacitance, 
if ideal, can absorb no power, the conversion is 100% 
efficient as in the non-linear capacitance type of 
harmonic generator. 

A non-linear resistance circuit can give a negative 
resistance, however, only by means of feedback, and 
the regenerative modulator contains a very obvious 
feedback loop, since the output at the sub-harmonic 
frequency is fed back, through a harmonic generator 
and amplifier as appropriate, to form the modulating 
function of a modulator to which the input is applied. 

t The need for a balanced circuit and for four switches is 
obviously a limitation on the application of the method at high 
frequencies; but an unbalanced form using only one switch and 
a mark/space ratio which is not unity may be derived from 
modulator theory. 12 

26 

Such a device is very inefficient in the same way as the 
rectifier harmonic generator itself. 

It is shown in Section 5 of this paper that the circuit 
using externally-driven switches, this time driven by 
the sub-harmonic output signal, forms a sub-harmonic 
generator ideally of 100% efficiency. 

2. The Harmonic Generator 

The system to be described is based on a ring 
modulator in which the input circuit is so tuned that 
the only current which can flow in it is at the source 
frequency cop, and the output circuit is so tuned that 
the only voltage which can exist in it is at the desired 
harmonic frequency mop. This tuning is, of course, 
an idealization; practical circuits can only approxi-
mate to it. The rectifiers of the usual ring modulator 
are replaced by four switches, as shown in Fig. 1, 
where mechanical switches are shown for clarity. 

TUNED TO cup 

1.1 e( 

ECOSWp 

CAM 

2 

TUNED TO rru.) 

Fig. 1. Arrangement for generating even-order harmonics 
ideally with 100% power transfer. 

These provide a commutating action under the 
influence of a motor-and-cam drive, the motor being 
driven synchronously by the source, and the phase of 
the cam being such that the switches open and close 
at prescribed instants relative • to the zeros of the 
source waveform. 

Now for the ring modulator tuned in the manner 
described above, but with an arbitrary switching 
frequency and the output tuned to a wanted sideband, 
Belevitch5 has shown that a unity conversion-power-
ratio is obtainable when the source and output load 
resistances are properly related. In the present case, 
his method of analysis can be adapted as follows. 

Any reactance in Z1 and Z. may be tuned out (or 
absorbed in the tuned circuits), so it will be assumed 
that Z1 and Z„, are pure resistances R1 and R„,. 

The current flowing into terminal 1 is a pure sinu-
soid, say, /1, cos (V+ 0). The switches operate in 
synchronism with this current, but with a relative 
phase O rad, giving a square-wave switching function 

The Radio and Electronic Engineer 
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(a) CURRENT THROU 
TERMINAL 2 

(b) VOLTAGE , 
ACROSS 2, 2 

(c) VOLTAGE 
ACROSS 1,1 . 

(d) FUNDAMENTAL 
COMPONENT OF 
VOLTAGE 
ACROSS 1,1' 

Fig. 2. Waveforms in harmonic generator of Fig. 1 for m = 4 
and O = O. 

such that the current flowing out of terminal 2 is 
4 CO 1)(n-1)/2 

COS ((Opt+. — E  cos no) t 
It n=1,3,5... 

 (1) 

This waveform is shown in Fig. 2(a) for 0 = 0 and 
m = 4. Now the only voltage which can exist across 
the terminals 2, 2' is v„, cos («opt+ 4)), the voltage at 
frequency mcop, as shown in Fig. 2(b). Therefore 

v„, cos (mcopt + = (- 1)(m-2)/2 . 7 /11Z, X 

x [ ----11 — cos (mcopt + 0) — —1+1 cos (mcopt — 0)] 
m— m  

 (2) 

where it has been assumed that (m — 1) and (m + 1) are 
odd numbers, so that the harmonic generated, mop, 
must be of even-order. 

Now for maximum power conversion, there must 
be a conjugate match at 1, 1'. The input impedance of 
the network (at frequency cop) to the right of 1, 1' is 
the vector ratio of vi//1, and vi cos (o,,:+13) is the 
component at frequency cop in 

co 

1),,, COS (MCOpt+ . —4 E  cos nco t 

 (3) 
811R,„  

i.e. vi cos ((opt + fi) = 2 2 — 1) 2 X  
(m  

x [(m2 + 1) cos (a)pt + 0)— (m2— 1) cos (copt — 0)] 
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1641?„, 
R 2( 712 1)2 

x (— m2 sin 0 sin copt + cos 9 cos (opt)  (4) 

The waveform corresponding to eqn. (3) is shown in 
Fig. 2(c), again for O = 0, and the corresponding 
component vi cos copt in Fig. 2(d). 

It is clear that the input impedance at 1, 1' is only 
a pure resistance when O is either zero or a multiple of 
n/2 rad. When 0 = 0 or a multiple of 71 rad the input 
resistance is 

vi =  16R„, 
Ii it2(m2_ 1)2 (5a) 

and when 0 = n/2 or an odd multiple of n/2 rad, it is 

vi 16M2R m 

= 7r2(m 2 1)2 (5b) 

For intermediate values of 0, there is a complex input 
impedance. For a proper match, therefore, we 
require 0 to be zero or a multiple of n/2 rad, and 
assuming then that Ri is given, the optimum load 
resistance is, for O = 0 or a multiple of n rad, 

n 2(m 2 1)2 

R m(opt) 16 R1 

and for 0 = odd multiple of n/2 rad, 
R2(m2_ 1)2 

Rm(°`") 16m2 

(6a) 

(6b) 

Clearly the latter gives the more convenient values in 
practice. When a match is obtained, the input power 
is E2/8R1 and the output power is 

v2 E2 

= 
8R1 (7) 

on substituting eqns. (2) and (6) and the appropriate 
values of O. In other words, all power available from 
the source has been converted to power at the mth 
harmonic. 

Although the circuit as analysed above can give 
only even harmonics, it is clear that if the switches are 
not operated simultaneously, but in such a way that 
even harmonics are developed in the switching func-
tion of the ring, then an odd harmonic can be obtained 
at the output terminals. Optimum matching con-
ditions can be found for the odd harmonic when the 
angle of switching of each switch is specified. 

The dual of the circuit given above, in which only 
the fundamental voltage exists at the input, and only 
the desired harmonic current flows in the output, can 
obviously be used as an alternative arrangement, and 
can be analysed in exactly the same way. 

3. The Inefficiency of Self-switching 

It has already been mentioned in the Introduction 
that if the external switching arrangements are 
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omitted, and the switches replaced by efficient recti-
fiers which switch under the action of the voltage 
appearing across them, then proper switching is 
obtained only if a suitable d.c. load is provided. 
Although a thorough investigation of the design and 
operation of such a circuit has not yet been made by 
the author, nevertheless the circuit of Fig. 3 has been 
set up and the effect of the d.c. load (Rd.c.) on the 
switching has been examined. 

*JP 

Ecos opt 

d.c. 

Fig. 3. Harmonic generator using self-switching. 

The experimental circuit used germanium diodes 
type 0A5, an input frequency of 5 kc/s, a harmonic 
frequency of 20 kc/s (i.e. m = 4), and R,„ = 90 kn. 
The switching of the rectifiers, as would be expected, 
was not unduly dependent on the source resistance RI; 
if the series tuned circuit were ideal, it would presum-
ably not be dependent on it at all. But it should be 
stated that the experimental observations were made 
with a very low source resistance of only about 5 ohms. 
The easiest way to observe how the switching is 
operating is to examine the voltage waveform across 
terminals 1, 1', and to compare it with that of Fig. 2(c) 
for the externally-switched circuit. With no d.c. load 
(i.e. Rd.C. = 0) the waveform was that shown by the 
oscillogram of Fig. 4(a). (In all these oscillograms the 
input e.m.f. waveform is also shown so that the phase 
of switching may be seen.) It is observed that the 
rectifiers permit transmission in the circuit only for a 
small part of the cycle. Consideration of the detailed 
operation of the rectifiers shows that all four are 
conducting for part of the cycle, thus draining much 
power uselessly from the source. When the d.c. load 
is made optimum the waveform is as shown in 
Fig. 4(b), and it is seen that the rectifiers are operating 
almost correctly as commutating switches, but 
that the waveform now contains, in addition to the 
switched fourth harmonic (as Fig. 2(c)) a component 
of switched d.c. which just equals the peak amplitude 
of the harmonic. When the d.c. load is increased to 
about twice the optimum the waveform shown in 
Fig. 4(c) is obtained. In this waveform it is evident 
that the d.c. load is excessive, and although the switch-
ing is almost correct, too much of the power is being 
diverted into the d.c. output. 

It is thought that these results illustrate why a d.c. 
load is necessary in the self-switched case, and why 
this circuit cannot be efficient. It can easily be shown 
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that the best efficiency, assuming ideal rectifiers, is in 
accordance with Page's law, i.e. 1/m2. 

We thus conclude that the method of Section 2 is 
the only way of 'getting round' Page's law. 

4. Experimental Results with the Efficient Harmonic 
Generator 

For experimental investigation of the mechanism of 
harmonic generation, it was decided to use mechanical 
switches since they give very low resistance and readily-
adjustable phase of operation. It is unlikely that the 
power absorbed by a motor driving the switches could 
be small enough to permit really efficient harmonic 
generation at power levels less than a few watts, but 
the use of high-speed relays can give good results at 
much lower power levels. For most reliable and 
consistent operation, however, a rotary switch appears 
to be best. 

The rotary switch method uses a drum attached to 
the motor shaft with conducting segments and switch 
contacts. Since there is no movement (ideally) of the 
switch contacts, contact bounce is minimized. But, 
nevertheless, it requires much care to obtain good 
switching over any long period of time at low applied 

(a) Rd e. O. 

(b) Rd = 42 ki-2. 

(C) Rd,o. = 92 kO. 

Fig. 4. Waveforms at terminals 1, l' of Fig. 3. Upper waveform 
in each is applied e.m.f. 
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voltages. The speed of rotation of the drum can be 
reduced by using a motor or gearing such that the 
angular speed is an integral fraction of the angular 
frequency from which the harmonic is to be generated, 
and having a series of conducting segments equally 
spaced round the drum. This method was used by the 
author in an experimental check of the theory, and his 
apparatus gave quite good results for a 400 c/s funda-
mental frequency. It is more difficult to get the 
switching phases correct by this method, but the 
oscillograms of the voltage waveform at terminals 
1, 1' shown in Fig. 5 (for various values of m) show 
only small errors. (They should be compared with the 
ideal waveform of Fig. 2(c).) It is clear from the 
experimental results that the circuit operates as 
described in Section 2, and the required harmonic can 
be generated without the need for any d.c. load. 

(a) m = 4. 

WM\ w e 

(b) m = 6. 

(c) m = 16. 

Fig. 5. Waveforms at terminals 1, l' of Fig. 1 with rotary 
switch. Note that the horizontal scale is not the same in these 
oscillograms: also that some contact trouble is evident in (c), 
where successive traces of the oscilloscope have not exactly 
coincided due to varying contact resistance. For all three 
values of m, R1 = 1512 and R„, = 50 ke2 and the vertical scale of 

the oscillograms is the same. 
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It is evident from the oscillogram for m = 16 that 
the Q-value of the output tuned circuit is not really 
high enough. It was actually effectively only about 30; 
and if we think about the functioning of the circuit in 
terms of each switching operation exciting a transient 
oscillation in the tuned circuit, then clearly the decre-
ment of this oscillation (or 'ringing') is too great. The 
detailed design of the harmonic generator requires 
further study if really high efficiency and purity are 
to be attained. But it is obvious that a completely pure 
harmonic can never be obtained with a single tuned 
circuit in the output, since the load resistance ensures 
that the Q-value cannot be infinite. The assumption 
of a pure output waveform in the analysis of Section 2 
is to this extent unjustified and must be regarded as 
an approximation. 

The efficiencies obtained in these experiments 
(leaving out of account the power absorbed in the 
motor) were in the range 25-50 % for matched 
impedances; the bulk of the losses must evidently 
occur in or because of the tuned circuits, and these 
losses would occur to a similar extent in the rectifier 
harmonic-generator of Fig. 3. Thus, assuming that 
the power absorbed by the switch drive does not 
exceed, say, 25% of the source power, it becomes clear 
that the switch circuit gives a really enormous improve-
ment on the higher harmonics. For example, with 
m = 16, the switch circuit gives an efficiency of about 
23 % on this basis (30 % not counting the motor loss), 
but the rectifier circuit gives only about 30/m2, i.e. 
0.12%. 

5. The Efficient Sub-harmonic Generator 

Since the harmonic generator described in Sections 
2 and 4 is a linear device, it obeys the concept of 
reciprocity in the sense that if the e.m.f. at is 
removed from the left-hand side in Fig. 1, and a 
current source at mcop is applied at the right-hand side, 
then a current at frequency cop is generated in the 
left-hand circuit. This assumes, of course, that the 
switches continue to be driven by the signal at com and 
so presupposes the existence of this signal before it 
can, strictly speaking, start to be generated. This 
means, in practical terms, that the sub-harmonic 
generator is not self-starting. However, except for 
m = 2, the regenerative modulator type of sub-
harmonic generator is not naturally self-starting 
either. It is likely that the switch type of circuit would 
be harder to start than the regenerative modulator, but 
this has not yet been investigated. 

The dual arrangement, as shown in Fig. 6, which 
uses an e.m.f. source at mop instead of a current 
source, would probably be more convenient in 
practice. The analysis of this, assuming for simplicity 
that the switching is in phase with the output, is as 
follows: 
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TUNED TO mco 

Fig. 6. Sub-harmonic generator. 

The input current at terminal 1 is a sinusoid 1.„, cos 
«opt, as shown in Fig. 7(a). The current at terminal 2 
is therefore 

4 
I. cos ma) t . — P 

(_ 1)(n — 1)/2 

E   Cos nco t 
n=1,3,5,... 

 (8) 

The waveform of this is shown in Fig. 7(b) for m ---- 4. 
Now the only voltage which can exist across terminals 
2, 2' is y1 at frequency cop as shown in Fig. 7(c). This 
is therefore 

(_1)(m-2)/2 . RI [ 1 1 1 

= (_ 1)(m2)12 • -4 R i/(m2 — 1) 

The voltage across terminals 1, 1' is therefore 

4 (_1)(n-1)/2 
VI COS COpt . — E 

n=1,3,5,... 

(a) CURRENT 
AT 1 

(m.4) 

(b) CURRENT 
AT 2 

(c) VOLTAGE 
AT 2,2' 

(d) VOLTAGE 
AT 1.1' 

cos nco t 

(9) 

(10) 

A 

2 

Fig. 7. Waveforms in sub-harmonic generator of Fig. 6 (m = 4). 
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the waveform of which is shown in Fig. 7(d). The 
voltage at frequency mc o p is therefore the component 
(v„,) at mop in this voltage wave, and the input 
resistance is 

I). 16 
— = 
im n 2 (m 2 1)2 

If therefore R. is made equal to this value, a match is 
obtained, and efficient sub-harmonic generation is 
achieved. In the above analysis, m is, of course, even. 

(11) 

6. Conclusions 

It has been shown that a given harmonic can be 
generated efficiently (at least in principle) by using a 
harmonic-generator circuit in which switches 
(mechanical or electronic) are driven at the funda-
mental frequency by an external drive connected to 
the fundamental source. It has also been shown that 
it is not possible to replace the switches by rectifiers 
'switched' by the voltages in the circuit except at the 
cost of dissipating a very large proportion of the 
available power in a d.c. load; in these circumstances 
the power efficiency of generation of the mth harmonic 
cannot exceed 1/m2 as given by Page's theory, even if 
the rectifiers are ideal. 

Sub-harmonics may be generated efficiently by the 
use of essentially the same system, although it may 
be difficult to arrange for self-starting. 

7. Acknowledgments 

The author is not quite sure whether the work 
described in this paper is new or not; but if it is, then 
a large share of the credit is due to Professor V. 
Belevitch of the University of Louvain, Belgium, who 
first interested the author in the matter. The author's 
thanks are due to Mr. B. L. J. Kulesza and Mr. C. 
Williams (Research Associate and Chief Technician 
respectively in the Department of Electronic and 
Electrical Engineering at the University of Birming-
ham) for the experimental work reported in Section 4, 
and to Mr. T. W. Stasiw (Athlone Fellow attending 
the postgraduate course in Information Engineering 
at the University of Birmingham) for that reported in 
Section 3. 

8. References 
1. See, e.g. V. Belevitch, "Théorie des Circuits Non-Linéaires 

en Régime Alternatif", Chap. 8 (Librairie Universitaire 
Uystpruyst, Louvain, 1959). 

2. C. H. Page, "Frequency conversion with positive non-linear 
resistors", J. Res. Nat. Bur. Stand., 56, p. 179, 1956. 

3. See, e.g. L. A. Blackwell and K. L. Kotzebue, "Semi-
conductor—Diode Parametric Amplifiers", Chap. 4.4 
(Prentice-Hall, Englewood Cliffs, NJ., 1961). 

4. L. R. Blake, "The frequency tripler", Proc. Instn Elect. 
Engrs, 100, Part II, p. 296, 1953. 

5. V. Belevitch, loc. cit., Chap. 3, Section 3. 

The Radio and Electronic Engineer 



GENERATION OF A HARMONIC OR SUB-HARMONIC BY SWITCHES 

6. R. L. Miller, "Fractional frequency generators utilizing 
regenerative modulation", Proc. Inst. Radio Engrs, 27, p. 
446, 1939. 

7. D. G. Tucker and H. J. Marchant, "Frequency division 
without free oscillation", P.O. Elect. Engrs J., 35, p. 62, 
1942. 

8. J. R. Cannon, "The regenerative modulator", A.T.E. J., 10, 
p. 159, 1954. 

9. G. H. Parks, "Symmetrical transistors", J.Brit.I.R.E., 21, 
p. 79, January 1961. 

10. G. T. Wright, "Space-charge-limited solid-state devices", 
Proc. Inst. Elect. Electronics Engrs, 51, p. 1642, November 
1963. 

11. S. Brojdo, "Characteristics of the dielectric diode and triode 
at very high frequencies", Solid-State Electronics, 6, p. 611, 
1963. 

12. D. P. Howson, "Single-balanced rectifier modulators: an 
analysis which includes the effect of changing the mark/space 
ratio of the switching signal", Proc. Inst. Elect. Engrs, 109C, 
p. 357, 1962 (I.E.E. Monograph No. 500E, January 1962). 

9. Appendix. Possible Electronic Switch 
Arrangements 

As mentioned in the Introduction, suitable elec-
tronic switch arrangements may be found to permit 
the operation of the harmonic or sub-harmonic 
generator at high and very high frequencies. Over a 
very useful range of frequencies a double-triode 
arrangement as shown in Fig. 8 could be used. 
Existing types of thermionic triode use a considerable 
power in the heaters, and if this had to be taken into 
account in calculating the efficiency of a harmonic 
generator, then the efficiency could not be very high. 
But as this heater power does not come from the 
signal source (except in applications to a power-
system harmonic generator, where perhaps silicon-
controlled rectifiers could be used instead) it can 
probably justifiably be neglected. Even so, the rela-
tively high resistance of ordinary triodes will lead 
either to reduced efficiency or to rather high circuit 
impedances, and the circuit voltages need to be high. 

Transistors can be used as switches in this applica-
tion, and have the big advantage of needing only low 

voltages for proper operation. The simplest device 
is the symmetrical transistor.' Although in all 
transistor arrangements the current drawn from the 
switching control circuit is likely to be a larger propor-
tion of the current in the main circuit than in the case 
of thermionic valves, the power loss due to this cause 
is probably negligible. 

rf 0000n015.00.0015.0 

FROM SIGNAL SOURCE 

Fig. 8. Triode switch arrangement. The circuit between A and B 
is opened and closed by the controlling signal reasonably inde-

pendently of the voltage between A and B. 

The surface-channel triode,' which has already 
been successfully demonstrated, appears to be suitable 
for this application at frequencies up to about 100 
Mc/s. 

At very high frequencies, including the usual 
microwave range, the harmonic and sub-harmonic 
generators described here have potentialities and may 
be competitive with circuits using varactors if the 
prospective development of the planar space-charge-
limi ted dielectric triode'°' 11 proves successful. 

Manuscript first received by the Institution on 27th January 1964 
and in final form on 23rd April 1964. (Paper No. 915.) 
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DISCUSSION 

Under the Chairmanship of Mr. B. F. Gray 

Dr. F. J. Hyde: Professor Tucker has himself recognized 
the drawbacks of applying electronic switching in the 
harmonic generator which he has described. Faster 
electronic switches than those now available will un-
doubtedly be developed, but it is interesting to note that 
the varactor diode, which is already established as an 
efficient harmonic generator, can now be made: with a 
cut-off frequency in excess of 1000 GO. 

t C. A. Burrus, "Formed point-contact varactor diodes utilizing 
a thin epitaxial gallium arsenide layer" Proc. Inst. Elect. 
Electronics Engrs, 51, p. 1777, 1963. 
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Mr. D. L. Hedderly: I should like to make two points 
concerning Professor Tucker's paper. The first is to draw 
attention to the possibility of obtaining power from the 
d.c. bias battery in harmonic generator circuits; this 
possibility has been mentioned previously in connection 
with harmonic generators using varactor diodes.: One 
way in which this might be achieved is to use a charge 
multiplying device; that is one in which the charge storage 

A. Uhlir, "Applications of New and Recently Developed 
Diodes", Microwave Associates, Inc., 1959. 
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is more than complete so that more charge crosses back 
over the junction than was initially injected. Using such a 
device it is easy to showt that power can be drawn from 
the bias battery although whether or not it can be con-
strained to appear as a useful output is an open question. 
In this connection a charge multiplying diode has recently 
been described by Lindmayer and Wrigley4 

The second point concerns the instantaneous power 
flow in harmonic generator circuits. Since the supply of 
power to the output filter in a harmonic generator is not 
steady, as suggested by the mathematics, but periodic (at 
twice the input frequency in the case of Professor Tucker's 
circuits), then it is essential that the energy stored in the 
output filter should decrease; otherwise no power would 

t D. L. Hedderly, "An analysis of circuit for the generation of 
high-order harmonics using an ideal non-linear capacitor", 
Trans.LR.E. (Electron Devices), ED-9, pp. 484-91, November 
1962. 
D. L. Hedderly and J. J. Sparkes, "A parametric negative 

resistance in transistors", Proc. International Symposium on 
Semiconductor Devices, Paris, February 1961, Editions Chiron, 
Paris. 

.1 J. Lindmayer and C. Wrigley, "A new aspect of the semi-
conductor diode", J. Electronic Control, 14, No. 3, pp. 289-301, 
March 1963. 
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flow to the load. This periodic decrease and increase 
in the energy stored in the output filter inevitably means 
that the output will contain frequencies other than the 
wanted one. 

Professor D. G. Tucker (in reply): Dr. Hyde has rightly 
pointed out what a large lead the varactor diode has over 
electronic switches in regard to operation at microwave 
frequencies. But it seems worthwhile to examine harmonic-
generation circuits other than those in current use, and 
there is a strong possibility that, when the new solid-state 
triodes emerge, a development of my circuit in unbalanced 
form will give higher efficiencies than those obtainable 
from varactors. 

Mr. Hedderly's first point is interesting, but I have no 
further information on the matter. His second point is an 
important one, but I do not think my paper is misleading 
in this respect. I included Fig. 5(c) especially to bring out 
this point. I expect it is the idealized tuning arrangements 
assumed in the analysis which have caused Mr. Hedderly 
to raise the matter; but if real tuned circuits with finite 
Q-factors are taken, the analysis becomes much more 
difficult and the essentially simple conception of the circuit 
becomes obscured. I agree with Mr. Hedderly that high 
efficiency and high purity are not consistent with one 
another, but this is a feature of all harmonic generators 
involving tuning and not just of my circuit. 

This paper was one of four presented at a meeting on "Some New Possibilities in Parametric Devices." 
The other three papers together with associated discussion, were published in the June issue of The Radio 
and Electronic Engineer as follows: 

K. L. Hughes and D. P. Howson, "Double-sideband Parametric 
Conversion Using Non-linear Resistance and Capacitance". 

D. P. Howson and A. Szerlip, "Parametric Up-conversion by 
the use of Non-linear Resistance and Capacitance". 

D. G. Tucker and K. L. Hughes, "Parametric Amplifiers and 
Converters with Pumped Inductance and Capacitance". 
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An Appraisal of Some Decoding Systems for 

Three-gun N.T.S.C. Colour Television Receivers 

By 

D. R. B1RTt 

AND 

K. G. FREEMAN, B.Sc. 
(Associate Member): 

Summary: Results are given of some practical and theoretical investi-
gations of several types of decoding systems for use with three-gun 
N.T.S.C. receivers. It is concluded that the (R — Y)/(B -- Y) type of 
decoder is the simplest and most convenient from the point of view of 
design and adjustment and is likely to be the least critical in operation. 

1. Introduction 

In domestic colour television receivers employing the 
three-gun shadow-mask tube and operating with the 
N.T.S.C. system of signal coding a variety of signal 
decoding methods are possible. Early receivers made 
use of the full bandwidth IIQ system of decoding 
followed by matrixing to obtain the required red, 
green and blue tube drive signals but, as is well known, 
this approach leads to a complicated design of re-
ceiver with a number of disadvantages. 

If colour difference operation of the shadow-mask 
tube is employed—the cathodes of the guns being 
driven with the luminance signal and the grids with 
the (R— Y), (G— Y) and (B— Y) colour difference 
signals—a better performance is possible, particu-
larly on monochrome transmissions. Furthermore, 
by accepting only a small loss in colour resolution 
and resorting to equi-band operation a very much 
simpler chrominance signal decoder is possible, and 
over the years quite a number of equi-band decoders 
(such as (R—Y)I(B— Y), the so-called X/Z decoder 
of R.C.A. and others" 2) have been proposed and 
employed in domestic receivers in the U.S.A. How-
ever, although some of these decoders have been 
shown to have obvious advantages, there is very 
little evidence regarding their overall performance, 
particularly when the spreads associated with any 
component values, etc., are taken into account. 

Although at the time of writing a European colour 
standard is not agreed upon, the U.K. receiver 
industry must, nevertheless, consider possible designs 
for domestic colour receivers for use with the N.T.S.C. 
system. In the absence at present of any alternative 
suitable display device such designs will be based 
upon the shadow-mask tube and must include 

t Formerly with Mullard Research Laboratories, now with 
Redifon Ltd., Crawley, Sussex. 
Mullard Research Laboratories, Redhill, Surrey. 
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amongst other things a chrominance signal decoder 
which would incorporate two or more synchronous 
detectors and a matrix circuit for deriving the colour 
difference signals. 

In this paper a number of possible colour difference 
decoding systems, employing thermionic valves for 
the final matrixing, will be examined in some detail 
from both theoretical and practical points of view 
in order to assess their relative merits. 

From a practical point of view the suitability of a 
particular design must be considered in relation to 
any other limitations imposed in .the receiver, such 
as the preferred choice of h.t. voltage. The decoder 
should be easy to set up and, where necessary, to 
adjust, and it should be immune, for example, to the 
effects of h.t. line ripple. From the point of view of 
obtaining acceptable colour rendition in the final 
picture the design should be such that normal toler-
ance components may be used with confidence, or, 
where this is out of the question, simple adjustment 
must be possible to take account of initial spreads 
or the variation of parameters with receiver life. The 
question of providing correction for the use of tubes 
with all-sulphide phosphors with N.T.S.C. trans-
mission primaries will also be dealt with. 

The various systems of decoding to be considered 
in this paper determine mainly the method of colour 
difference signal matrixing employed and only place 
restrictions upon the synchronous demodulators in 
respect of gains and phases. From a theoretical 
standpoint, therefore, a detailed consideration of the 
various possible methods of synchronous demodu-
lation is not essential for the present discussion. 
Unfortunately, a preliminary examination of the 
effects of non-linearities and of wide sampling angles 
in synchronous demodulators has, in any case, led 
to some formidable mathematical problems which so 
far remain unsolved. 

In respect of circuit complexity there is probably 
not a great deal to choose between the various well 
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known methods of synchronous demodulation, which 
have been described in the literature,2 and the choice 
of method is largely dictated by convenience and the 
level of signal required from the detectors. 

The authors therefore consider that the omission 
of a detailed assessment of synchronous demodu-
lators does not significantly affect the object of this 
paper, which is to compare a number of decoding 
systems. Nevertheless it is hoped that a separate 
analysis of demodulators may be possible at a later 
date. 

2. Decoder Requirements 

2.1. Compatibility with the Remainder of the Receiver 
Circuits 

It will be obvious that any decoder matrix arrange-
ment proposed must not add to the overall problems 
of the receiver designer by requiring conditions which 
are not easily met by the other circuits or which 
would add materially to the overall cost of the 
receiver. For example, it would hardly be sensible to 
design a matrix requiring say a 400-V h.t. line when 
the rest of the receiver was based upon one of 250 V. 
Clearly, there are many factors of this nature to be 
taken into account when attempting an integrated and 
economic receiver design but as these will depend 
upon the particular design requirements, this point 
will not be elaborated upon here. 

2.2. Equal vs. Unequal Tube Drive Operation 
As indicated in the introduction, it is now general 

practice to use colour difference operation of the 
shadow-mask tube, with the luminance signal applied 
to the cathodes and the colour difference signals to 
the grids. The colour difference signals, of course, 
vanish on monochrome transmissions and the grey 
scale rendition of the tube will then depend upon the 
beam current vs. drive characteristics of the guns, 
the relative phosphor efficiencies and the luminance 
drives on the cathodes. One simple arrangement is 
to put the same amplitude of luminance signal on 
all three cathodes and then adjust the tube slopes 
by means of the g, and g2 potentials in order to obtain 
grey scale tracking, but in practice the widely different 
gun slopes necessary may make it difficult to match 
the shapes of the transfer characteristics sufficiently 
well to ensure a satisfactory grey scale. 

It is therefore now usual to adjust the gun charac-
teristics to be as nearly identical as possible and to 
supply the three cathodes with suitably unequal 
proportions of the luminance signal (unequal drive 
operation). Clearly for correct rendition the colour 
difference signals applied to the tube grids must be 
adjusted in the same proportions. For a typical 
phosphate tube such as the 21CYP22 the proportions 
of signal required by the red, green and blue guns 
to give Illuminant 'C' white are approximately in the 
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ratio 1: 0.8 : 0.6, whereas for the AX53-14 all-
sulphide tube they are approximately in the ratio 
1: 0.85 : 0.7. The difference is only partly due to 
the different luminance contributions to white 
resulting from the different primary colour points and 
is principally the result of the different relative 
efficiencies of the two kinds of phosphor materials. 

In either case, depending upon the tube operating 
conditions the appropriate drive requirements are 
between 70 and 100 V for the luminance signal and 
up to 200 V peak-to-peak for the colour difference 
signals. 

2.3. Adjustment for Differences in Tube Drive 
Requirements 

As stated above, differences in the relative drive 
requirements of the red, green and blue guns can occur 
from tube to tube of a particular type. Clearly, if 
correct grey scale rendering is to be obtained, pro-
vision must be made for adjusting the relative lumi-
nance drives, and this is normally done. 

However, it must also follow that if correct colour 
rendering is to be obtained the colour difference 
signal drives must also be adjusted in the correct 
proportions. 

The colour errors which arise in an N.T.S.C. 
receiver with a phosphate tube in which one of the 
guns requires a value of colour difference drive 
different from the nominal have been computed for 
a number of cases, assuming transmission and display 
gammas of 0.5 and 2 respectively. The resulting 
errors in chromaticity and luminance may be plotted 
on the 1931 C.I.E. chromaticity diagram. 

Figures 1, 2 and 3 show the errors which occur in 
a phosphate display when the red, green and blue guns 
respectively require 20 % more colour difference drive 
than the nominal amount. The corners of the triangle 
represent the primary phosphors of the display 
(assumed to be the same as the transmission primaries 
which in turn are assumed to be the standard N.T.S.C. 
set balanced to Illuminant 'C'). The dots indicate the 
chromaticities of a number of selected colours within 
the system gamut and the arrowheads the reproduced 
colours. The accompanying figures show the ratio of 
reproduced to intended luminance where significantly 
different from unity within the accuracy of the 
computations. 

It will be seen that some of the colour shifts and 
luminance errors are hardly negligible. However, it 
should be borne in mind that a colour shift of a given 
distance on the diagram varies in its subjective per-
ceptibility over the colour triangle and, for example, 
quite large errors of colour co-ordinates near green 
may pass unnoticed whereas co-ordinate errors near 
primary blue and red can be fairly critical. At present 
it is difficult to establish the full significance of colour 
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Fig. 1. Colour errors on phosphate tube requiring 20% more 
red colour difference drive than supplied. 
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Fig. 2. Colour errors on phosphate tube requiring 20% more 
green colour difference drive than supplied. 

error diagrams of the kind shown in Figs. 1, 2 and 3 
and elsewhere in this paper. Subjective experiments 
are now under way to endeavour to correlate such 
error diagrams with the acceptability or otherwise of 
the colour pictures in which they result. Correlation 
of the practical results with those calculated is com-
plicated by the fact that in practice the display 
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Fig. 3. Colour errors on phosphate tube requiring 20% more 
blue colour difference drive than supplied. 

gamma is greater than 2 and this modifies the colour 
errors, some being reduced and others being increased 
as compared with those calculated. Furthermore, 
preliminary results from the experiments indicate that 
quite large errors in terms of C.I.E. co-ordinates may 
be subjectively tolerable and it is hoped to publish 
detailed results in due course. Nevertheless, calcu-
lated error diagrams of the type shown still make it 
possible to establish which parameters in a given 
system of decoding, and which system of decoding, 
are most critical. 

In fact it is felt that errors of the magnitude shown 
in Figs. 1, 2 and 3 cannot safely be ignored com-
pletely and that where spreads in tube drive charac-
teristics of this order can occur, provision should be 
made in the decoder for suitably adjusting the colour 
difference drive signals obtained from thè decoder 
matrix. Such adjustments should, of course, be easy 
to effect. In this respect a number of possibilities 
are open to the designer. The usual practice hitherto 
has been to design the decoder to provide the correct 
proportions of output signals for a nominal tube (be 
it phosphate or sulphide). However, this may com-
plicate the provision of adjustments to correct for the 
variations from the nominal drive requirements which 
may be encountered in a particular tube. 

Another possibility is to design the decoder on 
the assumption that the tube requires equal drive and 
then to tap down the colour difference outputs from 
the matrix to suit the particular tube. Although this 
may result in a restriction of the maximum usable 
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output (see Section 3.1.1), it does allow the possi-
bility of adjusting the colour difference taps to match 
those of the luminance drive adjustments. A ganged 
adjustment of luminance and colour difference drives 
could even be envisaged. This type of design will be 
termed `unweighted'. Obviously, other design 
arrangements than these two are possible but they 
will not be considered in this paper. 

2.4. Correction for Sulphide Display Primaries 

It is now general practice to employ all-sulphide 
primary phosphors in shadow-mask tubes as these 
yield a brighter picture and eliminate the colour 
trailing on 'panned' scenes due to phosphor afterglow 
(in particular of the Willemite green) which occurs in 
the 'phosphate' tube. However, the sulphide primary 
phosphors are not all obtainable with the same colour 
points as specified for the transmission system and 
in particular the red and green phosphors are sig-
nificantly desaturated. 

The C.I.E. colour points of the primary phosphors 
of the 21CYP22 phosphate and the AX53-14 all-
sulphide tubes are compared below. 

Red 

Green 

Blue 

21CYP22 AX53-14 

0.67 

0.21 

0.14 

Y 
0.33 

0.71 

0.08 

0-64 

0.26 

0.15 

Y 
0.34 

0.58 

0.07 

It will be apparent that the colour gamut of the 
sulphide tube is reduced as compared with that of 
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Fig. 4. Errors on sulphide tube after approximate colour point 
correction. 
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the phosphate tube (and therefore of the transmission 
primaries normally used), so that, for example, the 
most saturated greens cannot be reproduced. How-
ever, it will also be evident that if no correction is 
made errors in reproduction will occur over most of 
the colour gamut. 

This problem has been discussed in more detail 
elsewhere and it has been shown that substan-
tially adequate correction over most of the repro-
duction colour gamut can be achieved in the receiver 
by a slight modification of the colour difference drive 
outputs to the following form: 

[R— Y] = 11 55(4 — 4) 

[G—Y] = 1.07(n— Ey') 

[B— Y] = 1-06(E— E) 

(To a good approximation these output increases can 
be obtained by a 6 or 7% increase in chrominance 
signal gain together with a further increase in the 
(R— Y) signal of 9 or 10%.) 

The resulting errors with this arrangement are 
shown in Fig. 4 and are seen to be comparatively 
small. These increases in colour difference drive are 
of course over and above the adjustments in colour 
difference drives necessary to take account of the 
fact that the phosphor efficiencies of the sulphide tube 
differ from those of a phosphate tube, so that for a 
nominal AX53-14 sulphide tube, with R : G : B 
drives required to be in the ratio 1: 0.85 : 0-70, the 
relative colour difference signal drives required for 
the tube grids when colour point correction is used 
are given by 

1.155(4-4), 0.91(E 'G— 4) and 0.74(4— 4) 

respectively. Again it is desirable that these adjust-
ments of colour difference drives should be easy to 
effect in the decoder matrix. 

2.5. Decoder Errors 

Quite apart from the errors arising as a result of 
incorrect colour difference signal drives to the tube 
it is apparent that colour errors can occur if any of 
the components or valve parameters differ from their 
design values—and with inevitable production spreads 
this is unavoidable. Furthermore, errors in reproduc-
tion can also result if the synchronous demodulators 
have an incorrect gain or phase. (The choice of a 
poor design of synchronous detector may also lead 
to crosstalk and other errors but these will not be 
considered in this paper.) 

It is therefore necessary to investigate the colour 
errors which can occur due to the use of normal 
tolerance components (such as 10% resistors) or due 
to errors in the demodulation phases or gains and to 
establish whether these errors are tolerable or not. 
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If the errors are not acceptable, of course, provision 
for adjustment must be provided in the decoder. As 
will be shown, this may not be easy with some 
decoders. 

2.6. The D.C. Component 

From laboratory studies using RGB-driven moni-
tors it has been established that the d.c. levels of the 
black levels of the three channels should be carefully 
maintained. It therefore follows that in a receiver 
employing colour difference operation of the display 
the d.c. components of the colour difference signals 
applied to the grids should be well maintained— 
ideally 100%. Failure to do this can result in an 
overall coloration of the picture which is a variable 
function of the picture content and which can be quite 
objectionable. It is therefore necessary either to 
design the decoder to have d.c. coupling from the 
synchronous detectors to the tube grids or to use 
some method of d.c. level re-insertion. Since the 
colour difference signals can be positive- or negative-
going relative to the zero-level corresponding to 
monochrome pictures this latter alternative usually 
means the employment of some form of keyed 
clamping, probably operating during the line back-
porch period. 

2.7. Other Requirements 

It is hardly necessary to point out that the colour 
difference decoder (and of course the luminance 
amplifier) should provide adequate levels of signal 
for driving the tube to its full extent. Furthermore, 
the colour-difference circuits should be reasonably 
linear, though it is probable that the amounts of 
non-linearity likely to occur in practice will not give 
rise to large or intolerable colour errors. It is hoped 
to confirm this with a subjective experiment at a 
later date, but it is clear from experience so far that 

Fig. 5. Typical X/Z decoder circuit. 
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the linearity and tracking requirements of the colour 
difference circuits will not be so stringent as those 
determined by Jackson and Jacobs' for an RGB 
system. 

3. Circuit Design of Some Decoders 

In this Section the circuits of a number of types of 
colour difference decoders will be described and 
assessed from the point of view of the circuit designer 
and the design conditions for operating nominal 
phosphate and all-sulphide tubes using weighted 
outputs and for unweighted designs will be given. 

Assessment of the colorimetric performance of these 
decoders from the point of view of errors in com-
ponent values, etc., will be dealt with in Section 4. 

3.1. The X/Z Decoder 

The so-called X/Z system was introduced by R.C.A. 
some ten years ago. For derivation of the required 
colour difference signals from the subcarrier chromi-
nance signal only three colour difference amplifying 
valves are required over and above the usual pair of 
synchronous detectors, the matrixing operation being 
performed by a common cathode resistance. For this 
circuit to yield the required output signals appropriate 
demodulation axes (known as X and Z) must be 
chosen. Unlike the I and Q axes, these X and Z axes 
do not represent a system specification and are not 
fixed, but depend upon the matrix circuit parameters 
and the tube drive requirements. (See Appendix 1.) 

A further feature possible with the X/Z decoder is 
the possible provision of line blanking and d.c. 
restoration by the addition of an extra triode. 

3.1.1. Circuit description 

Figure 5 shows the circuit diagram of a typical 
X/Z decoder. Any type of synchronous detector may 
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be used, but triode pulsed-envelope demodulators are 
usually employed. The three triodes VI, V2 and V3 
act as the colour difference amplifiers with cathode 
coupling. With a low h.t. line of the order of 250 V 
(which may be preferred on the grounds of circuit 
cost) the need to supply colour difference output 
voltages of up to 200 V peak-to-peak makes it neces-
sary to employ low impedance triodes. The maximum 
anode loads are determined by the required band-
width and the total driven capacitance (tube grid 
plus strays). Typically, they may be of the order of 
15 K2 maximum. The triodes used in the circuit 
built by one of the authors had R. = 3.5 kû, 
= 7-7 mA/V and p. = 27 at the operating point. 

The features of the synchronous detectors are not 
of great importance to the present discussion but it 
may be noted that the large Miller input capacitance 
(,---, 50 pF) of the red and blue matrix amplifier 
triodes may be made an integral part of the low-pass 
filters which follow the X and Z synchronous 
detectors. 

It is shown in Appendix 1 (and also in reference 6) 
that if the matrix is assumed to have equal anode 
loads and valve characteristics and the grid of 
triode V2 is earthed with respect to a.c. signals 
(E2 = 0) the matrix cannot yield the correct outputs 
unless the required blue to red tube drive ratio is 
0-365 : I. With any other drive ratio some crosstalk 
in the outputs and therefore some colour errors must 
be accepted. Figure 6 shows the errors which occur 
for a phosphate tube with a gamma of 2 when the 
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Fig. 6. X/Z decoder errors with E2 = 0 (equal crosstalk and 
amplitude errors). 
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crosstalk and amplitude error terms in the outputs 
are made equal. The demodulation conditions are 
given below, and the required inputs to the matrix 
valves VI and V3 from the X and Z synchronous 
detectors are found to be in the third quadrant of 
the N.T.S.C. phasor diagram. It will be seen that the 
chromaticity errors are small and that the luminance 
errors are not large. 

It is, however, shown in Appendix 1 that exactly 
correct matrix circuit outputs can be obtained by 
making E 2 (the input signal to V2) non-zero and 
proportional to E3 (the Z detector output). In this 
case, of course, the X and Z axes and demodulation 
gains become different from those when E 2 = 0. 

In the circuit shown, the d.c. levels are reinserted 
by means of valve V4. A large amplitude positive 
line blanking pulse is applied to the grid of V4 from 
a high impedance source. This causes a negative 
pulse to be applied to the common cathodes of VI, 
V2 and V3 which in turn causes each colour difference 
amplifier to pass grid current during the pulse and 
the coupling capacitors charge by an appropriate 
amount. This has the effect of reinserting the d.c. 
component at the grids. Since the charge acquired, 
and therefore the grid potential is determined by the 
total resistance in series with each grid coupling 
capacitor, steps must be taken to ensure symmetry. 

With the d.c. component now reinserted at the 
grids of the colour difference matrix amplifiers V1, 
V2 and V3 the anodes can be partially d.c.-coupled 
to the picture tube grids, and final adjustment of the 
grid d.c. levels can be made by conventional 'back-
ground' controls. 

During the line blanking period the grids of the 
picture tube are driven negative with respect to the 
cathodes and this automatically provides line flyback 
suppression. 

When a low h.t. line is used it is necessary to return 
the background controls to a negative supply in order 
to establish the necessary picture-tube grid-cathode 
potentials. In a domestic receiver design this may 
be an undesirable complication. 

As an alternative to the technique described above 
the outputs may be a.c.-coupled to the grids and the 
d.c. component reinserted at the picture tube grids 
by means of simple diode clamps driven from the 
line time-base. As the reinsertion takes place at the 
last possible point this circuit is less prone to drift 
than the one using the blanking triode and since, if 
desired, all the picture tube grids may be clamped 
to a common potential, setting up of the picture 
grey-scale tracking is made easier. 

In the mathematical analysis of the decoder in 
Appendix 1 it is shown that the demodulation axes 
and relative gains, the value of the common cathode 
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resistor, and the proportion of signal fed to the 
(G— Y) amplifier grid necessary to give exact colour 
rendering, depend upon the required picture tube 
drive ratios, which may differ from tube to tube. 
Thus, as stated in Section 2.3, it is very desirable 
to include provision for adjusting the outputs from 
the colour difference amplifiers. Because of the 
complex inter-relation of the matrix components 
this can only be achieved readily by employing 
potentiometers in the output anode circuits. 

From the point of view of simplicity and ease of 
setting up it would be desirable to design for 'un-
weighted' outputs at the matrix circuit anodes (cf. 
Section 2.3) but this can then limit the maximum 
available output drive to one or more of the picture 
tube grids. (For example, consider a phosphate 
display and a decoder operating from a 250 V h.t. line. 
Then the maximum drive from any amplifier will be, 
say, about 200 V peak-to-peak. This is the maximum 
swing possible for the (B— Y) signal, so that on satur-
ated colour bars the maximum drive to the red grid 
will be (0-7/0-89) x 200 = 156 V. If, however, the 
decoder is designed to give the required ratio of 
phosphate red to blue drive ratio ( 1 : 0-6) a maximum 
output swing of 200 V in (R— Y) would necessitate a 
maximum swing of only 200 x (0-89/0-7) x 0-6 = 152 V 
peak-to-peak in the (B— Y) output, which is readily 
obtained. Thus the unweighted design results in a 
22% reduction in maximum usable red drive and 
therefore in brightness.) 

3.1.2. Design conditions 

Assuming the parameters above, namely N.T.S.C. 
transmission primaries, Illuminant C white, equal 
anode loads of 15 kû and identical valves with 
ji = 27, R. = 3-5 k, g„, = 7.7 mA/V, it is possible 
to calculate the required value of cathode load and 
the X and Z demodulation phases and gains necessary 
to drive a tube with a given nominal drive ratio. 

As it is possible to obtain exact reproduction by 
making E2 non-zero and proportional to E3 (i.e. to 
the Z demodulator output) at the cost of two extra 
components, the case when E2 = 0 will not be 
considered except to note the required demodulation 
conditions. 

(a) Design for nominal phosphate tube with E2 = 
(5 % crosstalk in each output) 

The required conditions as derived in Appendix 1 
are: 

X demodulation phase 

Z demodulation phase 

= 260-4° 

= 197-9° 

Relative X/Z demodulation gain = 1-04 

RK = 480 ohms 

July 1964 

(b) Exact design for nominal phosphate tube 

The required conditions as derived in Appendix 1 
are: 

X demodulation phase = 244-2° 

Z demodulation phase = 197-0° 

Relative X/Z demodulation gain = 0-91 

E2/E3 = 0-27 

RK = 612 ohms 

(c) Exact design for nominal sulphide tube with 
approximate colour point correction 

The required conditions are: 

- X demodulation phase = 2422° 

- Z demodulation phase = 1959° 

Relative X/Z demodulation gain = 0-86 

E2/E3 = 0-29 

RK = 611 ohms 

(d) Design for unweighted outputs 

X demodulation phase 

Z demodulation phase 

Relative X/Z demodulation gain 

E2/E3 

RK 

= 209-7° 

= 193-5° 

0-79 

0-65 

= 1960 ohms 

It will be seen that in this last case the X and Z 
axes are only 16 deg apart, and therefore the demodu-
lation phases and gains will be much more critical 
than in the previous two designs. 

3.2. The Double-triode Matrix Decoder 

A typical basic design of this type of circuit is shown 
in Fig. 7(a). By accepting some limitation in output 
drive of the decoder for a given h.t. line it is possible 
to save a triode function as compared with the X/Z 
decoder and to derive the required (G— Y) drive 
signal from the cathode of one of the triodes. It is 
shown in Appendix 2 that in order to obtain the 
required colour difference outputs the synchronous 
demodulators driving the two grids must operate in 
the third quadrant of the N.T.S.C. phasor diagram 
(Fig. 7(b)) and that some constraint exists between 
the anode and cathode loads. One disadvantage of 
this circuit is the fact that if d.c. coupling is employed 
throughout, the output colour difference signal d.c. 
levels are not all the same, so that dissimilar bright-
ness control netwórks are necessary. 

As a decoder of this kind has not been constructed 
by the authors a detailed circuit description will not 
be given. 

However, as an example of the demodulation 
parameters which arise with this form of decoder 
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(a) Basic double-triode matrix circuit. 

R-Y 

HT+ 

B-Y 

(b) Demodulator phases and gains. 

Fig. 7. Basic circuit of double triode matrix. 

matrix they have been determined by means of the 
theory given in Appendix 2 for a matrix circuit with 
the following parameters. 

Pl 

R ai 

RK1 

RK2 

R K3 

= /12 = 33 
= R‘,2 = 2.6 kfl 

= 5.6 kfl 

= 4.7 1(1.2 

= 3-3 1(11 

(a) Design for a nominal phosphate tube 

The required conditions are: 

RL, = 8.1 kl1; R L2 = 7.8 Id2 

Demodulation phase 1 = 239.3° 

Demodulation phase 2 = 207.2° 

Relative demodulation gain ratio (GI/G2) = 0.99 

(b) Design for nominal sulphide tube with approximate 
colour point correction 

The required conditions are: 

RL, = 8.2 kn; RL2 = 8.5 kQ 

Demodulation phase 1 = 239.3° 

Demodulation phase 2 = 207.1° 

Relative demodulation gain ratio = 0.99 

(c) Design for unweighted outputs 

12L, = 6.5 kn; RL2 = 10.4 kn 
Demodulation phase 1 

Demodulation phase 2 

= 239.0° 

= 206.7' 

Relative demodulation gain ratio = 0.97 

3.3. The (R— Y)/(B— Y) Matrix Decoder 

In this type of decoder the (R— Y) and (B— Y) 
signals are obtained directly from two synchronous 
demodulators operating along the relevant axes, which 
are established 90 deg apart at the transmitter. By 
taking suitable proportions of the (R— Y) and 
(B— Y) signals from convenient points in the matrix 
a positive or a negative (G— Y) signal is obtained and 
the desired (G— Y) signal is obtained by suitable 
amplification and/or inversion. 

In practice the application of this principle may vary 
in detail. For example, the (R— Y) and (B— Y) 
demodulators may operate at high level and drive 
the picture tube directly, or they may operate at 
lower level and be used in conjunction with colour 
difference signal amplifiers. As high level demodu-
lators introduce a number of additional difficulties, 
they will not be considered in this paper. 

For the second approach there are two basic possi-
bilities for the matrixing to obtain the (G— Y) signal. 
If matrixing of the (R— Y) and (B — Y) signals takes 
place ahead of the colour difference amplifiers, gain 
variations in these cannot affect the formation of the 
(G— Y) signal, but two inverting amplifiers will be 
necessary. Alternatively, in the interests of economy 
the matrix may take the high level outputs of the 
(R— Y) and (B— Y) colour difference amplifiers, but 
this will involve sacrificing complete immunity to 
variation in gain of the red and blue colour difference 
amplifiers. 

With regard to the question of demodulator phase 
accuracy it should be noted that since normal N.T.S.C. 
subcarrier regenerators produce a reference output 
which lies in the (R— Y) phase (within the phase 
accuracy of the regenerator) the (R— Y) signal at 
least can be obtained with good accuracy since there 
is no subsidiary phase shift network outside the loop. 
Moreover, only one phase shift network of 90° is 
required to establish the other required signal (B — Y). 

The circuits to be described may be designed to give 
weighted or unweighted outputs. Where circuit values 
are given they are for an unweighted design, but it 
will be apparent that only minor modifications (of 
gain and/or matrix resistor values) will be necessary 
to achieve a particular weighted design. The demodu-
lation axes will remain unchanged which is an 
attractive feature of this decoder. 
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INPUT 

Fig. S. (R — Y)/(B — Y) decoder with anode matrixing. 

3.3.1. Circuits employing matrixing from the anodes 
of the red and blue colour difference amplifiers 

Figure 8 shows the circuit of a combined colour 
difference amplifier and matrix with the matrixing 
performed at the anodes of the (R— Y) and (B — Y) 
amplifiers VI and V3. These should preferably be 
pentode valves in order to obtain sufficient output 
voltage. It is good practice to employ some negative 
feedback, for example by cathode degeneration, in 
the interests of gain stability. V2 functions as an 
anode follower phase inverter and RI, R2 and R4 
are chosen to give the correct proportions of 
—(E,i—E) and — (E;3—Ey') at the output. RV3 is 
an optional preset control which enables the correct 
proportions to be obtained even if the (R— Y) and 
(B — Y) amplifier gains are not quite correct. The 
large amount of feedback applied round V2 ensures 
a high degree of gain stability and the virtual earth 
at the grid effectively prevents crosstalk of the 
(R— Y)signal into the (B — Y) channel, and vice versa, 
through RI and R2. 

If a triode valve is used for V2 it may be necessary 
to compensate for the anode to grid capacitance 
(which appears in shunt with R4) by shunting RI 
and R2 with small capacitors. 

The load resistors RV5, RV6 and RV7 are normally 
about 10-15 kn. However, whereas the effective 
output impedance of VI and V3 taking into account 
RI and R2 may be in excess of 100 kû, the output 
impedance of V2, because of the large amount of 
feedback, may only be a few hundred ohms. More-
over, any ripple voltages at the anodes of VI and V3 
will be inverted by V2. Thus, this type of circuit can 
give rise to coloured hum bars in the picture if the 
h.t. line is inadequately smoothed. 

As the theoretical analysis of this type of circuit is 
very straightforward details will not be given. 
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3.3.2. A circuit with matrixing before the colour 
difference amplifiers 

A disadvantage of the previous circuit is that 
variations in the gains of the (R— Y) and (B — Y) 
amplifiers will in principle influence the (G — Y) 
signal. Furthermore, drive adjustments for individual 
tubes have to be made at the output and this may not 
only upset any frequency compensation but may 
also result in some restriction of the output drive 
voltages. By matrixing before the colour difference 
amplifiers and inserting the drive controls in the 
difference amplifier grids these difficulties may be 
avoided at the expense of a further inverting stage. 

A typical circuit based on these principles is shown 
in Fig. 9. The colour difference amplifiers V 1 b, V2b 
and V3b have some 12 dB negative feedback to 
improve stability and reduce the effect of valve 
spreads. Cathode compensation is used to give a 
bandwidth of some 2 Mc/s. Individual gain controls 
with a range of adjustment from zero to 100% to 
facilitate tracking with the luminance drive controls 
are incorporated in the grid circuits and since no 
power dissipation is involved the potentiometers can 
be quite small. 

For the sake of completeness the demodulators and 
final chrominance amplifier are shown. The complete 
symmetry of the circuit facilitates neutralizing of the 
anode-grid capacitances of the chroma amplifier V5 
and demodulators V4. Neutralization of the grid-
cathode capacitances of Via and V3a is also possible. 
Since the final chroma amplifier operates in push-pull 
to facilitate manual or automatic d.c. control of 
saturation a quadfilar transformer is necessary to 
drive the demodulators. This may consist of 4 x 11 
turns of wire on a ferrite bead (Mullard type FX 2249). 
Once again the analysis of this circuit is quite straight-
forward. 

3.3.3. 'Two pentode' circuits 

A further form of circuit employing short sup-
pressor grid base pentodes is shown in Fig. 10. 

A. (2-y] 
OUTPUT 

-Le -Y] 
INPUT 

N.T 

Ao(a-r) 
OUTPUT 

-(B-Y] 
INPUT 

Fig. 10. Principles of colour difference amplifier matrix using 
two pentodes. 
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If —(R— Y) and —(B— Y) signals are fed to the 
suppressor grids then in-phase amplified signals 
appear on the screen grids and these may be directly 
combined to form the (G— Y) signal. (The control 
grids are arranged to be effectively earthed in this 
configuration.) It is also possible that the valves 
could be made to function as demodulators by 
applying composite chrominance signal to the sup-
pressor grids and reference signal to the control grids. 
A number of alternative arrangements of this kind 
may be envisaged. Switched beam-tubes giving out-
puts of either polarity at the pair of anodes may also 
be employed.' 

3.3.4. Decoder with cathode matrixing 

The difficulties associated with the (R— Y)/(B— Y) 
decoders described above, e.g. coloured hum-bars, 
etc., may be avoided by using a matrix circuit which 
employs matrixing in the cathode circuits of the 
colour difference amplifiers. By its very nature such 
a circuit will give rise to crosstalk in the outputs and 
ideally for complete elimination of the crosstalk a 
correcting 'T' network should be connected in the 
anode circuit. In practice it may be shown that the 
colour errors may be made negligibly small by 
inserting a suitable value of resistor common to the 
anode circuits of the red and blue colour difference 
amplifiers (see Appendix 3). The circuit thus takes 
the form shown in Fig. 11. 

+250V 

(B-V) 
Output 

-(B-y) 

Input 

Fig. 11. (R — Y )I(B — Y) decoder with cathode matrixing. 

For clarity the screen grid feed arrangements have 
not been shown, but in a suitable circuit arrangement 
each valve would have a 4.7 kf/ dropping resistor, 
which helps to improve gain stability, and a separate 
8 µF decoupling capacitor between the screen grid 
and cathode. Similarly the biasing arrangements 
have not been shown as they will depend upon the 
choice of valves and the output requirements. 

If desired the connection of the green difference 
signal amplifier cathode to the matrix may be by 
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means of a potentiometer which permits relative 
adjustment of the contributions of the (R— Y) and 
(B— Y) signals if one or both of these has incorrect 
amplitude. 

In practice, such an adjustment would appear to be 
unnecessary. The theoretical analysis of this form 
of decoder matrix is given in Appendix 3. 

Design conditions for unweighted outputs: 

Using the pentode portions of PCF80 valves with 
= 5-5 mA/V the following design conditions were 

found by calculation to give unweighted outputs 
having only negligible crosstalk errors. 

R1 = 8.2 Id/ 

R2 = 12.47 U./ ( = 12 Id/ + 470 II) 

R3 = 8.76 ( = 8.2 + 560 n) 

R4 = 270 

R5 = 390 SI 

R6 = 470 SI 

R7 = 1.5 1d1 

R8 = 330 n 

4. Effect of Operational and Component Errors 

By means of computer programs it has been pos-
sible to determine the colour errors (i.e. errors in 
chromaticity and luminance) which arise due to 
operational errors, such as incorrect demodulation 
phase and gain, and due to errors in component 
values, which can arise either due to manufacturing 
spreads or to ageing effects. For simplicity the 
calculations have been made for a phosphate shadow-
mask display assumed to require nominal ratios of 
red, green and blue drive. (The effects of errors in 
these were considered in Section 2.3.) However, the 
results in general will apply substantially to sulphide 
tubes. 

It is further assumed that the transmission and 
display gammas are 0-5 and 2 respectively and that 
the N.T.S.C. transmission primaries and Illuminant C 
white point are employed. Although in practice the 
display gamma is higher, which will modify the colour 
errors which occur, this was considered to be a fair 
basis for the purposes of comparison. 

Furthermore, as indicated in Section 2.3, the sub-
jective significance of colour error diagrams of the 
type to be described has yet to be established, but the 
relative magnitude of such errors will yield very 
useful information. To avoid reproducing a large 
number of colour error diagrams these will only be 
given for the cases where appreciable errors occur. 

4.1. Errors with the XIZ Decoder 

The errors have been determined for an X/Z decoder 
with weighted outputs (i.e. in the ratio 1: 0.8 : 0.6) 
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Fig. 16. Colour errors with X/Z decoder due to +20% error 
in red triode p. 

according to the design of Section 3.1.2 (b)). 

= 27.0, R. = 3.5 kn, RL = 15 kû 

0, = 244.2°, = 197.0° 

GI" = 0.91, E2/E3 = 0.27, RK = 612 

The effects of + 5° errors in the X and Z demodula-
tion phases are shown in Figs. 12 and 13. The errors 
are not large but a tolerance of less than 5 deg on the 
Z demodulation phase may need to be set. 

The effect of + 10% gain errors in the demodulation 
gains are shown in Figs. 14 and 15. These are not 
too large. The effect of a + 10 % error in the propor-
tion of the Z demodulator output fed to the green 
matrix triode is negligibly small. 

Figures 16, 17 and 18 show the effects of + 20% 
errors in µ of the triodes. In particular the appreciable 
luminance error of blue in Fig. 18 should be noted. 
As in practice spreads in the values of µ of greater 
than 20% are not uncommon it will be apparent that 
these spreads can be a source of large colour errors. 
As may be expected with triodes with an R. of 
3500 lcS2 and anode loads of 15 kn the effects of errors 
in the former are negligible. It may be also shown 
that the colour errors that can arise due to the use 
of 10% anode and cathode resistors are insignificant. 

It may be noted in general that the situation is 
much the same for the unweighted design. However, 
because the demodulation axes are only some 16 deg 
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apart the demodulation gains and phases become 
even more critical. 

4.2. Errors with the Double-triode Matrix Decoder 

The colour errors occurring due to errors in the 
unweighted design of double-triode matrix decoder of 
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Fig. 7(a) for a phosphate display (Section 3.2 (a)) 
have been determined. 

Figures 19, 20, 21 and 22 respectively show the 
effect of + 5 deg errors in the demodulation phases 
and + 10% errors in the demodulation gains. From 
this it is seen that the phase of the second demodulator 
(4)2) and the demodulation gains are rather critical. 

For 10% errors in the anode or cathode load 
resistors or 20% errors in triode µ the chromaticity 
errors are negligibly small and the luminance errors 
are never very large. Undoubtedly, the insensitivity 
to errors in it is due to the fact that the cathode 
resistors are an order larger in value than the X/Z 
decoder cathode resistor, and thus produce substan-
tial feedback. 

4.3. Errors with (R— Y)I(B— Y) Decoders with Matrix-
ing Before or After the Colour Difference 
Amplifiers 

The errors in this case were determined for an 
unweighted design, but the results apply substantially 
to weighted designs also. 

Figures 23 and 24 show the effect of 5 deg errors 
in the phases of the (R— Y) and (B— Y) demodulators 
respectively. The errors are seen to be fairly small. 

The effect of gain errors in the (R— Y) and (B— Y) 
channel gains (including the demodulators) have 
been determined for the two cases of matrixing 
before and after the colour difference amplifiers. In 
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the former case of course, errors in the (R— Y) or 
(B— Y) difference amplifier gains will not affect the 
(G— Y) signal. The errors for 10% gain errors for 
the two sets of cases are shown in Fig. 25 (a—d), 
whence the chromaticity errors are seen to be small 
and the luminance errors are not large. The choice 
of only a 10% error as a basis for calculation was 
made on the assumption that with this type of decoder 
it is easy to insert gain adjustments to eliminate most 
of the effects of initial circuit spreads, which is not 
the case with the X/Z and double-triode matrix 
decoders. 

4.4. Errors with an (R— Y)/(B— Y) Decoder with 
Cathode Matrixing 

Again an unweighted design was assumed with the 
parameters as given in Section 3.3.4. 

The effects of demodulation phase errors are the 
same as for the previous case, where they were seen 
to be small. The effects of demodulation gain errors 
will be as for the previous case (with the contribution 
to the (G — Y) signal affected as shown in Figs. 25 (c) 
and (d). The effects of 10% errors in the anode and 
cathode load resistors have been determined and it 
has been found that the chromaticity errors are small 
and the luminance errors rarely more than 10%. 
This is also the case when there is a 20% error in 
the mutual conductance of one of the difference 
amplifiers. 
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Fig. 25. Colour errors with (R — Y)/(B — Y) decoder due to errors in (R — Y) and (B — Y) demodulation 
gains for.:decoders with matrixing before or after the colour difference amplifiers. 
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5. Conclusions 
From the results of investigations carried out on 

the X/Z, double-triode and (R— Y)I(B— Y) types of 
decoders the following deductions may be made. 

The X/Z decoder is more critical in respect of 
the synchronous demodulation phases than the 
(R— Y)I(B— Y) type of decoder and is also rather 
critical in respect of the triode gains. Moreover, the 
complex interdependence of the outputs makes difficult 
any initial adjustment (including the necessary pro-
vision for adjusting the colour difference signal output 
drives to suit a particular tube). Where a low h.t. 
voltage is desired the use of a fourth triode for d.c. 
level reinsertion and blanking is not convenient and 
it may be difficult to obtain adequate output so that 
this type of decoder then loses its attractiveness. 

For the double-triode matrix type of decoder the 
matrix configuration need not be very critical, but 
because of the relatively small angle between the 
demodulation axes 32°) the demodulation phases 
and gains are even more critical and must be carefully 
maintained. Initial adjustment may be difficult and 
provision must also be made for adjustment of the 
output drive amplitudes, but the authors have no 
experience of this problem for this type of decoder. 

A further difficulty is likely to arise because the 
colour difference signals are derived from both anode 
and cathode circuits. The d.c. output levels may be 
inconvenient and with a low h.t. line the output drive 
amplitude will probably be inadequate. 

In contrast to the above decoders it has been shown 
possible to design an (R— Y)/(B— Y) type of decoder 
which is not critical in respect of any of its component 
values and is easily designed to permit adjustment 
of the outputs to suit a particular tube or to compen-
sate for the effect of initial circuit spreads. The 
cathode matrix type of circuit in particular is a very 
satisfactory and economical design. 

The colour errors occurring in the various decoders 
are likely in practice to be somewhat different from 
those calculated here, largely due to the display tube 
gamma being greater than 2, but the calculations are 
still considered to give valuable insight into the 
performance of decoders. Preliminary results of 
subjective experiments indicate that many of the 
colour errors of the magnitude described in this 
paper may in fact be tolerable. However, in practice 
several parameters may be in error at once and 
therefore it still seems good design policy to choose 
the form of decoding which is least critical in respect 
of component values etc., and can be easily adjusted. 
In this respect the (R— Y)/(B— Y) type of decoder 
is most satisfactory and need not involve much 
additional circuit complexity compared with, say, 
the X/Z decoder. It is therefore considered to be the 
most suitable for a domestic receiver. 
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8. Appendix 1: Theoretical Analysis of the 
X/Z Decoder 

8.1. General Theory 

The basic circuit, on which the calculations are 
based is shown in Fig. 26, in which the required 
outputs are DR, DG and DR. In the normal circuit 
configuration used the inputs E1 and E3 are the 

Fig. 26. Basic X/Z decoder matrix circuit. 

49 



D. R. BIRT and K. G. FREEMAN 

outputs from the X and Z synchronous demodulators. 
The input E2 may be zero but for the present it will 
be assumed non-zero to conserve symmetry in the 
analysis. 

If the respective triodes have amplification factors 
p2 and p3, anode impedances Rai, R‘,2 and R.3, 

the anode loads RI, R2 and R3 and if the valve a.c. 
signal currents are i „ i 2 and i3, the outputs are given 
by 

where 

and 

DR = --p(El—EK)—EK 

DG = — R2i2= 

DB = — R3 i3 = P3'(E3 EK) — EK 

EK = i2 

PI = D  etc. 

*Solution of these simultaneous equations gives: 

DR = li[K R2 R3(i4 + 1)— 1] + 
+E24 KR2 R3(pi + 1) + E314 KR i R2(p + 1) 

DG = K R2 R3(14 + 1) + 
+ E 2 p'2[K R3(ii2 + 1)— 1] + 

E3P3 KR R2V2 + 

DB = E1 Pi KR2R3(4+ 1)+E2W2 KRIR304+1)+ 
E3 p'3[KR R2(p'3+ 1)— 1]  (4) 

where 

K =  
{R 2 R2 R3 + R R[R 2 R3(.4 + 1) + 

+ R 1 R 3(j4 + 1) + R 1 R 2(14 + 1)]} 

Now in practice, when designing the decoder, the 
required outputs DR, DG and DB are given and it is 
required to find the necessary inputs E1, E 2 and E3 
to the matrix. This may be achieved by solution of 
eqns. (4), e.g. by determinants. 

8.2. Simplified Theory 

Although eqns. (4) are required when investigating 
the errors in the X/Z decoder, they are too complex 
for use in designing the matrix and it is usual to make 
the following simplifying assumptions 1 RI = R2 = R3 = RL (say) 

RR 

Rai = Ra2 = Ra3, = P2 = P3 

so that = Pi = --- (say) 
Then eqns. (4) become: 

DR = — 4E2 — L(E + E2 E3)] 

DG — 2 — L(E + E2 +EA 

DB = — 14E3— ME 1+ E2+ E3)] 
where 

RK(µ' + 1)  
L = RL+3RK(ie+ 1) 
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(5) 

 (6) 

(6a) 

These equations may now be solved to give 
as follows: 

E 1 = 
— (1 — 

E2 = 
—3L) 

— ( 1 — 2L)DB— L(DB + DG) 
E3 = 

W(1— 3L) 

These are the design equations which enable the 
required inputs E1, E2 and E3 to be determined 
given DR, DG and D8. 

8.3. Case when E2 

In the simpler version of the X/Z decoder the input 
to the second (green) matrix triode is made zero 
whilst E1 and E3 are the direct outputs of the X and 
Z synchronous detectors. 

It will be immediately apparent that in this case the 
eqns. (7), being three equations in two unknowns, 
cannot in general be exactly satisfied. The conditions 
under which they can be satisfied may be determined 
as follows: 

Putting E2 = 0 and subtracting (7b) from ( 7a) and 
(7c) yields 

2L)DB — L(DG + DB) 

p'(1- 3L) 

—(1— 2L)DG— MDR+ DR) 

the E's 

(a) 

(b) (7) 

(c) 

1 1 
El = — — (DR—DG); E3 = —, (DB—DG) ...(8) 

ii li 

and (7b) may be written as 

—L  
DG = (1 — 2L) (DB + DB)  (9) 

As a more specific example the case of a phosphate 
tube will be considered. Then the required outputs 
are given by 

D R = R (E' — E;,) 

DG = œ(E 'G — 4) 

= — 40-508(4, — E;)+ 0.186(E's — E)] 

DB = fl(E— E.)  (10) 

where 1, a, f) are the relative tube drive voltages 
required to produce the standard white (Illuminant 
'C'). Substituting these expressions in (9): 

—L  
DG = (1— 2L) RER— 4) + 13(E—R E)] ...(11) 

For this equation and the second equation of (10) 
to be consistent the same relative proportions of 
(E2"?— E ) and (E;i—E) must occur in each. This is 
only possible if 

0.186  fi — — 0.365 

0.508 
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Thus with E2 = 0 correct decoding is only possible 
if the ratio of blue to red gun drives for white is 0.365. 
In practice, this value is not obtained—in an all-
phosphate shadowmask tube, for example, the 
nominal value of fi is 0.6. 

In practice, therefore, it is necessary to accept at 
least one incorrect output signal from the decoder 
matrix and in general it would appear that the best 
compromise is to accept small amplitude and cross-
talk errors in all three outputs. 

Assuming this is done the output signals may be 
written 

DR = (1+,0(4 — Ey')-1(E'D— 4)  (12a) 

DG = a[(E'G — 4)— m(E'R— 4)]  (12b) 

DB= 13[(1— y)(E'R— 4) + n(ER— 4)]  (12c) 

where x and y are the amplitude errors and I, m, n 
are the crosstalk errors. No amplitude error is 
assumed in the (E— Ey') component of DG since this 
may be eliminated by an overall change of gain. 
Substituting for (&— E) in ( 12b) gives 

DG = a[0.508(4— EY) -I- (0.186 + m)(EB' — 4)] (13) 

But inserting (12a) and (12c) in eqn. (9) gives 

—L  
DG = (1 — 2L) [(1 + x +fin)(E'R— 4)+ 

+ fi{(1 — .0 — 1}(E— E)]  (14) 

Hence for simultaneous satisfaction of ( 13) and (14) 

1+x+13n 0.508  

{fi(1 — y)— I} — 0486+m 

Mathematically the optimum solution of this equation, 
giving minimum errors, occurs when / = m = n 
= x = y. However, from a subjective point of view 
the colour errors ought to be weighted in terms of 
their relative visibility. This is much too complex 
to be considered here, particularly as the design of 
errorless decoders is possible with E2 non-zero but, 
as an example, the case of equal errors will be 
examined. 

Then taking a nominal phosphate tube with 
fi = 0.6, eqn. ( 15) becomes: 

1 +1.6x 0.508  
—  (16) 

0.6-1.6x 0.186+x 

which has the solution x c•2- 0.05. 

Hence the output signals are 

DR = 105(ER — 4)— 0-05(E's — 4) 

DG = 0.8[(EG — 4)— 0.05(4 —E0] 

DB = 0.6[0.95(EB— 4)+0.05(ER — 4)]  (17) 

These expressions were used to calculate the colour 
errors shown in Fig. 6. 
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(15) 

To determine the demodulation conditions given 
in Section 3.1.2(a) eqns. (17) may be substituted in 
(18) to give 

X output = E1 

= -- 1 [1.456(4 —E'1)+ 0.139(E 'B— 4)] 
14' 

Z output = E3 

= -- 1 [0.436(4 —4)+ 0.759(4— 4)] 

 (18) 

Thus, both demodulation axes lie in the third quadrant 
of the chrominance phasor diagram. Now over the 
double sideband region the N.T.S.C. chrominance 
signal is given by 

E' — 1 [(ER' — 4) cos cost + —1 (E,',— 4) sin to t] 
C — 1.14 1.78 s 

 (19) 

Hence the required X demodulation phase is given by 

(/)x = tan' (0.139 x 78) = 260.4° 
F456 1 

and the required Z demodulation phase by 

4)z = tan -1 (0436759 x ) = 197.9° 
0. 1.78 

The relative X/Z demodulation gain ratio is given by 

F456  /  0.436  

Gx/z = sin 260.4/ sin 197.9 = 1134 

Given the triode characteristics and the anode loads, 
the remaining parameter to be determined is the 
value of the cathode resistor. This may be found 
by calculating L using, for example, eqn. (14) and 
then solving eqn. (6a). 

8.4. Case when E 2 CC E 3 

The case when E2 is made, not zero, but suitably 
proportional to E3 will now be considered. 

As before the analysis will be carried out for a phos-
phate display, but it may readily be applied to the 
sulphide display with approximate colour correction 
according to the equations of Section 2.4. 

For the phosphate tube, substitution for DR, DG, 
DB in eqns. (7) gives 

E, = p'(1 —1 3L) [(1 — 2L — 0.508aL)(4 — 4) + 

+(fi-0.186a)L(E¡— 4)] 
—1  

E2 = p' ( 1 — 3L) [(L — 0.508a + 1.016aL)(ER— 4) x 

x (L13— 0.186a +0.372aL)(Eh— E0] 
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— 1  
E3 = p'(1- 3L) [L (1 — 0-508a) (ER — ED + 

+ (/3— 2LP — 0-186aL)(Ei; — Ey)] 
 (20) 

This gives the extra degree of freedom necessary 
to enable the correct output colour difference signals 
to be obtained, and in fact some restriction in the 
nature of E2 is possible. A value of L may be chosen 
such that E2 is a signal which is readily derived in the 
circuit. As an example E2 will be chosen proportional 
to E3 in which case 

L(1 — 0.508/3)  (/3— 2L/3 — 0.186aL)  

(L — 0.508a + 1 016L) (LP- 0.186a + 0-372ŒL) 
 (21) 

Taking a nominal phosphate tube with a = 0.8, 
fi = 0.6 the solution of (21) is L = 0.246 so that 
eqns'. (20) become 

— 1  
Ei = 0.262µ' [0.402(E'R — 

—1  ,R 
E3 = 0-262/4' [0.147(E 

— 1  
R E2 = 0-262µ' [0.040(E 

= 0.27E3  (22) 

giving demodulation conditions 

cb = 244.2° 
= 197.0° 

= 0-91 

and the value of cathode resistor may be determined 
by the method outlined above. 

EY)+0.109(E'R — 4)] 

— 4)-1- 0.267(4— EY)] 

— 4)-1- 0.072(ER — 4)] 

9. Appendix 2: Theoretical Analysis of the 
Double-triode Matrix Decoder 

The basic form of circuit used for the calculations 
on the double triode decoder is shown in Fig. 7. 

If it is supposed that VI and V2 have amplification 
factors pi and p2 and anode impedances Rai and R.2 
respectively the effective gains are given by 

P1 Rct  
Pi = 

RLI + Rai 

Pi2 
RL2 + Ra2 

where RLI and RL2 are the respective anode loads. 
If the remaining component values and signal com-
ponents of current and voltage are as shown in Fig. 7 
the following relationships must hold. 

P2 RL2 

DR = 17x1) = — RL1 i3 

DR = — 14(E2 — Vg2)= RL2 i4 
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(23) 

(24) 

VK2 = RK2 i2 

i3 = 

i4 = i2 i5 

i2 = i3 i4 

DG = Vgj = Rgiii = RK3 i5 RK2 i2 • •(26) 

(27) 

(28) 

(29) 

(30) 

Solution of these equations yields 

DG—DR! P1  (31) 

and 
E2 = 
ARL2RK2 DG—(RL2RK2-1-12K2RK2+ iiiRK2RK3)D. 

if2RL2(RK2+RK3) (32) 

Thus, given the component values and the required 
values of DR, DG and DB, the required outputs E1 
and E2 from the synchronous detectors may be 
determined and hence using the method of Appendix 1, 
the demodulation gains and phases may be found. 
For the reverse calculation of the outputs DR, DG, DR 
to determine the effect of decoder errors given Ei and 
E2 a third equation is necessary. 

Since i + i2 = 13+14 we have, after multiplying by 

RIC1RL1RL2(RIC2 + RIC3): 

DR[RKiRLARK2+ RK3)]-1-

±DG[RKiRLAR K1 -FRK2+ RK3n± 

±DR[RKiRK2RL2] =  (33) 

Hence, given E1 and E2, DR, DG and DB may be 
determined by simultaneous solution of the eqns. (31), 
(32) and (33). 

It will be evident that eqn. (33) must place some 
constraint between Ria, RL2, RKi, RK2 and RK3 when 
DR, DG and DR are given. This constraint will now 
be established. 

In general the required outputs may be written 

DR = Al(ER—E)+ A2(EB— EY) 

DG =- A3(ER— E'y)+ A4(E'R— Eiy) 

DR = A 5(ER— E;.)± A6(E1B— EY)  (34) 

These may be substituted in (33) which must then 
hold for all values of (Eh — E.) and (ei — 

Hence, since RK2 cannot be zero, two separate 
conditions may be found, namely: 

K1 RL2 ± K2 Rin RL2+ K3RLI = 

K4RL2 +K5RLIRL2+K6RLI =  (35) 

where 

K1 = Ai RICI(RK2 -FRK3) 

K2 = /tem. RK2 RK3) 

K4 = A2 RicaRK2 RK3) 

K5 = A4(RKI Ria RK3) 

K3 = A5RK1RIC2 K6 = A6RKI RK2  (36) 

Thus, if values are allotted to RKi, RK2 and RK3 the 
 (25) values of anode loads necessary are fixed in accordance 
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Basic circuit of (R — Y)/(B — 
matrixing. 

Fig. 27. 

with the equations: 
K6Ki—K4K3 

Y) decoder with cathode 

RL1 = 1(31(5— K2K6 

R 
K6Ki—K4K3  

L2 = 
K4K2—K5K1 

(37) 

These values may then be inserted in eqns. (31) and 
(32) to determine E1 and E2. 

10. Appendix 3: Theoretical Analysis of the 

(R— Y)/(B— Y) Decoder with Cathode Matrixing 

The basic circuit is shown in Fig. 27, and the 
following equations must be satisfied. 

DR = —(R1+ R4)gml(El'V1) — R4gm3(E2 — V3) 
(38) 

(39) DG = g.,2V2 R2 

DR = —(R3+ R4)gm3(E2 — V3) — Ragmi(Ei — VI) 

V2 = R5 -I- i3 R6 

14R7 

= R5 

V3 = Rsi2 

i3 = gml(E1 — VI) 

i2 i4 = gm3(E2 — V3) 

i3 i4 = gin2 V2 

= Vi/R8 

i2 = V3/R8 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

(48) 

(49) 

Thus, if DR, DG and DB are given and gml, gm2 
and g„,3 are assumed known, there are 12 equations 
in the 9 unknowns VI, V2, V3, i to i4, E1, E2 and 
therefore the resistor values cannot be independent, 
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i.e. there must be some constraint between the values 
of the resistances. 

In practice it is convenient and desirable to choose 
the demodulation phases to be those corresponding 
to (Eii — EY) and (Ea —EY), and in a particular 
decoder design it was also convenient to make 

E 1 = — 0(4— 4) 
and 

E2 =  (50) 

where a is a constant. 

In theory it is possible to determine the constraints 
between the resistance values set by the above 
equations. For example, given R5, R6, R7 and Rs 
it is possible to determine R1, R2, R3 and R4. In 
practice, a satisfactory solution can rapidly be 
arrived at by means of the computer program used 
to investigate the effect of component errors. 

Solution of the preceding equations yields the 
following relationships: 

VIL 1/1 — V2 
R5 + R6 = gmi(Ei—Vi)  (51) 

V3 V3— V2 
R8 + R7 g 3(E2 V3)   (52) 

V2— Vi V2R— V3  
= giti2 V2  (53) R6 7 

Given R5, R6, R7, Ri3, g„,i, gm2, gm3 these may be 
solved to give V1, V2 and V3. Then substituting for 

V2 and V3 in (38), (39) and (40) gives equations 
for DR, DG and DR in terms of El, E2 and the gm's 
and R's. 

Proceeding in this way for given values of gml, 
gm2, gm3 and of R5, R6, R7 and R8 it was then possible 
using the computer program to determine the resulting 
colour errors for particular values of RI, R2, R3 
and R4. 

By this means it was rapidly found that for an 
unweighted design of the decoder (giving equal drive 
outputs) and with g 1 = gm2 = g„,3 = 5 mA/V and 
with R5 = 390 0, R6 = 470 LI, R7 = 1.5 kû and 
R8 = 330 Q the following values of resistors gave 
errors in chromaticity too small to be shown on the 
C.I.E. diagram and errors in luminance within the 
accuracy of the computer program (i.e. < 2%). 

R1 = 8.2 kû 

R2 = 12-47 kû = 12 kû + 470 û 

R3 = 8.76 kû = 8.2 kû + 560 S.2 

R4= 270 S2 

Manuscript first received by the Institution on 27th February 1964 
and in final form on 4th May 1964. (Paper No. 916IT27.) 

O The Institution of Electronic and Radio Engineers, 1964 
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Processing Data from N.A.S.A. Satellites 
New equipment has now been installed at the 

D.S.I.R. Radio Research Station, Slough to process 
the raw data received from the second Anglo-American 
satellite (UK-2/S-52) launched by N.A.S.A. on 
27th March, 1964, and from the third satellite in this 
series. The equipment performs the initial processing 
of the telemetry tapes before the data are passed to 
computer centres elsewhere for further processing, 
sorting and mathematical analysis. 

At Winkfield (Berkshire), one of the 12 radio instal-
lations located throughout the world, the position and 
direction of satellites launched by N.A.S.A. are 
recorded on tape. The Winkfield installation also 
makes regular recordings on magnetic tape of the 
UK-2/S-52 telemetry signals. Additional telemetered 
data are recorded at the overseas laboratories of the 
Radio Research Station at Singapore and Port 
Stanley (Falkland Islands). All three stations are 
equipped with 'tele-command' facilities; radio trans-
mitters send signals to the satellite to relay recorded 
measurements in the satellite back to Earth. 

The magnetic-tape records from the N.A.S.A. net-
work of receiving stations and from Singapore and 
Port Stanley are sent to the Radio Research Station 
at Slough, where the recorded information is converted 
into a form suitable for feeding into fast digital 
computers. 

The measurements are recorded in a pulsed fre-
quency-modulation code. The average pulse repetition 
rate is 55 per second while the signal frequency of 
each pulse, representing the magnitude of the experi-
mental quantity concerned, falls within the band 
5 to 15 kc/s. At the receiving station, the time of 
reception is recorded continuously in a coded form on 
two other tracks alongside the data from the satellite. 

The tapes received at the Radio Research Station are 
first 'inspected' in one section of the processing 
system. The parts which have an adequate signal/noise 
ratio are selected and their usefulness is assessed. 

Selected telemetry tapes are then replayed into the 
main section of the processing system. This essentially 
digitizes in binary form the experimental magnitudes 
represented by the signal frequencies of the pulses. 
The signals are first separated from the background 
noise by a bank of 128 filters. When a frequency 
falls within the pass band ( 100 c/s wide) of a filter 
the output from this filter suppresses the noise outputs 
from all the other filters. Thus signals as much as 12 
decibels below noise level can be recovered. Each 
filter is connected to its own binary number generator 
and the number, in binary-coded decimal form 
corresponding to the active filter, is passed to the out-
put. Conversion accuracy from frequency to digital 
number is about 1 %. 

A measurement made in the satellite can be con-
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tinuously variable or in the nature of a count. If it is 
continuously variable the data are interpreted in 
binary-coded decimal form as described above. For a 
measurement where counting is performed in the 
satellite, this is done in binary form and converted 
to an octal (0-7) scale before transmission to the 
ground station. Provision is therefore made in the 
processing equipment for interpreting these data in 
binary-coded octal form. 

A pulse generator in the form of a digital electronic 
flywheel adjusts itself to the incoming pulse repetition 
frequency. Data processing continues to generate 
sampling pulses at the last known pulse repetition 
frequency when short-period 'fades' occur in the 
telemetry signal. The flywheel also operates the deci-
mal-octal counter, which is automatically set to the 
correct position in the pre-arranged sampling pattern 
by special synchronizing pulses contained in the 
telemetry signals. 

While the measurements from the satellite are being 
converted to a digital form by the processing equipment 
the time information on other tracks of the telemetry 
tape is being decoded and converted into binary-
coded decimal form. This decoded time is held in a 
register which is continuously updated so that it is 
accurate to the nearest millisecond. Time readings 
are taken from this register on the occurrence of 
synchronizing pulses in the telemetered data. 

The experimental measurements and time, both in 
digital form, are assembled in a magnetic-core buffer 
store. When the store is full the information is rapidly 
read out on to magnetic tape in a form suitable for 
input to a digital computer. An automatic checking 
procedure is incorporated in the processing equipment 
so that errors introduced into the data during pro-
cessing are immediately detected. 

The equipment has been designed so that it can also 
deal With measurements, which have been made 
during a whole orbit of the earth, stored on a tape 
recorder inside the satellite and replayed rapidly on 
command from a ground station. The latter measure-
ments can be automatically selected by the equipment, 
using special 'start' and 'end' pulses, contained in the 
telemetry signals. An extra fixed frequency is also 
present between the pulses of stored data. This is 
digitized in the same way as the data and enables 
corrections to be made in the subsequent computer 
analysis, to compensate for variations in the speed 
of the satellite tape recorder. 
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A Wideband Spectrum Analyser-Synthesizer for the 

Prediction and Smoothing of Interrupted Speech 

By 

P. V. INDIRESAN, Ph.D. 
(Associate Member)t 

1. Introduction 

Presented at the Symposium on "Telecommunications and Electronics" 
sponsored jointly by the Centre of Advanced Study in Radio Physics 
and Electronics of the University of Calcutta and the Calcutta Zone of 
the Indian Division of the Institution on 29th February 1964. 

Summary: Time sharing of slowly-interrupted speech will be a possible 
alternative to the vocoder for increasing the capacity of a speech com-
munication channel, if the associated switching noise can be elimi-
nated. It has been shown that this noise can be suppressed by reiterating 
the interrupted speech samples at the receiver so that they fill in the 
blank spaces correctly both in time and in phase. A wideband phase 
advancing network for speech signals is required for such a coherent 
reiteration and a practical technique has been proposed for this purpose. 
The error inherent to prediction and the additional error introduced by 
the practical limitations of the proposed system have been estimated. The 
system described can help to increase the line capacity by a factor of two 
or four, or eight at the most. The wideband phase correction network 
described here is essentially a spectrum analyser-synthesizer and can be 
used for the analysis and synthesis of any quasi-time-invariant complex 
wave. 

Speech interrupted at a slow rate of a few tens of 
cycles per second has been found experimentally to 
be intelligible.' As the signal is off for part of the 
time additional signals can be interpolated during 
these silent intervals, and as the switching frequency 
is low there is no appreciable increase in bandwidth 
due to switching. Thus, without increasing the 
overall bandwidth, several signals can be transmitted 
by time-division multiplexing and thereby the com-
munication rate can be increased. However, inter-
rupted speech cannot be used directly as it suffers 
from switching noise. Three methods have been 
proposed' for overcoming this noise, (a) by a system 
of artificial switched reverberation, (b) by integration 
and (c) by coherent reiteration. Reiteration is the 
process by which interrupted speech samples are 
delayed in time and interpolated into the silent 
intervals in such a manner as to produce a con-
tinuous signal. Such reiteration, in addition to filling 
the blank space correctly in time, should also be in 
the proper phase or else the sudden change in phase 
will produce a transient noise and there will be no 
improvement in spite of having a signal all the time.' 
The process by which the reiteration is exact both in 
time and in phase is called here coherent reiteration. 

A method for obtaining the coherent reiteration of 
interrupted speech is shown schematically in Fig. I. 

r—  r SECONDS 

F(t) 

T SECONDS —a. 

(t) 

(b) After time delay of T seconds. 

t T SECONDS 

(a) Interrupted signal. 

— F (t T) 

(c) After prediction of T seconds. 

(d) Sum of (a) and (c). 
t Telecommunication Engineering Department, University of 
Roorkee, India. Fig. 1. Smoothing of interrupted speech by coherent reiteration. 
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The original signal is interrupted for exactly half the 
time so that the sampling and interruption periods 
are both equal to, say, T seconds. If such interrupted 
speech is delayed by T seconds, it will fill exactly the 
blank spaces in the undelayed signals. However, its 
frequency components will be retarded by off radians 
where co is the angular frequency of the component 
in question. This delayed signal is therefore passed 
through a network which advances the phase of each 
component by off. Such a network is called a 
predictor. Such a predicted signal will fill in the 
blank space correctly both in time and in phase. 
Thereby, the original continuous signal will be 
reproduced without error, provided it has not changed 
daring the period of prediction. The heart of this 
system is the predictor. Predictors for simple signals 
of known characteristics are well established but, no 
method appears to have been developed so far for 
complex signals like those of speech. A prediction and 
phase correction technique suitable for such complex 
signals is discussed here. 

2. A Prediction of Wideband Signals 

The future value F(t+ T) of an input signal F(t) 
for a prediction period of T seconds can be expressed 
by the Fourier integral 

+co +co 

F(t+ T) = 1/27r. f ei'(t+ T)dco. f F(r).e dr 
— co — co 

 (I) 

In eqn. ( 1), the integration over time for values of 
greater than t corresponds to future values of the 
input function F(t). No physically realizable system 
can be clairvoyant and take into account events that 
occur in the future. Hence, the best physically-
realizable prediction is given by 

+ 

Fat + T) = 1/2/t. efi.(t+ T) tw. a f F(r). e dr 
— OD — 

 (2) 

Consequently, there will be an unavoidable error 
in prediction and an exact solution is impossible. 
Nevertheless, due to the inertia which is inevitable to 
all physical systems, there is a limit to the rapidity 
with which any change can be made and, what is 
more, to the rapidity with which the change can take 
effect. Speech, for example, is the output of the 
various resonant parts of the vocal system, and due 
to their narrow bandwidth the sounds produced 
remain virtually invariant for small intervals of time. 
This effect is further enhanced by the reverberation 
in the room in which the sound is heard. For instance, 
if the reverberation time is 0.6 second, each of the 
frequency components of speech is effectively passed 
through a filter with a bandwidth of + 2 c/s only. 
Consequently, although speech signals occupy a 
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band of 4000 c/s or more, they can vary only very 
slowly and each of their frequency components, once 
produced, will persist as long as a tenth of a second. 
It is because of this short-time invariancy of speech 
that interrupted speech is at all intelligible. Hence, 
although even the best theoretically realizable system 
does introduce some prediction error, the effect is not 
appreciable for periods of the order of a few milli-
seconds. The magnitude of this error has been 
estimated in Appendix 1 to be given by 

[E(TN)]2 = [E(T)]2/{F(or = 1_ e _22T ...(3) 

where [E(T)]2 = mean square error for prediction 
period T, 

[E(TN)]2 = normalized mean square error, and 

Œ = decay constant of the voice system 
consisting of the source, receiver and 
channel and taking into account 
reverberation in the room in which 
the sound is produced and the room 
in which it is heard. 

Even if the rooms are fairly dead (reverberation 
time of about 0.5 seconds) the value of a will be of 
the order of 10 nepers per second and the error due 
to prediction about 10% for a prediction period of 
10 milliseconds. This calculation was made on the 
basis that random sounds are being pronounced. In 
normal speech, on the average the error will be two 
to three times less. However, mean-squared error is 
not of much direct use in determining the quality 
of speech transmission which can be evaluated only 
by articulation tests. These figures for mean-squared 
error are given only to indicate the order of error 
introduced. 

3. A Predictor for Wideband Signals 

As the speech signal is a real-valued function, 
equation (2) may be rewritten as 

Fat+ T) 

= 112m .[ Ifc cos co(t + T) . dco f F(r). cos wt + 
-00 - 

+ co 

+ f sin co(t + T) . dco f F(T). sin wt dT 
— — co 

OD 

= 2 cos co(t + T).df f F(T) cos cor dt + 
- OD 

00 

+ 2 f sin co(t + T) . df f F(T) sin COT (IT ...(4) 

where f = co 121 r. 

A practical predictor should evaluate equation (4) 
accurately. The exact evaluation is, in fact, not 
practicable, but the integration over time may be 
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F(t). coscus 
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Fig. 2. Schematic diagram of spectrum analyser-synthesizer 
system for wideband phase correction and prediction. 

approximated by a low-pass filter and the integration 
over frequency approximated by a summation for a 
set of discrete frequencies spread over the signal 
frequency band. Such an arrangement has been shown 
schematically in Fig. 2. For the sake of simplicity, 
the operation has been indicated for one of the fre-
quencies W m  used for the summation. If n different 
frequencies are used for the summation, n networks 
of the type shown in Fig. 2 will be required. The 
resultant output will then be of the form 

F 2(t T) = cos out + T). f F(r). cos comt. —1 x 
to 

- œ 

x e "  . dr + sin com(t + T) . f F(T) x 
— c0 

1 
x sin comt. e- (̀-')/t° . dr ...(5) 

To  

where to is the time-constant of the low-pass filters 
F 1 and F2. 

In Fig. 2 the multiplication of F(t) with cos com(t + T) 
and sin co m(t + T) is performed by the modulators MI 
and M2 respectively, and the resultant product 
integrated by the low-pass filters F 1 and F2. It is 
interesting to note that the phase advancing is done 
by shifting the fixed frequency tones com. This needs 
only a fixed adjustment of a phase shifter. Equa-
tion (5) is approximately the same as equation (4) 
when the time-constant to of the low-pass filters is 
large. Thus, the scheme of Fig. 2 will produce 
approximately the prediction value of the input 
function F(t). The prediction period T can be 
adjusted to any desired value by choosing the appro-
priate value of phase advance for the n switching 
tones. The error introduced by approximating the 
integration over frequency of equation (4) by the 
summation of equation (5) has been calculated in 
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Appendix 2. It has been shown that for F(t) = cos w51 , 

F 2(t + T) = A cos [c o s(t + T)— O] ...(6) 
where 

A = aAmo + 2 E a k"Cos kào)(to+ 
O = Aw0(10+ T) 

Act) = the spacing of the frequencies com 

bdoo = coo — cos = the smallest value of com — cos, that 
is, the difference between co, and the 
switching frequency coo which is 
closest to it 

1 
  =the amplitude re-

sponse = amo _„„   
V 1 + (àcooto)2  of the low-

pass filters at the 
frequency ticoo, and 

1 
akAm =  ,  = the amplitude response of 

V 1+ (kàcoo to)2 the filters for the kth switch-

ing frequency from coo. 

In equation (6) the amplitude response A is essen-
tially a constant except for one single term 

aAmo = a,„0_ 

which only depends on cos. A may therefore be taken 
to be practically a constant. The phase error becomes 
a maximum for the maximum value of àcoo which is 
àco/2, that is 

t ax = bd.o12(t 0+ T) 

For a given permissible maximum phase error this 
sets a limit to the frequency separation of the switch-
ing frequencies, and thereby for any desired band-
width determines the minimum number of frequencies 
required for the summation. Thus, if B is the band-
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width to be covered in radians per second, 

n = BlAco= B(t0+ T)/20„,ax 

The phase error O will cause a reiteration error 
proportional to cos 0, and to keep the average error 
below 1 %, 0..„ should be limited to 1/5th of a radian. 
On this basis, to cover a telephone band of 4000 c/s 
n becomes about a hundred for a prediction period 
of 10 milliseconds. Then a hundred uniformly 
spaced co„, will be needed in the summation and a 
hundred networks of the type shown in Fig. 2 will 
be required for prediction. For periods of prediction 
greater than 10 milliseconds a proportionately larger 
value of n will have to be used. 

It was assumed in eqn. (5) that the bandwidth of 
the low-pass filter was small. In practice this implies 
that the bandwidth is small enough to suppress the 
sum frequency component co„,+cos produced by the 
modulators M1 and M2. With eqn. (6) it was assumed 
that the bandwidth is large compared to Aw so that 
the time delay remains constant. In practice, with n 
of the order of a hundred, w„,+cos will be much 
larger than Aco and both conditions can be satisfied. 
It can also be verified that a decrease in the band-
width reduces the time delay at higher values of 
— cos and that O decreases whereas the amplitude 

response becomes less uniform. Better performance 
can be obtained by using more complex filters than 
the simple R-C network assumed here. 

4. Repeated Reiteration 

The discussion so far has been for the case in which 
the sampling and interruption periods were equal. 
Such interrupted speech can only double the trans-
mission rate. For greater improvement, the ratio of 
interruption period to sampling period should be 
correspondingly larger. This ratio cannot be increased 
by reducing the sampling period as it should be long 
enough to contain at least one fundamental period 
of the speech wave, which goes up to 10 milliseconds. 
Hence the communication rate can be increased only 
by increasing the interruption period beyond the 
10 milliseconds assumed so far. Such an increase 
will need a proportionately larger number of fre-
quencies for the summation and consequently the 
complexity and cost of the equipment will increase 
in direct proportion. An even greater difficulty is the 
rapid increase in the inherent error of prediction. 
Both from theoretical considerations' and by experi-
ment' it has been found that the error becomes too 
large for interruption periods greater than 100 milli-
seconds. This sets a limit of ten to the increase in 
communication rate that one may expect to get. 
Figure 3 shows a method by which the technique of 
synchronous reiteration can be extended to increase 
the communication rate by a factor of four. The 
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reiteration is done in two steps. First, the signal 
which is on for T seconds and off for 3T seconds is 
reiterated for a period of T seconds to yield a new 
interrupted signal with equal on and off periods of 
2T seconds. This new signal is then smoothed to 
give a continuous signal by reiterating it for a period 
of 2T seconds. In the same manner the technique 
can be extended to the case where the sample period 
is one-eighth of the total switching period to give an 
improvement in communication efficiency of eight 
times. 

ÍVik,  

— 2T 

3 T 4 T—* 

(a) Input interrupted signal. 

21' 

(b) After coherent reiteration for time T. 

(c) After a second coherent reiteration for time T. 

Fig. 3. Smoothing of interrupted speech whose sample duration 
is a quarter of the switching period. 

5. Conclusion 

The prediction technique described here is essen-
tially a means for computing the frequency analytical 
form of the Fourier integral for a future value of the 
input signal. This spectrum analysis is performed 
by using a set of n oscillators whose frequencies are 
uniformly distributed over the signal frequency 
range. The use of a two-phase system helps to pre-
serve the phase information in the input signal, and 
only pre-adjusted fixed phase shifters are needed for 
the phase-advancing required for prediction. Thus, 
the need to analyse the instantaneous frequency of 
the input signal and to advance the phase of such a 
variable frequency function is avoided. There are 
two types of error in the proposed system: (a) an 
unavoidable error caused by any change in the 
input signal during the period of prediction and (b) a 
practical error caused by the fact that the integration 
over frequency is simulated by a summation. The 
latter determines the number of frequencies required 
for the summation. It has been estimated that for 
telephone signals this number will be about a hundred 
for a prediction period of 10 milliseconds. The former 
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limits the maximum period permissible for prediction 
to a tenth of a second, preferably much less. The 
predictor described here can be used to smooth out 
the switching noise associated with interrupted speech 
by the process of synchronous reiteration and thereby 
make it suitable for communication. By time division 
several such interrupted speech signals can be sent 
over a given channel, and as the slow rate of switching 
does not appreciably increase bandwidth this results 
in an increase in the communication rate. The use 
of synchronous reiteration to increase transmission 
by factors of two, four and eight have been described. 
Compared to vocoder systems interrupted speech 
does not alter the formant frequencies in the original 
signal and hence should give a much more natural 
reproduction. In addition, interrupted speech sys-
tems will have the advantages of time division com-
pared to frequency division that will have to be used 
with vocoders. It should also be pointed out that the 
phase adjustment technique described here is very 
general in its application and can be used for any 
type of phase correction for complex quasi-time-
invariant signals. 
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7. Appendix 1: Error Inherent in Prediction 

The speech signal F(t) may be expressed in terms 
of the impulse response W(t, T) and the input control 
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function x(r) of the vocal source. That is, 

CO 

F(t) = f W(ti r). x(r). dr = f W(1).x(t—t).clz 
o 

and 

F(t + T) = f W(t). x(t + T — r).cfr 
o 

= f W(r).x(t + T — r). dr + 

+ f W(T) x(t + T — T) (IT ...(7) 
o 

The second term in eqn. (7) refers to future values 
of x(t) and is the unpredictable part of F(t+ T). 
It therefore is the prediction error E(T). Then the 
normalized mean-squared error becomes 

[E( TN)] 2 = 

T 

[E(T)]2 W(T) X(t T — -c) 

[F(O]2 {i 2 

which becomes' 

f W(TI) dt 

[MTN)] 2 = °G.3 

fW(r1) dri 
o 

fw(T2)•oxx(Ti—T2)•dT2 
o  

fw(T2).o.(T1 — r2)•dr2 
o 

 (8) 

where (irxx(r r2) is the autocorrelation coefficient 
of x(t). 

The exact solution of eqn. (8) is impossible as the 
characteristics of acoustical systems are too complex 
to be evaluated precisely. However, a reasonably 
good approximation is to assume the system to behave 
like an infinite set of tuned filters all of the same 
decay constant a nepers per second corresponding to 
a bandwidth of + a radians. Then W(r) = e T and 
0„x(r) = e-". Substituting these values eqn. (8) 
becomes 

r t1 

f dr, f + f e-"2.e-et' -'2) .dr2 

[E(TN)]2 — o Lo 

fe-a" ch. f e -212 . e T2). dr2 + f e'r2.e-e" -r2) .dr2 
r, 

=i_e-2aT 

rl 

 (9) 
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8. Appendix 2: 

Error Due to Summation with a Finite Set of Frequencies 

From Fig. 2, the output F2(t+T) corresponding to an input cos cost is 

F 2(t + T) = E a _0,„, cos [cos(t + T)— (cos— co)(t + T)] 
= a ,10,0 cos [ws(t+ T)— bdoo(to + T)] + A. cos [co,(t + T)— (Aa)0 — Lo) (t0 T)] + 

+ a A. cos [(os(t + T)— (Acoo + Aco)(to + T)] + a _ 2A, cos [cos(t+ T)— (Acoo — 2àco) (to + T)+ 

+ aÉ,,,,0+2à, cos [cos(t + T)— (Acoo + Aco)(t + T)] +  (10) 

If the bandwidth of the filters is large compared to 3,w, then 

- "+" crew. + Mr» alciscv 

and eqn. (10) reduces to 

F2(t+ [ae.„ + E 2ok„ cos kew(to + . cos [ow + n — Amato + 
= A cos [cos(t + T)— 0] 

where A = a ,i(so + E 2a" cos Icàco(to + T) 

and 
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 (11) 

0 = &oat 0 + T)  (12) 

Manuscript first received by the Institution on 6th November 1963 and in final form on 1st May 1964. (Paper No. 917.) 
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A Direct Analogue of a Magnetic Amplifier 

By 

R. E. KING, Ph.D., M.Sc.t 

1. Introduction 

Summary: The paper describes the development from first principles of a 
direct electronic analogue of a series-connected self-excited magnetic 
amplifier. From a closed loop network representing a simple saturable 
reactor, the introduction of additional windings and feedback to the basic 
transductor is developed in analogue form. 

The analogue is a simple and accurate aid to the explanation of the 
principles of saturable reactors and their application in magnetic ampli-
fiers. The ability to observe the effects of varying any of the parameters, 
e.g. relative number of turns of the various windings, core permeability, 
self-excitation and bias, is one of the assets of the analogue both for 
design as well as for educational purposes. 

Analogue computer techniques in analysis, design 
and synthesis have, over the past years, been proved 
invaluable. Where mathematical formulation and 
solution is difficult or impossible it is usually possible 
to render a reasonable approximation of a complex 
physical process by simulating it element by element. 
This, the 'direct analogue method' has enormous 
advantages for both obtaining a good understanding 
of the modus operandi of the system under investiga-
tion as well as being invaluable in determining 
optimum parameter settings. 

The magnetic amplifier is a particular problem 
which can be conveniently and easily set up on an 
analogue computer and this paper describes the 
development of a series-connected self-excited mag-
netic amplifier. All the quantities associated with a 
physical magnetic amplifier are directly represented 
and the analogue has been found invaluable in the 
study of both steady-state as well as transient per-
formance" 2' 3 of this element. 

2. Development of the Direct Analogue 

2.1. The Basic Saturable Reactor 

With reference to Fig. 1 in which a simple saturable 
reactor is placed in series with a resistance RL, the 
instantaneous current ia in the circuit gives rise to an 
m.m.f., Nola, and flux 0 in the coil. The resultant back 
e.m.f. eb in the coil will oppose any change of current 
and is given by 

dB 
eb= = —N.A—dt 

where Na is the number of turns of the coil and A 
the cross-sectional area of the core. Similarly a 

t Department of Electrical Engineering, The Queen's 
University of Belfast. 
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voltage eL = e—eb = Rif0 appears across the resist-
ance. Hence the applied e.m.f. is 

e = RLia+ Na—dt 

N 2 dO di 
= RLia "+  ° dH • dt 

d i 
= RL + 4, a—dt 

where H = Naia the core m.m.f. 

and L. = N d-t, the self-inductance of the coil. 

IDEAL 
SATURABLE REACTOR 

Fig. 1. The saturable reactor. 

For a magnetization characteristic which is idealized 
as being linear up to the saturating level or knee, Hs, 

CIO lb  = = A 
dH  

where µdi° = pi the incremental permeability 

tio = permeability of air 

= relative permeability of core material 

and —dH = 0 for H > Hs. 

For a non-linear characteristic 

for H ‘, Hs 

dcb dB 
N.A df 
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The direct analogue of this element can thus be 
produced using conventional high-gain d.c. com-
puting amplifiers and is shown in Fig. 2. The satura-
tion characteristic representing the magnetization 
curve of the core material has for convenience unity 
slope between the saturation levels + H. The output 
signal fi of this function is thus directly proportional 
to the flux density. In the physical system 

dB 

eb=—N°A—dt 

and in the analogue 

eb= — RC d13 

thus the two are related by 

RC = Nailp,p0 

e 1 

Fig. 2. Saturable reactor analogue. 

Further, if L is the self-inductance of the core for 
small signals, i.e. for linear operation then the time-
constant of the differentiator 

T = RC =— 
N. 

Any instability of the differentiator may be cor-
rected by the addition of a small resistance r in series 
with C in which case the transfer function of the 
differentiator is strictly 

D(p)= RCp ; p — d/dt 
l+rCp 

r can be made suitably small so that the break-point 
angular frequency lIrC is sufficiently high to pass 
the highest harmonic required, say r < 0.05R. 

The analogue of Fig. 2 therefore represents the 
operation of a simple saturable reactor. The effect 
of variations in any parameter can be simply ob-
served. Changes in the shape of the B—H characteristic 
can be readily effected by substitution of the appropri-
ate function in place of the simple saturation charac-
teristic. Thus a hysteretic or `on/off' type can be 
substituted and a study of waveforms made. Examples 
of flux density, back e.m.f. and load current for the 
simple transductor for the idealized saturation type 
B—H characteristic are shown in Fig. 3. 
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(a) Flux. 

(b) Voltage across reactor. 

(e) Load current. 

Fig. 3. Waveforms from saturable reactor analogue. 

2.2. The Biased Saturable Reactor (Half-wave) 

The ability to control the mean load current Ç by 
means of a control signal winding provides an intro-
duction to the topic of magnetic amplifiers. The 
addition of the d.c. signal, or bias, to the basic circuit 
of Fig. 1, resulting in the formation of a `transductor', 
is shown in Fig. 4. 

In this case the operating point or mean level of 
the core m.m.f. can be controlled by the m.m.f. due 
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L _ 

Fig. 4. The basic transductor. 

to the mean control current ii,. Thus to the analogue 
of Fig. 3 it is simply necessary to add a term i,N, to 
the core m.m.f. H. Due to transformer action from 
the secondary to the primary an additional term 
must, however, be included in deriving the control 
current. Reflected into the control circuit the back-

e.m.f. eb is equivalent to eb and 

N, 
R,i, = e, + (—Na )eb 

The analogue of the basic transductor is now that of 
Fig. 5. 

Fig. 5. Analogue of transductor. 

All the relevant waveforms can be observed and 
changes to any of the transductor parameters be 
demonstrated. The variation of mean load current ia 
with changes in the d.c. biasing signal e, can be made 
using average-reading instruments directly connected 
to the outputs of the relevant amplifiers. 

In this and all analogues in this paper it is assumed 
that both the a.c. and d.c. sources have negligible 
source impedance. 

Examples of waveforms obtained are shown in 
Fig. 6. 

2.3. Full-wave or Balanced Transductor 

With the basic arrangement discussed in Section 2.2 
the transformer action due to the mutually-coupled 
control and load windings will induce a detrimental 
a.c. component of fundamental frequency into the 
control winding thereby disturbing the amplifying 
properties of the transductor. 

July 1964 

(a) Flux. 

(b) Voltage across reactor. 

(c) Load current. 

(d) Total core m.m.f. 

Fig. 6. Waveforms from analogue of transductor. 
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H1.131 

c 

(feu) 

H2 Pz 

Fig. 7. Full-wave transductor. 

The coupling effect can be largely overcome by the 
use of twin series-opposed windings as shown in 
Fig. 7. This arrangement provides cancellation of the 
a.c. component in the control circuit. When a control 
signal ec is applied, a current ic flows through the two 
cores setting up m.m.f.'s of magnitude icNc in each. 
The total m.m.f.'s in the two cores will therefore be 
of the form. 

H1 = icNe+ iaN«, for core 1 

H 2 = icNe T- iaN„ for core 2 

For the analogue representation therefore this con-
figuration must be made of two independent trans-
ductors of the type considered in Section 2.2 suitably 
interconnected. It is then necessary to provide a 
control m.m.f. of +icNc to one core and —icN, to 
the second. The control current in this case is affected 
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Fig. 8. Analogue of full-wave transductor. 

by transformer action from both cores and the 
effect of each must be superimposed. The analogue 
of the symmetrical arrangement is shown in Fig. 8. 

For zero control signal ec the magnitude of ea is 
adjusted until the cores just saturate, i.e. 

1 ( 2 ) 
Hmax = Ils = 

N. RL 

Examples of waveforms obtained with this con-
figuration are shown in Fig. 9 and the variation of 
load current with control current, i.e. the ' V' curves are 
shown in the following section. 

(a) Flux. 

(b) Voltage across one reactor. 

(c) Load current. 

Fig. 9. Waveforms from analogue of full-wave transductor. 
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3. The Self-excited Transductor or Magnetic 
Amplifier 

A considerable improvement in gain for the basic 
full-wave transductor can be achieved by suitable 
application of positive feedback. Here the load 
current is rectified and made to flow through addi-
tional feedback windings as shown in Fig. 10. 
The current gain of this configuration can be derived 
from the m.m.f. equality 

icN, = iaNa—iaN f 

l'al 

Fig. 10. Self-excited transductor. 

ea (w) 1 1 /R‘ 1/20. •Hs -Hs 

sa / N e 1 

1 I   
44  

IfNaiJ 

1  

e b2 •—•--/V\M-0 

ea(w) 

1/N, 

11Na 

-N, 

I 4,  

°b. 

ec 1 1/Rc.--
-11.-1~-0.-^~-11, 

Fig. 11. Analogue of series-connected self-excited magnetic 
amplifier. 
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Fig. 12. Variation of load current with control current. 

Thus for a core possessing infinite permeability 

N,  
Gi — — 

Si, N f= 1—K 

which tends to infinity when Na = Np i.e. K = 1 or 
100 % self-excitation. 

To the analogue of the full-wave transductor of 
Fig. 8 additional m.m.f.'s of lia IN1 are therefore 
necessary. A modulus unit is thus used to 'rectify' 
the load current and a proportion K of this is then fed 
to the cores. The complete analogue of the series-
connected self-excited magnetic amplifier is then as 
shown in Fig. 11. By suitable additions to this net-
work the effect of fixed bias to the cores can be 
shown. 

Figure 12 shows the variation of load m.m.f. laNa 
against control m.m.f. i,N, for a range of feedback 
factors including more than 100% self-excitation. 
This results in the characteristic 'jump' (or trigger) 
and hysteretic phenomena associated with these 
conditions. 

4. General 

Conventional d.c. computing amplifiers may be 
used in synthesizing the analogues of the various 
configurations. Since operation is repetitive, e.g. 
50, 400 or 1600 c/s, all but the m.m.f.-summing 
amplifiers need be d.c.-coupled to the following unit. 

A medium-gain (— 2000) one-stage amplifier has 
been developed' for such applications. This has a 
starved long-tail input pair and cathode follower 
output for low output impedance. Bootstrap feedback 
is taken from the output to the anode resistance of the 
first valve. Further a large feed-forward interstage 
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capacitor ensures that the open loop gain of the 
amplifier reaches its peak value at a low frequency. 
The amplifier has a gain of approximately 200 at 
zero frequency and approximately 2000 over the 
range 10 c/s-5 kc/s, sufficient for a fundamental 
frequency of 50 c/s. 

The non-linear units are of the conventional 
diode-gate type. 
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STANDARD FREQUENCY TRANSMISSIONS 

(Communication from the National Physical Laboratory) 

Deviations, in parts in I0'°, from nominal frequency for June 1964 

June 
1964 

GBR 16kcis 
24-hour mean 
centred on 
0300 U.T. 

MSF 60 kc/s 
1430-1530 U.T. 

DronwIch 200 kc/s 
1000-1100 U.T. 

1964 

GBR 16 kc/s 
24- hour mess 
centred on 
0300 U.T. 

MSF 60 kc/s 
1430-1530 U.T. 

Droitwich 200 kc/s 
1000-1100 U.T. 

I - 151-6 - 149.0 + 4 16 - 150.4 - 151.2 - 4 
2 - 149.3 - 149.9 + 6 17 - 151.6 -- 151.8 - 4 
3 - 149.6 - 150-4 -F 6 18 --- 150.7 - 150.7 - 4 
4 - 150/ - 151-8 + 6 19 - 151.2 - 150.2 - 3 
5 - 151-2 - 151.1 ± 4 20 - 150.3 - 2 
6 - 150-3 - 150.4 +5 21 - 150.1 - 150.2 -- 1 

7 - 150.5 - 151.1 - 22 - 150.4 -- 151-2 - I 
8 - 151.3 - 150.2 6 23 - 150-8 - 151.4 0 

9 - 150-5 - 150-4 - 5 24 - 150 9 - 152.0 1 

10 - 150.5 - 150-5 5 25 - 151.1 - 149.9 0 

II - 151.2 - 150.1 5 26 149.7 - 150-6 1 

12 - 150.5 - 151.1 5 27 - 149.9 -- 150-7 - 

13 - 151.1 - 151-1 3 28 - 150.0 - 151.1 

14 - 150.6 - 150.7 4 29 - 149-5 - 150-5 1 

15 - 149-6 - 150.9 4 30 - 150.4 - 150 6 I ± 1 

Nominal frequency corresponds to a value of 9 192 631 770 cis for the caesturn Fm (4.0)-F,m (3.0) transition at zero field. 
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Series and Parallel-fed Linearly Polarized 

Helical Aerials 

By 

R. A. CLARKt 

AND 

T. S. M. MACLEANt 

Summary: A comparison is made between series-fed and parallel-fed 
linearly polarized helical aerials. The series-fed aerial has been found 
to have a polarization which rotates significantly with frequency, and the 
magnitude of this rotation has been found to be in good agreement with 
the theoretical predictions of the sheath helix analysis. The parallel-fed 
aerial is useful over the same bandwidth as the single helix for spacings 
greater than half a wavelength. 

I. Introduction 

Although the axial-mode helical aerial is relatively 
a broadband device it suffers from the disadvantage 
in some applications of being circularly polarized. 
Hence its power gain with respect to a linearly 
polarized source is only one half that of some other 
end-fire aerials of equal length, such as the Yagi. 
Several attempts have been made to develop linearly 
polarized versions of the helix, but those of simplest 
form, namely the zig-zag aerial,' and the contra-
wound helical aerial,' both have bandwidths much 
smaller than that of the single helix. The Saucisson 
aerial,' formed from a helix wound round a two-wire 
transmission line, has a wide bandwidth, but in its 
present form is a long aerial requiring a supporting 
structure. The purpose of this paper is to present 
results for two other linearly polarized helices in the 
form of series- and parallel-fed arrangements. Both 
were originally proposed by Kraus,4 and a few experi-
mental results for the parallel case have been given by 
Jones,' but the comparative results presented here 
show that there is a wide difference in performance 
between the two cases. 

2. The Series-fed Linearly Polarized Helical Aerial 

This aerial consists of two oppositely wound helices 
of equal diameter and pitch angle connected in series 
(Fig. 1). Linear polarization is achieved as the resul-
tant of two circularly polarized travelling waves 
having opposite directions of rotation. 

Fig. 1. The series-fed linearly polarized helical aerial. 

t Department of Electronic and Electrical Engineering, 
University of Birmingham. 
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In the case of the experiments reported here the 
mean diameter of the helices used was 0.320 in 
(8.13 mm) and their pitch angle was 13° 40'. The 
ground plane was 11 in (31.75 mm) square, corre-
sponding to approximately one wavelength at the 
X-band frequencies of operation. 

2.1. Experimental Results 

2.1.1. Radiation patterns 

The series-fed helix under test was used as a ver-
tically polarized receiving aerial and radiation patterns 
were recorded in both the E and H planes. Figure 2 

10dB 

20dB 

30dB 

40d13 

10dB 

20dB 

30dB 

40dB 
180° 90° 0° 90° leo° 

Fig. 2. Radiation pattern of 6 + 6 aerial. ka = 0.723. 

is the H-plane radiation pattern obtained at 8.5 kMcis 
for an aerial with six turns in each section. Patterns 
in the other plane were closely similar. For the same 
aerial, Fig. 3 shows the first sidelobe level as a function 
of frequency together with similar results for an aerial 
with six turns in the inner section and twelve turns in 
the outer, constructed for reasons given in section 2.1.2. 
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Fig. 3. Sidelobe level vs frequency. 

Radiation patterns were also recorded for an aerial 
with five turns in each section and these were com-
pared with patterns for a ten-turn single helix. The 
positions of the first and second nulls in these patterns 
are shown in Fig. 4. The beamwidths of the two aerials 
are seen to be virtually equal but the power gain with 
respect to a linearly polarized source, is twice as great 
for the series-fed helix as for the single helix of equal 
length. 
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60 
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o 
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- SINGLE HELIX 

- - - SERIES FED HELIX 

0.65 010 0.75 0-80 0.85 0.90 0.95 
CIRCUMFERENCE FREE-SPACE WAVELENGTHS ka 

7-62 8-21 8.80 9-40 9.96 10-57 1116 
k Mcis 

Fig. 4. Angles of nulls in radiation patterns. 

2.1.2. Axial ratio 

The axial ratio was measured by recording the signal 
from the helix under test as the transmitting horn was 
rotated about its axis. The results for the six-plus-six 
turn aerial are shown in Fig. 5, where the axial ratio 
is seen to be rather low. It was thought that an im-
provement might be obtained by increasing the 
number of turns on the outer section, because a wave 
travelling from the inner section to the outer has to 
change from its original direction of rotation to the 
opposite direction, and this change may be distributed 
along the outer section. Consequently, the effective 
number of turns in each section will not be equal. The 
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two other curves in Fig. 5 show that an increase in 
axial ratio can be obtained in this way, though the 
improvement is dependent upon frequency as well as 
on the number of turns. 

30 
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Fig. 5. Axial ratio vs frequency. 

The axial ratio (A.R.) can also be expressed theoreti-
cally in terms of the amplitudes of the oppositely 
polarized signals, as shown by Kraue 

E, +E2 

E1-E2 

where E, and E2 are the amplitudes of the oppositely 
rotating vectors. This gives 

El A.R.+1 

E2 A.R.-1 

This quantity is shown in Fig. 6 for an aerial with four 
turns in the inner section and up to eighteen in the 
outer section. It is seen that the turns ratio for exactly 
linear polarization, when E, = E2, increases rapidly 

1 8 
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ka 

Fig. 6. Ratio of oppositely polarized signals vs frequency. 
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with frequency when the experimental values of axial 
ratio are used. Similar results were obtained for the 
aerial with six turns on the inner section but the varia-
tion of turns ratio with frequency is less marked, and 
it has not been possible to predict this ratio theo-
retically. This variation is a disadvantage of this form 
of aerial, but there is a greater disadvantage as shown 
in the following paragraph. 

2.1.3. Plane of polarization 

As the axial ratio measurements were being carried 
out over a wide frequency range it was observed that 
the plane of polarization rotated. The angle of rota-
tion from the position measured at the lower cut-off 
frequency is shown in Fig. 7 for the six-plus-six turn 
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Fig. 7. Rotation of plane of polarization vs frequency. 

aerial where it is seen that if this aerial is orientated 
for maximum signal when the circumference is 0-68 
wavelengths, it will receive very little signal when the 
frequency is increased till the circumference is 0-86 
wavelengths. For infinite axial ratio there would be 
no signal at all. 

2.2. Theoretical Consideration of the Plane of 
Polarization 

Considering the operation of the aerial as a trans-
mitter, it will be assumed that a travelling wave is 
produced which follows the direction of the conductor 
along the first section of the aerial. As it continues 
along the second section an increasing proportion of 
its energy follows the new conductor direction. The 
energy which does not follow a conductor corresponds 
to the — 1 mode of the sheath helix analysis,' which 
has a much lower phase velocity than the normal + 1 
mode along the conductor in the operating frequency 
range. The direction of the plane of polarization is 
mainly determined by the large phase delay of this 
— 1 wave along the second half of the aerial, as will 
now be shown. 

July 1964 

DELAYED PHASE 

OF E1 DUE TO 

SECOND HALF PHASE OF E1 IN 
ABSENCE OF 2nd HALF 

(n-1)4,' 

2 

Fig. 8. Relative time phase of fields of oppositely polarized 
waves at a distant point. 

Figure 8 shows the relative phase of the resultant 
fields, E1 and E2, due to the waves following the con-
ductor in each section at a distant point on the axis 
of the aerial. As a first approximation, the fields due 
to individual turns in the second section are assumed 
to be equal, and it is also assumed that the radiation 
from the wave not following a conductor is negligible. 
The phase difference between the fields due to adjacent 
turns at a distant axial point is given by 

c 
• = 2E . pA . ( 1 — )- 

where pA = pitch in free-space wavelengths, y = axial 
phase velocity. The values of are small for the wave 
following a conductor since its axial phase velocity is 
almost equal to the velocity of light. However, the 
phase of E1, with respect to the field due to the first 
turn, must be increased by an amount equal to the 
phase delay along the second section of n turns with 
the original direction of rotation. This additional 
phase delay is given by 

n . 27rpÀ— 
v_ 

where v_ 1 is taken as the axial phase velocity of the 
— 1 mode in the sheath helix analysis.'. Since this 
phase velocity is a function of frequency so also is the 
phase delay and hence E1 rotates with frequency. 
Numerical values of the phase delay for a six-plus-six 
turn aerial are more than 360 deg. 

Figure 9 shows the effect of a change of frequency 
upon the instantaneous direction of polarization of 
E1, and E2 at a distant point and upon the resultant 
direction of linear polarization. The theoretical curve 
in Fig. 7 shows the angle of rotation of the plane of 
polarization calculated for a six-plus-six aerial, and in 

E2 

(a) (b) 

Fig. 9. Effect of change of frequency upon the position of the 
plane of polarization. 

(a) ka = 0.68. (b) ka = 0.74. 
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view of the assumptions made the experimental agree-
ment is surprisingly good. 

3. The Parallel-fed Linearly Polarized Helical Aerial 

This aerial consists of two oppositely wound helices 
connected in parallel to form a two-element broadside 
array (Fig. 10). Details of the dimensions of the 

Fig. 10. The parallel-fed linearly polarized helical aerial. 

helices used are given in Table 1, two diameters being 
required to determine the lower and upper cut-off 
frequencies with the available equipment. 

Table 1 

Mean 
Aerial diameter 

2a 

Pitch 
angle 

Frequency 
for which 
ka = 1 

1 0-320 in 13° 40' 11-77 kMc/s 

2 0-496 in 13° 15' 7-58 kMc/s 

The helices were ten turns in length and were 
mounted on a rectangular ground plane, one wave-
length wide by four wavelengths long. Measurements 
were made on aerials with spacings varying from 0-4 
to 1-5 wavelengths between the helices. 

10dB 

20dB 

30dB 

40dB  
180° sce 0" 90° 

Fig. 11. Radiation pattern of aerial 1. 
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Fig. 13. Sidelobe level vs frequency. 

3.1. Experimental Results 

3.1.1. Radiation patterns 

The parallel helices were mounted in the horizontal 
plane and radiation patterns in the plane of the array 
were recorded for various spacings using a vertically 
polarized source. The polarization of the array was 
made vertical by ensuring that the start leads of the 
individual helices were vertical. Typical patterns 
obtained at two different spacings are shown in Figs. 
11 and 12. Figure 13 shows the difference in level 
between the main lobe and largest sidelobe plotted 
against the circumference in free-space wavelengths, 
ka, for two spacings and also for a single helix. The 
bandwidth between the points where the sidelobe is 
6 dB is seen to be practically constant for the cases 
shown, though the cut-off frequencies at 0 -S wavelength 
spacing are approximately 5% above those for the 
single helix. 

For spacings of less than 0-5 wavelength it was found 
that the radiation patterns obtained at frequencies 
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Fig. 12. Radiation pattern of aerial 2. 

ka = 1-056. Spacing = 4 cm = 1 -02. 
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below ka = 0.88, were broader than those charac-

teristic of end-fire aerials operating with increased 

directivity and had sidelobe levels as low as — 3 dB. 

3.1.2. Axial ratio 

The variation of axial ratio over the operating fre-

quency range of the aerial is shown in Fig. 14 for a 

spacing of 0.75 wavelength. Similar results were 

obtained for other spacings, the lowest value of axial 

ratio being 12 dB which is equivalent to a polarization 

ellipse with a major-to-minor axis ratio of approxi-

mately 4: 1. 
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Fig. 14. Axial ratio vs frequency. 0.752, spacing. 

3.2. Theoretical Considerations 

In general, the radiation pattern of an array is given 
by the product of the pattern of an individual element 
and the appropriate array factor. This is applicable 
in this case, even though oppositely polarized helices 
are used, since the individual patterns are independent 
of the direction of rotation of the polarization. The 
directivity of the parallel-fed helical aerial can there-
fore be varied by adjusting the length of the helices 
and the distance between them. 

However, pattern multiplication is only applicable 
when the individual patterns are unaltered by placing 
the helices in close proximity. In order to determine 
the spacing at which coupling between parallel helices 
becomes significant the power distribution round a 
helix has been calculated for the + 1 mode from results 
given in the sheath helix analysis of the helical aerial.' 
From this the power density due to one helix at the 
surface of a second helix may be determined, and the 
ratio of this quantity to the power density at the second 
helix due to its own excitation gives a measure of the 
coupling between the helices. This ratio is plotted 
against spacing in Fig. 15 and it is seen that its value 
increases rapidly as the spacing is reduced from 0-5 
wavelength. 

0-2 0-4 06 
SPACING IN WAVELENGTHS AT ka = 1.0 

Fig. 15. Relative power density at surfaces of parallel helices. 

0•8 

It has been found that the bandwidth of the contra-

wound helical aerial' is much less than that of a single 

helix, and it may be expected that the bandwidth of the 

parallel-fed helical aerial is reduced as the spacing 

between the axes of the helices is reduced below 0.5 

wavelength. For spacings less than 0.32 wavelength 

at ka = 1, however, constructional difficulties occur, 
since the helices become partly interleaved. 

4. Conclusions 

Results of measurements on the series- and parallel-

fed linearly polarized helical aerials have been pre-

sented. The series-fed aerial, though capable of being 

made linearly polarized over a useful frequency 

range, has the characteristic that its plane of polariza-

tion rotates with frequency. The bandwidth of the 

parallel-fed helical aerial has been shown to be the 

same as that of the circularly polarized single helix 

for spacings between the helices of at least 0.5 

wavelength. 
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VIBRATING CAPACITOR 

A new vibrating capacitor has been developed by Dutch 
engineers for application in electrometers. A thin glass 
membrane is clamped between two glass insulators, the 
middle section of which is hollow-ground. These middle 
sections and both faces of the membrane are coated with 
tantalum, thus constituting two capacitors, the capaci-
tance of which varies periodically when the glass membrane 
vibrates. One is the actual vibrating capacitor, the other 
serves as the capacitive drive of the membrane and forms 
part of a 1-Mcis transistor oscillator. This h.f. voltage is 
amplitude modulated at the natural frequency of the 
membrane (6 kcis). Since the frequencies of the a.m. 
voltage are much higher than that of the alternating 
voltage into which the measured d.c. signal is converted, no 
interference occurs. Variation of ambient temperature 
causes a zero-point drift of no more than about 15V/deg C. 

"A vibrating capacitor driven by a high-frequency electric 
field", A. G. van Nie and J. J. Zaalberg van Zeist. Philips 
Technical Review, 25, No. 4, pp. 95-103,1963/64. 

ELECTROLYTIC TANK INVESTIGATIONS ON C.R.T. 
GUNS 

Electron path tracing equipment, based on the electro-
lytic tank analogue of the electrostatic field, has been used 
in Australia to trace electron paths through an electron 
gun of a design commonly used in modern television 
picture tubes. Electron paths were traced in the three parts 
of the gun (the cathode system, the accelerating system and 
the final electrostatic focusing lens) under various condi-
tions. The equipment can be used to illustrate the main 
features of the action of the electron gun in forming a fine 
spot on the screen. It was found necessary to support the 
tank measurements by using Leibmann's measurements of 
spherical aberration of a unipotential lens in explaining the 
growth of spot size with drive. 
"An investigation of a television picture-tube gun", D. M. 

Sutherland. Proceedings of the Institution of Radio and Electronics 
Engineers Australia, 25, No. 2, pp. 99-112, February 1964. 

COMPENSATION OF TRANSMISSION ERRORS IN 
THE PAL COLOUR TELEVISION SYSTEM 

Transmission errors, which may cause colour distortion 
in pure N.T.S.C. colour television systems, can be com-
pensated in the PAL systems by suitable change-over of one 
modulation axis from one line to the next by employing 
an ultrasonic delay line in the receiver. A German engineer 
has shown that the separation of the two colour difference 
signals, which requires phase-sensitive synchronous detec-
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tors in the case of the N.T.S.C. system, is achieved in the 
PAL system by in-phase addition and subtraction of the 
signals from two lines prior to demodulation. Colour 
cross-talk due to quadrature errors is compensated in this 
case. In a modified PAL receiver the reference carrier-to-
carrier injection is derived directly from the signal. 
This will remain in synchronism with the signal and avoid 
colour distortion even when the tape speed of a television 
recorder changes. 

"The PAL television system—principles of modulation and 
demodulation", W. Bruch. Nachrichtentechnische Zeitschre, 17, 
No. 3, pp. 109-21, March 1964. 

LOW-NOISE RECEIVER FOR C.S.I.R.O. RADIO 
TELESCOPE 

The C.S.I.R.O. 210-ft telescope at Parkes, New South 
Wales, has a beamwidth of 7.5 minutes of arc and is 
potentially capable of distinguishing 100 000 radio 
sources at a wavelength of 11 cm. in the area of the sky 
accessible to it. However the majority of sources are 
extremely weak and a highly sensitive receiver is required 
to detect them. With sources present in large numbers it is 
desirable to achieve the required sensitivity without 
recourse to long integration times. A step toward achieving 
the required sensitivity has been made through the use of a 
broadband receiver in conjunction with a low-noise varactor 
diode parametric pre-amplifier, used to lower the system 
noise temperature to less than 100° K. 

"A low-noise 11-cm receiver installation on the C.S.I.R.O. 
210-ft radio telescope", B. F. C. Cooper, T. E. Cousins and 
L. Fruner. Proceedings of the Institution of Radio and Electronics 
Engineers Australia, 25, No. 4, pp. 221-27, April 1964. 

SEMICONDUCTOR NUCLEAR PARTICLE DETEC fORS 

In the past few years, the use of semiconductor particle 
detectors has been extended to beta- and gamma-ray 
spectroscopy as well as to higher energy nuclear reaction 
studies. This is apparently due to the availability of deep 
drifted surface passivation. Particle identification has been 
facilitated in France by the development of thin 3,E 
detectors. The characteristics of various types of detectors, 
their rise-time and carrier collection efficiency can be de-
duced from the operating principles which have been 
discussed. The response of nuclear particles, including 
beta and gamma rays, illustrates the performance of 
semiconductor detectors. Major areas of investigation 
include irradiation effects and the development of new 
materials for gamma spectroscopy. 

"Semiconductor nuclear-particle detectors", J. W. Mayer. 
L'Onde Électrique, 44, pp. 342-54, April 1964. 
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