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A COMBINED RESEARCH EFFORT 

of the declared purposes of the National Electronics Research Council (N.E.R.C.) is to 
‘../encourage co-ordination of electronics research activity in Great Britain and fostering co-operation 
of effort throughout the British Commonwealth. 

The June 1966 issue of N.E.R.C. Review includes a report of the Secretary of the Institution on the 
discussions he had with research administrators in many countries during his recent world tour on the 
development of Commonwealth collaboration in certain fields of electronics research. 

The first project of N.E.R.C. on Selective Dissemination of Information (S.D.I.) has attracted 
world-wide attention and in several Commonwealth countries active co-operation in the project has 
now been secured. New Zealand, for instance, which has recently set up its own National Electronics 
Research Council, is arranging for research workers to take part in the S.D.I. project. The New 
Zealand National Research Advisory Council is anxious to avoid duplication of effort and has stated: 
'New Zealand scientists do, of course, make maximum use of basic research results obtained in other 
countries. But . . . it is only right that we in our turn should put something back into the pool.' 

The S.D.I. project has aroused considerable interest in Canada and was the subject of a lecture 
given in Ottawa in April last by Lord Mountbatten, Chairman of N.E.R.C. and Past President of the 
Institution. Lord Mountbatten's lecture was based on an Address, 'Controlling the Information 
Explosion', given before the Royal Institution of Great Britain in February 1966.t Lord Mountbatten 
also met members of the scientific staffs of the Defence Research Board and the National Research 
Council and discussed how Canadian scientists and engineers could best participate in the project. 

Present information services within Australia operate on rather restricted lines within organizations 
or groups, for instance within the Weapons Research Establishment or the Australian affiliates of 
American and Japanese manufacturers. The National Science Foundation and other organizations 
are now considering how the S.D.I. project may be applied to Australian needs. 

Probably the greatest problems in coping satisfactorily with research in electronics (as well as in 
other disciplines) exist in India, where the requirements for expansion of production and development 
over the next ten years should rise to £ 100 million per annum, according to the report prepared by 
the late Dr. H. J. Bhabha, F.R.S. Financial difficulties resulted in the contraction of some of the work 
of the Indian National Scientific Documentation Centre; the possibilities of collaboration in the S.D.I. 
project are, therefore, seen to be a particularly attractive proposition. The mutual advantages of Indian 
participation are demonstrated by the great contributions which India has made and will continue 
to make in ionospheric exploration, new materials and environmental studies. 

The N.E.R.C. Review aptly epitomizes the advantages of Commonwealth co-operation through a 
chain of electronics research councils, with a quotation, again from New Zealand: 

'Furthermore, there is little use in assessing priorities unless there is sufficient basic scientific 
information available to give an increased scientific effort a chance of achieving the economic 
or social aims for which it was undertaken and unless the research programme is administered 
in such a way as to offer our best scientists a congenial career.' 

Few engineers would dispute this statement and the achievement of N.E.R.C. in initiating a valuable 
project and promoting Commonwealth co-operation in the whole field of electronics research is a 
commendable contribution to the advancement of science. 

F. W. S. 

t The Radio and Electronic Engineer, 31, No. 4, pp. 195-208, April 1966. 
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INSTITUTION NOTICES 

Institution Premiums and Awards 

The Council of the Institution announces that the 
following awards are to be made for outstanding 
papers published in The Radio and Electronic Engineer 
during 1965: 

CLERK MAXWELL PREMIUM 

'Statistical Optimization of Antenna Processing 
Systems' by G. O. Young (February). 

HEINRICH HERTZ PREMIUM 

`The Mechanism and Device Applications of High Field 
Instabilities in Gallium Arsenide' by J. S. Heeks, A. B. 
Woode and C. P. Sandbank (December). 

LORD RUTHERFORD AWARD 

'A Correlator for Investigating Random Fluctuations 
in Nuclear Power Reactors' by F. D. Boardman, E. L. E. 
Harrington and D. J. A. Carswell (September). 

A. F. BULGIN PREMIUM 

'The Mechanism of Interference Pick-up in Cables and 
Electronic Equipment with special reference to Nuclear 
Power Stations' by D. Harrison (March). 

MOUNTBATTEN AND BOSE PREMIUMS 

'Dielectric Loaded Waveguides—a Review of Theo-
retical Solutions' by S. K. Chatterjee and Mrs. R. Chatter-
jee (September, October, November, December). 

(The Mountbatten Premium is for the most outstanding 
paper read before a meeting in India, while the Bose 
Premium is for the most outstanding paper by an Indian 
scientist or engineer published in the Journal.) 

MARCONI AWARD 

'A Radar Receiving Array with I.F. Multiple-beam 
Forming Matrix' by J. Salomon, S. Pichafroy and P. 
Hurbin (May). 

LESLIE MCMICHAEL PREMIUM 

'An Analysis of Results obtained on an Aircraft Data 
Linkout to 1300 nautical miles (2400 km)' by W. J. Battell 
(August). 

J. LANGHAM THOMPSON PREMIUM 

'The Determination of the Parameters of a Dynamic 
Process' by P. C. Young (June). 

BABBAGE AWARD 

'Large Capacity Magnetic Film Stores—A Design 
Approach' by P. I. Bonyhard and W. S. Carter (March). 

DR. NORMAN PARTRIDGE MEMORIAL PREMIUM 

'A Groove Feed and Depth Gramophone Control 
System for Phonograph Disk Cutting Equipment' by 
H. Lindskov Hansen (December). 

REDIFFUSION TELEVISION PREMIUM 

`The Performance Requirements of a Television Monitor 
Receiver (Nyquist Demodulator) and Methods of Measure-
ment' by F. G. Johannesen (September). 

The following Premiums and Awards are withheld 
as papers of suitable standards have not been pub-
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lished during the year: the P. Perring-Thoms Premium, 
the Lord Brabazon Award, the Arthur Gay Premium, 
the Zworykin Award and the Hugh Brennan Premium. 

The Premiums and Awards will be presented by 
the President of the Institution at the Annual General 
Meeting in London in December. 

Institution Dinner in Southampton 

The Institution's Conference on Electronic Engin-
eering in Oceanography at Southampton University 
from 12th to 15th September 1966 will be marked by 
an Institution Dinner to be held on Wednesday, 14th 
September, at the Polygon Hotel, Southampton, 7 p.m. 
for 7.30. 

Members of the Institution are cordially invited to 
the dinner, which will also be attended by those 
taking part in the Conference. The cost of tickets is 
£2 each, which includes wines at table; the presence 
of ladies and other guests will be welcomed. 

It is believed that members both in the Southern 
Section area and in other parts of the country will 
find this opportunity for an Institution function to 
be held outside London convenient and pleasant. 
There will not be an Institution Dinner in London 
this year. 

The C.E.I. Register of Chartered Engineers 

The Council of Engineering Institutions is autho-
rized under the Royal Charter of Incorporation 
granted to that body on the 3rd August 1965, to main-
tain a Register of Chartered Engineers. Admission 
to that Register can only be achieved through cor-
porate membership of one of the constituent Institu-
tions of C.E.I. 

The situation regarding admission to the C.E.I. 
Register of Chartered Engineers of corporate members 
of this Institution is as follows: 

(a) All those who were corporate members of the 
Institution on the 3rd August 1965 are auto-
matically included in the C.E.I. Register of 
Chartered Engineers and are entitled to use the 
abbreviated designation C.Eng. (See The Radio 
and Electronic Engineer for August 1965, page 69.) 

Subject to final approval by the Privy Council, 
all those who achieve election to corporate 
membership of this Institution after 3rd August 
1965 and not later than the 1st January 1974 
will be admitted to the C.E.I. Register of 
Chartered Engineers by virtue of having satisfied 
the Institution's own requirements for election 
to corporate membership. 

(c) All those elected to corporate membership of 
this Institution after the 1st January 1974 will be 
eligible for admission to the C.E.I. Register of 
Chartered Engineers, providing they have satis-
fied the academic requirements of the C.E.I. 

(b) 

The Radio and Electronic Engineer 



U.D.C. 535: 681.39 

Some Methods of Signal Processing 

Using Optical Techniques 

By 

D. C. COOPER, Ph.D., C.Eng.t 

Presented at a meeting of the Institution in London on 13th October 
1965. 

Summary: In recent years optical techniques have been utilized in a 
number of different signal processing systems. Certain types of operation 
such as multiplication and Fourier transformation are easily implemented 
using optical techniques, and this paper describes a selection of signal 
processing systems which incorporate some optical components and have 
possible applications in many fields such as seismology, radar, sonar, 
speech recognition and vibration analysis. 

Particular attention has been directed towards systems in which the 
interaction of acoustic waves and monochromatic light is used to provide 
a dynamic means for modulating the light with signal waveforms, and 
some adaptations of existing systems of this type are proposed. 

1. Introduction 

During the past decade there has been a marked 
increase in interest in physical optics and optical 
methods for processing information. The applica-
tion of Fourier transform ideas has completely 
changed the physical concept of image formation and 
the utilization of the Fourier transform properties 
of converging lenses has produced many useful signal 
processing systems.' In particular optical techniques 
may well be used in the future for many applications 
in the field of signal processing. 

In this paper we shall consider a representative 
selection of signal processing systems and some new 
adaptations will be proposed. It is convenient to 
classify the systems on the basis of whether or not 
the proper system operation depends on the use of 
collimated monochromatic light. Systems requiring 
the use of monochromatic light will be called coherent 
light systems and those that do not have this require-
ment will be called incoherent light systems. 

In both coherent and incoherent light systems the 
information or signal may be stored and processed as 
a spatial pattern of varying optical density, and a 
photographic plate or film is an obvious choice for a 
recording medium. Here we immediately find an 
advantage and a disadvantage of optical processing 
systems. 

The advantage is the ability to deal with a large 
quantity of information in a relatively small system. 
The number of resolvable elements on a good quality 
35 mm transparency is in the region of 106 and there 
are many density levels available for each element. 

t Department of Electronic and Electrical Engineering, 
University of Birmingham. 
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The disadvantage is the need to use a recording 
medium which requires chemical processing. In 
some applications this may not be a real disadvantage 
but in other cases the difficulty is avoided by various 
means. In addition the optical transmission factor of 
any transparency can only lie in the range from zero 
to unity so that a bias must be added to any bipolar 
signal before it is recorded. 

A basic operation in optical signal processing is 
effected by passing light through a transparency. The 
output light intensity at any point in the plane of the 
transparency is given by the product of the incident 
intensity at the point and the local transmission factor. 
Thus the basic operation is one of multiplication. The 
presence of a bias component in the transmission 
factor will obviously lead to an output light intensity 
which has an unwanted component corresponding 
to the product of the bias and the input light intensity. 
Very often this unwanted component only produces 
a shift in the mean level of the output of a signal 
processing system but in certain circumstances special 
arrangements must be made to eliminate the effects 
of the recording bias. 

So far we have implied that information is repre-
sented, in an optical system, by the intensity of the 
light at a point in a plane, and we have assumed that 
the signal functions are recorded as density variations 
on a photographic plate or film. In coherent light 
systems the phase of the light at any point can also 
carry information and media which modify the light 
phase can be used to introduce the signal functions 
into the system. A convenient method for producing 
phase modulation is the use of acoustic waves in 
transparent media and examples of this type of 
system will be described. 

5 
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Fig. 1. The photo-electric Fourier transformer. 

From the foregoing remarks we see that an optical 
signal processing system offers a compact method for 
storing and processing large quantities of data, but 
we shall see that the processing operations which 
can be performed are somewhat limited in variety. 

2. Incoherent Light Systems 

2.1. The Photo-electric Fourier Transformer 

This device is an early example of an optical pro-
cessing system and the original description was given 
by Born, Furth and Pringle.' Figure 1 shows the 
arrangement of the system. 

The integral which is evaluated is of the form 

F(co) = f f(x)cos(cox+0)dx  (1) 
a 

and it is readily seen that if F'(co) is obtained for 
O = 0 and O = ir/2 we have information which 
prescribes the complex Fourier transform 

F(o)) = f f(x) e dx 

providing that f(x) = 0 for x < a and x > b, where 
a and b define the limits of the optical aperture of the 
system. 

The integral of eqn. ( 1) is evaluated in the system 
by the production of a light illumination, at the signal 
mask, which has an intensity that varies harmonically 
in the x direction. The intensity corresponds to a 
constant illumination or bias plus a part which varies 
as cos (cox+ 0). The aperture in the signal mask 
represents f(x) measured in the y direction, and the 
total light emerging from the mask and imaged onto 
the photo cell is proportional to 

f f(x)B dx + f f(x) cos (cox + 0) dx   
a a 
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(2) 

(3) 

LENS 

PHOTO-CELL 

TO AMPLIFIER AND 

CRO Y PLATES 

where B is the bias illumination and the integration 
is the result of the imaging process. 

The presence of the term containing the bias 
factor causes no difficulty in this case since it only 
produces a mean output level which does not change 
as co is changed. 

The harmonically varying light pattern is produced 
by a glass disk carrying a photographically produced 
fringe pattern in which the transmission factor has a 
component which varies sinusoidally. Obviously a 
bias must be included in the overall transmission 
factor for the disk and this results in the bias term 
in the output which we have already discussed. 

A beam of light of uniform intensity illuminates the 
glass disk and the transmitted light is imaged on a 
slit. The light intensity along the slit will have a 
sinusoidal component with a period which varies 
with the angular position of the glass disk. Thus co 
can be changed by rotating the disk. 

In use the motor driving the glass disk rotates 
continuously to change co and the X deflection of a 
cathode ray oscilloscope is synchronized to the 
rotation. The output of the photo-multiplier is 
displayed as a vertical deflection of the cathode-ray 
tube spot and in this way a plot of F'(co) versus a) 
is formed. The co scale will be non-linear unless 
special steps are taken to avoid this. The value of 
O is varied by changing the centre of rotation of the 
glass disk. 

2.2. The Sceptron 

This is a real-time filter, operating at audio fre-
quencies, which was described recently by Hawkins.3 

Figure 2(a) shows the arrangement of the Sceptron. 
The heart of the device is an array of quartz fibres 
which are supported by a shaped base. The base and 
its fibres are mounted on an electro-mechanical 

The Radio and Electronic Engineer 



SIGNAL PROCESSING USING OPTICAL METHODS 

LIGHT 
SOURCES 

LIGHT 

QUARTZ FIBRE MASK 
ARRAY A Z 

E 

PHOTO-CELL 

BASE PIEZO-ELECTRIC 
TRANSDUCER 

(a) Arrangement. 

MASK 
QUARTZ FIBRES PHOTO-CELL 

BASE 

(b) Acceptance mask detail. 

Fig. 2. The Sceptron. 

transducer to which is applied the electrical signal 
which is to be filtered. 

It will be observed that each optical fibre is mounted 
as a cantilever beam and because of the low mechani-
cal losses of the quartz fibre it has a mechanical 
resonance of high Q factor at a frequency which is 
determined by the fibre length. The contour of the 
base provides an array of fibres of various lengths 
so that a large frequency spectrum can be investigated 
at any instant of time. 

The quartz fibres form part of the optical path of 
the Sceptron and they transmit light from the source 
to a mask which either passes the individual light 
contributions to the photocell, or blanks them off. 

The most useful role of the Sceptron involves the 
use of what is called an acceptance mask, and a few 
fibres together with a section of an acceptance mask 
are illustrated in Fig. 2(b). The acceptance mask is 
formed by superimposing the negative produced by 
exposure to the static fibre system, and a positive 
(i.e. reversed negative) produced by an exposure to 
the fibre system excited by the signal that is to be 
recognized. 

With this type of mask the maximum output from 
the photocell will be the result of the application to 
the system of a signal whose spectral components 
match those of the required signal. 

The Sceptron can be programmed in this way to 
recognize very complex signal forms. Hawkins3 
describes the results of a successful test of the ability 
of the Sceptron to recognize the spoken word. 
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Fig. 3. Diagram relating to the transform properties of a 
converging lens. 

3. Coherent Light Systems 

3.1. The Fourier Transform Properties of a Converging 
Lens 

A converging lens such as is shown in the arrange-
ment of Fig. 3 transforms the distribution Éi(xi yl) of 
the monochromatic light incident at plane 1 into an-
other distribution É3(x3y3) in plane 3. The relation-
ship between these light distributions is now well 
known' but for completeness it is formulated in 
Appendix 1 where it is shown that 

É3(x3 y3) 

= const x flÊ e dxi dyi Y 1) e- e- Poe, 

where 

and 
fi (1 G\ éxî+y1\ 

2F j 

If the region in which Él(xiyi) is non-zero is 
within the angular field of view of the converging 
lens the limits of integration in the above expression 
may be considered to be infinite. Under this condition 
we see that the relationship is a two-dimensional 
Fourier transform multiplied by a phase factor eiP, 
and it is important to note that this phase factor 
becomes unity if G is made equal to F. 

Thus we see that there is a true two-dimensional 
Fourier transform relationship between the light 
distributions in the focal planes of the converging lens. 

Many electronic engineers are used to thinking in 
terms of the Fourier frequency components of time 
varying waveforms and in the optical case there is 
a similar relationship. Hence if the light distribution 
in the first (input) focal plane of a converging lens is 
related to a signal waveform it is natural to say that 
the signal spectrum is produced by the lens at the 
second focal plane. In many optical systems the 
signal transparency provides information which is a 
function of only one variable, say, x, and astigmatic 

2nx3 
= --

x 2F , 
2ny3 

co' — 2F 

(4) 
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Fig. 4. The Conductron C-100 optical correlator. 

lenses are used to obtain a Fourier transform rela-
tionship in the x direction while imaging in the other 
dimension y. 

A point worth noting at this stage is the value of 
E3 at the point x3 .-.-- 0, y3 = 0, that is, on the optical 
axis. We see that at this point 

É3(0, 0) oc f f Ei(xi yi) dxi dyi  (5) 

giving a light intensity proportional to the square 
of the integral of Éj(xiyi) over the first focal 
plane. 

A further point of importance is worth noting. 
The detail structure of the spatial frequency distribu-
tion produced by a lens will have a size which is 
inversely proportional to the detail size in the original 
light distribution. The scale of the spatial frequency 
distribution can be increased by increasing the focal 
length of the transforming lens or by increasing the 
wavelength of the light used in the system. As an 
example let us assume that we have a transparency 
which produces light distribution which has a sinusoid-
ally varying component in one direction only repeat-
ing at intervals of 1 min (10' cm). If we take the 
wavelength of the coherent light to be 5000 A and 
assume that we use a lens of focal length 50 cm to 
obtain the spatial frequency distribution, we find 
that we get two light spots representing the sinusoidal 
component and these are spaced from central or 
mean illumination (bias) component by a distance of 
only 0.25 mm. 

Obviously a long focal length lens will be required 
if exttemely fine detail is to be avoided in the spatial 
frequency distribution when the original detail is not 
very fine. 

3.2. The C-100 Optical Correlator 

This is a system manufactured by the Conductron 
Corporation of Ann Arbor, Michigan, U.S.A., and 
its arrangement is shown in Fig. 4. The arrangement 
of the light source and the use of a slit is such that 
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a beam of monochromatic light is produced which is 
only collimated for the transverse x direction. A 
reference transparency is placed in the reference plane 
and the Fourier transform of the horizontal or x 
distribution of the light leaving the reference plane 
is produced in the first spatial frequency plane by the 
primary objective. 

Filtering of the spatial frequency components of 
the reference function is possible in the first frequency 
plane. One very useful form of filtering is the removal 
by a stop bar of the light carrier component which 
lies on the optical axis. This results in a spectrum 
which corresponds to that for the reference trans-
parency without bias. 
The second collimating lens again transforms the 

light distribution in the horizontal plane so that the 
filtered reference function appears as the horizontal 
distribution of the light incident on the signal plane. 

A signal transparency may contain up to one 
thousand separate signal tracks stacked vertically, 
and the filtered reference light distribution is applied 
to all the tracks. Each signal function and the 
reference function are multiplied in determining the 
light distribution at the output of the signal plane 
at each track position. 
The astigmatic lens pair now provides a further 

Fourier transformation of the horizontal distribution 
of the light output from the signal plane, with focusing 
in the vertical plane to retain channel separation. 
The final slit accepts only the components on the 
vertical through the optical axis and, as we have 
already noted, this corresponds to accepting com-
ponents which are proportional to the integrals of 
the reference-signal products. 

Hence the output of the final slit at each channel 
position corresponds to the correlation integral of 
the reference function (perhaps filtered) and the signal 
in the channel, and the final relay lens images these 
outputs on the recording film. The correlation 
integral for each track is therefore recorded as a 
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Fig. 5. Reich and Slobodin's optical correlator. 

spot of varying density and by moving the signal film 
and the recording film synchronously a density record 
of the cross-correlation function with the given 
reference is obtained for each channel. 

The unit may also be used for recording signal 
spectra by removing the reference transparency and 
opening out the final slit to allow all components of 
the Fourier transforms of the signal functions to pass 
to the recording film. Again the spectra are recorded 
as density variations on the recording film. 

The C-100 correlator has been designed as a general 
purpose correlator and spectrum analyser and it can 
be used for the analysis of signals of many different 
origins, such as for example signals recorded in 
seismological work. 

3.3. A Correlator using Ultrasonic Light Modulation 

It is often desirable to avoid the need for recording 
a signal on film and the use of ultra-sound in a trans-
parent medium is one way of achieving this end. 
A correlator using this technique has been described 
by Reich and Slobodins and its arrangement is 
illustrated in Fig. 5. 

The signal to be processed is applied in the form of 
an electrical waveform to the piezo-electric transducer 
of the ultrasonic light modulator, and an acoustic 
version of the waveform is propagated in a trans-
parent liquid, such as water, across the collimated 
light beam. The pressure variations produced in the 
liquid cause local changes in its refractive index and 
after passing through the ultrasonic light modulator 
the light emerges with a spatial phase modulation 
pattern which is determined by the pressure distri-
bution in the modulator at the appropriate instant. 

Lens 3 is used to produce the Fourier transform of 
the light distribution from the light modulating cell 
in the plane of diaphragm 2. This Fourier transform 
distribution will consist of discrete lines which 
correspond to the unmodulated or 'carrier' light dis-
tribution and `sideband' lines corresponding to the 
spatial components of the original phase modulation. 
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If the peak light phase deviation produced by the 
ultrasonic light modulator is small the intensity of 
each of the side band line pairs produced by different 
space harmonics of the phase modulation pattern will 
be nearly independent of the intensities of all the 
others. This corresponds to the well-known result 
that superposition is approximately applicable to 
phase modulation spectra when the peak phase 
deviations are small. However, what is more impor-
tant is the fact that for the case of small peak phase 
deviations the suppression of the 'carrier' spectral 
component produces what is normally thought of as 
the spectrum corresponding to a suppressed-carrier 
amplitude-modulated waveform. The modulation in 
this case will be a virtually undistorted amplitude 
version of the original phase modulation. 

At slit 2 a stop bar is positioned to block the 'carrier' 
component of the phase modulation spectrum but 
the remaining components are passed and the 'carrier' 
suppressed spectrum is again Fourier-transformed by 
lens 4 to produce the required amplitude modulated 
light distribution at the reference plane. The modu-
lation of this light distribution is, under the conditions 
of low light phase deviation, a replica of the applied 
electrical signal over a time duration which corre-
sponds to the time taken for the acoustic wave to 
propagate across the light beam. 

The correlation process is now completed by passing 
the intensity modulated light pattern through a 
reference transparency and finally integrating by 
taking the central component of the light after one 
more Fourier transformation. As a function of time 
the output of the photo-multiplier is the cross-
correlation function of the reference and the input 
signal, with the correlation integration limited to the 
time duration corresponding to the time of acoustic 
wave propagation across the light beam. 

Reich and Slobodin have used this type of correlator 
as a pulse compression system or matched filter for 
'chirp' radar signals. The intermediate frequency 
signal of the radar system was applied to the correlator, 
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Fig. 6. An optical tapped delay system. 

the frequency being chosen to be approximately 
15 MHz. 

The use of ultrasonic light modulation techniques in 
correlation systems has the obvious limitation that 
the integration time is restricted by the size of the 
light beam at the modulating cell and the relatively 
high velocity of propagation of acoustic waves in 
transparent liquids. Using water a 10 cm aperture 
will provide an integration time of approximately 
66 its. 

3.4. A Proposed Delay System with Adjustable Taps6 

It would appear that a system very similar to that 
described by Reich and Slobodin could be used to 
produce a delay system with a number of tapping 
points which can have easily adjusted delays. 

The system which is being investigated at the Uni-
versity of Birmingham is illustrated in Fig. 6 and it will 
be seen to be the same as that described in Section 3.2 
and illustrated in Fig. 5 up to the slit plane 2. Instead 
of the stop bar plane 2 will contain a means for 
changing the phase of the light 'carrier' spectral 
component by R/2 radians with respect to the remain-
ing spectral components. 

This relative phase change will result in the produc-
tion of an envelope modulation of the light distribu-
tion at the reference plane. Again the modulation 
envelope of the light distribution will be a replica 
of the input electrical signal during a time correspond-
ing to the time of acoustic propagation across the 
optical aperture, and the reference transparency can 
be replaced by an array of photo-detectors which 
sample the light distribution at various positions and 
can be easily adjusted. The position of each photo-
detector determines the delay to each tapping point. 
Figure 7 shows the light pattern in the detector 
plane produced by a standing wave in the ultrasonic 
light modulating cell. 

Since the overall size of the optical aperture at the 
ultrasonic light modulator may be small when only 

lo 

LIGHT 
SENSOR 
ARRAY 

short delays are required some magnification in the 
final light pattern will be desirable. This will permit 
the photo-detectors to sample the light distribution 
at points which are closely spaced in time but reason-
ably spaced physically. The required magnification 
can be produced by using a final transforming lens 
with a focal length which is much greater than that 
of the first transforming lens. 

The production of an envelope modulated light 
distribution is necessary in this application because a 
photo-detector cannot utilize the phase reversal 
information which is present in a 'carrier' suppressed 
light distribution. 

It should be noted that the principle by which a 
phase-modulated light distribution is converted into 
an amplitude or intensity modulated one is similar 
to the technique of phase contrast microscopy 
introduced by Zernike in 1942. 

3.5. A Proposal for Visualizing an Acoustic Image in 
Water 

This system, which is also being investigated at the 
University of Birmingham, will utilize an optical 

Fig. 7. Pattern produced by a standing wave in the tapped 
delay system. 

The Radio and Electronic Engineer 
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Fig. 8. Proposed system for visualizing an acoustic image. 

system which will be very similar to that described 
for the delay system with adjustable taps. However, 
a two-dimensional suppressed 'carrier' final distribu-
tion is required so that a spot stop will be used on 
the optical axis in the spatial frequency plane and 
no astigmatic lenses will be used. A possible arrange-
ment for the system is shown in Fig. 8. 

In the arrangement the ultrasonic modulation cell 
consists of a layer of transparent silicone rubber 
(such as Silcoloid 201) on a glass backing. The free 
surface of the silicone rubber layer is arranged to be 
optically flat by allowing the fluid constituents to 
polymerize from a pool dropped on the glass backing 
held accurately in a horizontal position. A metallic 
optically reflecting film must be deposited on this 
surface. 

The reflecting surface of the silicone rubber layer 
will be in contact with the water and the acoustic 
image to be visualized will be focused on this surface. 
The metallic layer will have little effect on the passage 
of acoustic energy into the silicone rubber layer which 
has a similar acoustic impedance to the water. Thus 
the acoustic image pressure pattern will appear in the 
rubber layer and will produce local variations in its 
refractive index. 

Collimated monochromatic light is applied to the 
modulation cell from the normal direction to the 
glass backing and this light passes into and through 
the rubber layer, is reflected at the metallic surface 
and passes back through the cell. The optical phase 
at each point in the output light beam will be modu-
lated by an amount which depends on the acoustic 
intensity at the point. Thus the cell produces a 
phase-modulation pattern which corresponds to the 
instantaneous acoustic pressure pattern in the image 
applied to the cell. 

A half-silvered mirror is used to deflect the reflected 
light into the final part of the optical system in which 
the 'carrier' component after the first Fourier trans-
formation is suppressed and the resulting spectral 
distribution is again Fourier-transformed. The 
resulting 'carrier' suppressed amplitude modulated 
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version of the phase modulated pattern produced in 
the modulation cell is then displayed on a viewing 
screen. 
An observer viewing the screen should not be 

conscious of the fluctuations in the light intensity 
which will be at twice the frequency of the ultrasonic 
image, and he should observe intensities which are 
proportional to the ultrasonic intensity at the appro-
priate point in the modulation cell. 

The optical parts of this proposed arrangement 
can be considered to form a Schlieren system and 
such systems have been successfully used' in pre-
senting the information contained in a phase-modu-
lating medium such as thermoplastic sheet. 

3.6. An Optical Method for Ultrasonic Direction 
Finding 

This system has been described by Groginsky and 
Young' as a means for indicating the direction and 
the frequency of incident ultrasonic waves in water. 
They do not mention, however, the ambiguous 
information that can be displayed with multiple waves 
and we shall comment on this problem shortly. 
Figure 9 shows the optical arrangement of the system. 

In this system collimated monochromatic light is 
passed through a modulation cell in a direction normal 
to the plane in which the ultrasonic wave propagates. 
The water in the modulation cell is bounded by 
parallel glass plates. 

The phase modulation pattern of the light emerging 
from the cell in this arrangement is a two-dimensional 
one in which the regions of peak phase are parallel 
bands coincident with the peak pressure regions in the 
water. Thus the phase-modulation pattern is aligned 
and moves with the ultrasonic pressure pattern in the 
modulation cell. The situation is illustrated in 
Fig. 10(a). 

The Fourier transform (two-dimensional) of the 
light distribution at the output of the modulation 
cell is all that is required to indicate the direction and 
frequency of the ultrasonic wave. The Fourier trans-

DISPLAY SCREEN 

LENS 

WATER 

GLASS PLATES 

ULTRASONIC 
WAVE 

SOURCE OF COLLIMATED 
MONOCHROMATIC LIGHT 

Fig. 9. Ultrasonic direction finding system. 
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CONSTANT LIGHT PHASE 
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(o) 
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INDICATES DIRECTION 

OF WAVE (18CPAMBIGUITY) 

DISPLAY PATTERN 

(b) 

Fig. 10. Light patterns in the direction finding system. 

(a) At the output of the modulating cell (phase pattern). 

(b) Display intensity pattern. 

form pattern is illustrated in Fig. 10(b) and we see 
that the direction of arrival is indicated (with a 
180 deg ambiguity) by the direction of a line of bright 
spots and the wavelength of the ultrasonic wave is 
indicated by the spot spacing. The central spot is 
very bright in comparison with the others and the 
spot intensity falls off with distance from the centre. 

When the peak phase deviation of the modulated 
light pattern is small the displayed pattern reduces to 
the central spot and the adjacent spots on each side. 
Direction and frequency are still indicated in this case 
but superposition of individual patterns applies when 
a number of ultrasonic waves of different frequencies 
and directions cross the modulating cell. If the peak 
phase deviation is not limited the presence of a num-
ber of ultrasonic waves results in the formation of a 
display pattern which provides very ambiguous 
information. The situation for the cases of one or 
two ultrasonic waves in the modulation cell each 
producing large peak phase deviations, is illustrated 
by the photographs of Fig. 11. 
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Groginsky and Young8 proposed that this system 
be used to indicate ultrasonic wave direction and 
frequency in an ultrasonic simulation of an electro-
magnetic wave receiving system. This would seem to 
be a suitable application for the optical direction 
indicating system but it has been proposed that 
further use could be made of its properties by utilizing 
the frequency indicating facility to provide range 
information in a frequency modulated sonar or 
radar system.' 

4. Conclusions 

It has been possible to describe only a limited num-
ber of optical signal processing systems in this paper 
and the limitations of the performance of the individual 
systems have not been discussed in detail. However, 
it must be stated at this point that high quality 
optical equipment is necessary if precise results are 
to be obtained in correlation or delay applications, 
and the non-linear effects which appear in the con-
version of phase to intensity modulation will limit the 
system performance when the light phase is modulated 
by the signal waveform. 

The precise effect of this non-linear behaviour is 
difficult to estimate and further studies are required 
to determine whether or not the resulting distortion 
effects can be tolerated in practice. 
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7. Appendix 

I ransform properties of a converging lens using 
monochromatic light 

We will interest ourselves in the transformation 
produced by a converging lens in the situation shown 
in Fig. 3. The lens is considered to be used for con-
verting the incident distribution of monochromatic 
light at plane 1 into another distribution in plane 3, 
the focal plane. 

The analysis of the situation is based on the use of 
Huygen's principle and the complex representation 
for the light field at any point (x3,y3) in plane 3 is 
obtained by summing the contributions from all the 
points in plane 1. This summation can be written 
in the form of a double integral as follows: 

1 
É3(x3, y3) = 

OD 

f (1 +COS 0) 

J 2d x 

X Ê1(x1, y1)eT dx, dy, 

 (6) 

where r = optical distance between (x1, Yi) and 

(x3, .Y3), 
A = optical wavelength, 
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d= attenuation factor dependent on r 
but assumed constant in this analysis, 

(1 + cos 0) 
2 = obliquity factor, 

O = angle between ray path and normal 
to wavefront at (x1, y1). 

We regard O as being small since we can regard the 
illumination of plane 1 to be limited to a region near 
the optical axis and we assume that the normal to the 
wavefront does not deviate appreciably from being 
parallel to the optical axis. 

1 +cos 0 . 
Hence is approximately unity and we can 

2 
write 

co co 
. 2er 
J 

Ê3(X3, y3) = K f fÉl(x„,y,)e- — dx„ dy, 
- œ - co 

(7) 
where K is a constant. 

To obtain an expression for r we draw a straight 
path from (x3, y3) through to the centre of the 

lens to intersect plane 1 at the point with coordi-
nates (x11, /1) given by 

, G 
x, = — x3, 

, G 

Now a light ray originating at P1 must be initially 
parallel to OP', if it is ultimately to pass through 
(x3, y3) so that we can write 

r = OP3 + projection of OP, on OP',  (8) 

We can now evaluate r as a function of xl, y„, x3, y3, 
F and G, and since our original assumption that 0 
is small implies that xl, yi, x3, and y3 are all small 
compared to For G we can obtain a simple expression 
for r by neglecting terms of the type (x3/F)2, etc. In 
this way we find that 

xix3+yiy3  
r F + G + + v3+ y3) 

2F2 
 (9) 

Substituting for r in eqn. (7) we now obtain 
co CO 

É3(x3, y3) = K' f f yi) x 
- - 0, 

where 

.2a, -r , 
— J — lxix3YtYsfi x e •IF dx, dy, e-ifi(x3Y3) 

K' = constant = K  

and 27r 
fi(x3, Y3) = A {  2F2 F— G} (4+ A) 

(10) 

Manuscript first received by the Institution on 25th June 1965 
and in final form on 23rd September 1965. (Paper No. 1052.) 
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Nuclear Power Developments 

Formation of Exports Organization 

A new organization, The British Nuclear Export 
Executive, (B.N.X.), has been formed to promote the 
export of nuclear power stations of British design. The 
members are the United Kingdom Atomic Energy 
Authority and the three industrial Consortia which design 
and build nuclear power stations: Atomic Power Con-
structions Ltd.; Nuclear Design and Construction Ltd.; 
and The Nuclear Power Group Ltd. 

The Executive will bring to the notice of electrical power 
undertakings abroad the specific advantages of British 
reactor systems and the extent of the nuclear manufacturing 
resources and fuel services of this country. The Executive 
intend also to make the optimum use of the nuclear design 
ability and manufacturing capacity available in the United 
Kingdom and of suitable suppliers in the purchasing 
country. 

The first Chairman of the Executive is Sir William 
Penney, K.B.E., F.R.S. The representatives of the member 
organizations are: 

U.K.A.E.A. 
Atomic Power Constructions Ltd. Col. G. W. Raby 
Nuclear Design and Construction Ltd. Mr. E. M. Price 
The Nuclear Power Group Ltd. Sir Edwin McAlpine 

The day-to-day affairs of the Executive will be controlled 
by a Director-General, and Mr. B. E. Eltham has been 
appointed to this position. The permanent headquarters 
of the Executive will be in London, at Dorland House, 
14-16 Regent Street, S.W.1. 

The importance of the formation of B.N.X. is apparent 
from the fact that British industrial consortia have built 
or are building nuclear power stations with a total output 
of 6,400 megawatts for the Central Electricity Generating 
Board and the South of Scotland Electricity Board (the 
'target' to be achieved by 1975 is twice this figure). 
Stations already in operation in the United Kingdom 
account for 55 per cent of the world's nuclear generating 
capacity, as may be seen from the opposite map. 

Figures published in a recent issue of the International 
Atomic Energy Agency Bulletin show that in the next four 
years a total 105 reactors with an installed capacity of 
over 17000 MWe will be operating. This represents an 
increase of some 40 reactors having a capacity of about 
10000 MWe over the number shown on the map, indicat-
ing a marked trend towards bigger reactors, such as are 
in use or projected in the United Kingdom. 

To date two nuclear power stations have been designed 
and built abroad by British consortia: one at Latina in 
Italy and the other at Tokai Mura in Japan. 

Mr. J. C. C. Stewart 

The British Nuclear Forum 

The Annual Report for 1965 of the British Nuclear 
Forum (B.N.F.), which covers its second year of opera-
tions, records a very successful year. 

The primary objective of B.N.F. has been to establish 
an active link with the influential and ever-growing inter-
national network of nuclear forums which have been set 
up in nearly every European country and in Canada, Japan 
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and the U.S.A. At the same time it has sought to establish 
confidence in the ability of British industry to design and 
supply nuclear reactors and the wide range of plant and 
equipment directly associated with British reactor tech-
nology. 

The past year has been marked by the success of the 
British Advanced Gas-cooled Reactor over the two 
American systems. The Report states that the award of 
the Dungeness 'B' contract to the A.G.R. design of a 
British company ended the long and unfortunate period of 
uncertainty in the British nuclear industry. The Central 
Electricity Generating Board's detailed assessment of the 
tenders has shown clearly that under the U.K. conditions 
the A.G.R. is not only the most competitive nuclear design, 
but that this station will produce electricity at a cost which 
will be at least 10 per cent lower than from equivalent 
conventional coal fired stations. 

The fact that the A.G.R. system is capable of further 
advances, both by technological development, as well as by 
increasing the size of the reactors, shows that the efforts 
put into this system will undoubtedly have a continuing 
and long-term return. An immediate result of the lower 
electricity costs from the A.G.R. is reflected in the 
Government's decision to increase the second Nuclear 
Power Programme from the 5000 MW at first announced 
to 8000 MW over the period 1970-1975. 

Another feature of the year was the success of the 
Foratom Congress held in Frankfurt. Particularly out-
standing was the British participation organized by the 
B.N.F., in which the Generating Boards and the A.E.A. 
played a notable part with industry in an effort to sell 
British technology on the continent. 

With the increasing rate of installation of nuclear power 
in European countries as well as in Britain, there is a 
growing opportunity for all European nuclear industries 
to work closer together than has been possible hitherto. 
Indeed the very fact that the British Nuclear Forum has 
been invited by Foratom to hold the Third Foratom 
Congress in London in 1967 is an indication of the impor-
tance attached by the other European countries to the 
participation by the U.K. in European nuclear affairs. 

The affairs of the B.N.F. are guided by a Council of 
Management formed by senior executives from all parts 
of the nuclear industry. Its chairman is Colonel G. W. 
Raby, C.B.E., President of the I.E.R.E. 

Indian Atomic Energy Commission 

Dr. Vikram A. Sarabhai has been appointed to succeed 
the late Dr. H. J. Bhabha as Chairman of the Atomic 
Energy Commission and Secretary to the Department of 
Atomic Energy, Government of India. Dr. Sarabhai was 
Professor of Cosmic Ray Physics and subsequently 
Director of the Physical Research Laboratory, Ahmedabad. 
He is the first Chairman of the Indian National Committee 
for Space Research (INCOSPAR). 

A group at the Trombay Establishment of the Com-
mission is carrying out a feasibility study to assess the 
economics of the dual-purpose nuclear desalination and 
power plants in certain parts of India. 

The Radio and Electronic Engineer 
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Parametric Action in Transistor Mixers 
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Summary: Experimental results are presented for the type 2N502 micro-
alloy graded-base transistor, which show the significance of parametric 
amplification at the collector-base diode in addition to normal mixing 
at the emitter-base diode. The latter is primarily due to the resistive 
non-linearity at the emitter, the parametric action at the collector being 
due to the non-linear junction capacitance. 

1. Introduction 

From the inception of the transistor the non-
linearity of the emitter-base diode has been used to 
promote mixing action and in particular down-
conversion from a high frequency to a lower 'inter-
mediate' frequency." If the local oscillator (or 
pump) frequency is co3, then down-conversion to co, 
can occur from co4 (= co3+ col) or co2 (= (03 — 04). 
In early work it was assumed that the mixing action 
was due to the resistive non-linearity of the emitter-
base diode. However, in consequence of the develop-
ment of parametric amplifiers based on varactor 
diodes3 it was suggested that parametric action could 
also arise in the emitter-base circuit." Very high 
values of down-conversion gain together with good 
noise performance have been claimed, indicating that 
something other than resistive mixing is involved. 

It is not difficult to show,' however, that direct 
parametric action at the emitter-base diode by means 
of the non-linear junction capacitance is insignificant 
in relation to resistive mixing, except at very small 
emitter currents and then the transistor gain at co, is 
correspondingly low. The emitter-base diode has a 
low Q-factor for normal emitter currents, because the 
diffusion conductance greatly exceeds the shunt 
capacitive susceptance: on the other hand the collec-
tor-base diode has a relatively large Q-factor since the 
collector capacitance is virtually unshunted and sig-
nificant pumping of the collector junction capacitance 
can be achieved over a wide frequency range, with 
corresponding parametric mixing. 

A first-order theory of parametric mixing at the 
collector-base diode has been presented,' together 
with some experimental evidence in support of 
this theory. 11,12 The experimental system which 
was investigated involved a common-base-connected 
10 MHz amplifier incorporating a single u.h.f. tran-

t Electronics Division, School of Engineering Science, 
University College of North Wales, Bangor. 
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sistor. It was shown that the amplification of a 
10 MHz signal injected at the emitter was considerably 
enhanced when a pump voltage at about 1000 MHz 
was simultaneously applied and that the gain was 
maximized when the collector-base impedance around 
the pump frequency was made high. High gain was 
not associated with instability at 10 MHz." 

In this paper some complementary results are 
presented for the same micro-alloy diffused-base 
transistor type 2N502, operated as a down-converter 
from u.h.f. to 10 MHz. The value off, (the frequency 
at which the magnitude of the external short-circuit 
common-emitter current gain is unity) is less than 
200 MHz for this type of transistor. 

The pattern of behaviour is similar to that for the 
pumped 10 MHz amplifier. It was found that the 
magnitude of the conversion gain did not depend on 
whether the mixing was inverting ( 2 the input fre-
quency) or non-inverting (co4 the input frequency). 

2. Outline of Mixer Operation including Parametric 
Action at the Collector-base Diode 

The basic circuit to be considered, which incor-
porates a single u.h.f. transistor, is given in Fig. 1. 
Although all the resonant circuits are shown with 
lumped components, those which support voltages at 
(02, (03 and co4 will generally be distributed circuits in 
u.h.f. applications. The situation depicted is therefore 
an ideal one and it is correspondingly assumed that 
the effects of stray reactance elements are absorbed in 
the resonant circuits shown. 

to, 

Cu2 OR 4/4 

Fig. 1. Basic mixer circuit. 

The Radio and Electronic Engineer 



PARAMETRIC ACTION IN TRANSISTOR MIXERS 
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Fig 2. Block diagram of the experimental mixer. 

On the input side a pump voltage at (03 is connected. 
Because of both capacitance coupling and normal 
transistor action, a corresponding voltage at co3 is also 
developed across the collector-base terminals. An 
input signal voltage at either W2 or (04 is applied in 
series with the pump voltage on the emitter side. 
By virtue of the non-linearity of the admittance of the 
emitter-base diode (primarily the conductance non-
linearity) a small-signal current at co, is generated. 
Since this is at a comparatively low frequency it is 
readily transmitted to the collector by transistor 
action. At the collector parametric mixing occurs 
due to the pumping action of the collector capacitance 
by the voltage at (03. It is assumed that the tuned 
circuit supporting the voltage at (03 on the collector 
side is sufficiently wide-band to support voltages at 
W2 and (04 as well: these are the products of para-
metric mixing at the collector-base diode, any trans-
mission at these frequencies from the emitter being 
ignored. Under such conditions, if it is assumed 
that the time-varying collector capacitance has the 
form 

C = Co + 2Ci cos (03 t + 2C2 cos 2(03 t  (1) 

it follows that as far as col is concerned the parametric 
action at the collector can be represented by the 
effective generation of a resistance in parallel with C, 
given by' ° 

R G2 G 4 — 2 (04 CI 

co C1(c04 G2 — W2 G4) 

Here G2 and G4 are the conductances of the external 
collector-base circuit at co2 and (04 respectively. At 
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D 

(2) 

low pump levels R has a large positive value. This 
decreases monotonically as the pump level is increased, 
passes through zero and then becomes increasingly 
negative. It has been shown theoretically that maxi-
mum power gain at col from emitter to collector 
arises when — R is approximately equal to rbb,, the 
high frequency base resistance of the transistor. 

3. The Experimental Down-converter 

A schematic diagram of the down-converter is 
shown in Fig. 2. On the input side the signal and 
local oscillator supplies both have coaxial-line output, 
with a characteristic impedance of 50 SI They are 
coupled at a T-junction beyond which is a coaxial 
blocking capacitor and a matching section consisting 
of an adjustable short-circuited stub and an adjust-
able series air line. The `short-circuit' of the stub is 
in fact a capacitive termination, whose reactance is 
very small at pump and input signal frequencies, and 
is also small at (op Emitter bias is fed in at the free 
end of the stub. The transistor mount is similar to 
that supplied with the General Radio Transfer 
Function Meter type 1607. On the output side an 
adjustable series air-line and open-circuited stub are 
followed by a lumped tuned circuit resonant at the 
intermediate frequency of 10 MHz. Variable tappings 
are provided to permit matching at 10 MHz. The 
voltage across the resonant load of 60 kS2 is indicated 
by a millivoltmeter. Collector bias is fed in via the 
inductor of this tuned circuit. Conversion gain was 
measured for various conditions. In each case the 
adjustable stub and series air line on the input side 
were used to match the signal source and pump into 
the transistor. The corresponding coaxial elements 
on the output side could be adjusted to provide a 
range of terminating impedances at (03, co2 and co, 
and the adjustable tapping on the inductor to match 

o 6 8 
-V VOLTS CB' 

Fig. 3. Dependence of conversion gain on — VC13. 

Signal frequency in MHz is the parameter IE = 1.0 mA. 
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Fig. 4. Dependence of conversion gain on — Vcg. Ig in mA is 
the parameter. Pump power = 1.8 mW; signal frequency = 

1000 MHz. 
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Fig. 6. Dependence of conversion gain on — Vcg. The para-
meter is the length of short-circuited line behind the collector-
base terminals: (a) 0.5À, (b) 0.19À, (c) 0.221 Signal fre-
quency = 1000 MHz, /lc = 1.0 mA, pump power -- 1 mW. 

the output tuned load into the transistor at the output 
frequency. Maximum conversion gain for a given 
available signal power was indicated by maximum 
reading on the millivoltmeter. 

4. Experimental Results 

In Fig. 3 conversion gain is shown as a function of 
collector-base bias voltage for different signal fre-
quencies. In each case the emitter current was 1 mA, 
but the pump power was chosen to give a reasonably 
large gain peak in each case. Pump powers for the 
curves shown were as follows: 

Frequency (MHz) 250 500 1000 1500 2000 2500 

Pump power (mW) 0.5 1.0 1.0 3.0 3.0 5.0 

The dependence of conversion gain on collector-
base bias voltage is shown in Fig. 4 with emitter 
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Pump power in mW is the parameter. I = 1 mA; 
signal frequency = 500 MHz. 
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Fig. 7. Dependence of conversion gain on — Vcg. The length 
of short-circuited line terminating the collector-base terminals 
is the parameter and is specified in terms of wavelength at the 
pump frequency. Signal frequency = 2500 MHz, 1,1 = 1.0 mA, 

pump power = 5.0 mW. 

current in milliamperes as parameter. The pump 
power in this case is 1.8 mW and the signal frequency 
1000 MHz. For other pump frequencies and powers 
the same general pattern is observed. In Fig. 5 the 
dependence of conversion gain on collector-base 
bias voltage is shown with pump power in milliwatts 
as parameter. The signal frequency is 500 MHz and 
the emitter current is 1 mA. 

In the experimental work described above the 
length of open-circuited stub on the collector side 
and the adjustable series air line were set to be 
approximately A/4 at the pump frequency in each case. 
Figure 6 shows the effect of varying the external u.h.f. 
impedance between the collector and base terminals 
on the conversion gain/(— Vol) characteristic for a 
signal frequency of 1000 MHz. A similar set of 
curves is shown in Fig. 7 for a signal frequency of 
2500 MHz. For these experiments the open-circuited 
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stub on the output side was made 2/4 long at the 
pump frequency. The distance from the near-short-
circuit so created on the collector line to the collector-
base terminals is the parameter in Figs. 6 and 7. 
It is specified in fractions of a wavelength at the pump 
frequency and effectively indicates the range of 
impedance variation. A precise indication of the 
actual terminating impedance cannot be given because 
of the effect of stray reactance associated with the 
transistor lead wires and the encapsulation. The plane 
to which measurement was made was the base of the 
transistor capsule. 
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Fig. 8. Dependence of conversion gain on frequency. 
/z = 1.0 mA, pump power = 1.0 mW. 

The dependence of conversion gain on frequency 
for a normal collector-base bias voltage of — 10 V is 
shown in Fig. 8 for frequencies up to 4000 MHz. 
The emitter current is 1 mA and the pump power 
1 mW. This curve was obtained with conjugate-
matching at input and output at signal frequencies. 

5. Discussion 

Analytical study of conversion gain based on normal 
mixing action at the emitter junction is not straight-
forward because of the inherent frequency dependence 
of the transistor parameters. Assuming that these are 
invariant then the indications are that resistive mixing 
is dominant so that the 'gain' arises because of 
transistor action at the intermediate frequency. 
Because the emitter junction admittance increases 
with frequency, it is to be expected that conversion 
efficiency will be less than the value calculated assum-
ing invariance of parameters, and will fall as the 
frequency is raised if only emitter mixing is significant. 
In the present work this is the situation depicted by 
Fig. 8, which relates to normal collector-base bias 
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voltage, chosen to make the active base width of the 
transistor small." 

It is found in practice that at reduced collector 
voltage infinite conversion gain (oscillation at the 
intermediate frequency) can be achieved at certain 
input frequencies if sufficient pump power is applied. 
For lower pump powers stable gain of — 20 dB can 
be achieved. The general pattern is for the conversion 
gain to be higher the greater is the pump power used; 
for a given pump power the gain is greater the smaller 
is the signal frequency; the value of — Vcg at which 
the peak gain occurs is greater the higher is the signal 
frequency; the value of — Vcg for maximum gain at 
a given frequency does not depend very markedly on 
the level of pump power although it does increase 
slightly with this level. 

These observations are consistent with the premise 
that parametric action is occurring at the collector-
base diode, and are directly in accord with the 
experimental evidence already published for the 
corresponding 10 MHz amplifier with u.h.f. pump.' 

Reference to equation (2) shows that to achieve a 
negative resistance either the numerator or denomi-
nator must be negative. Either condition can be 
achieved, but as CO4 > (02 it will be assumed that a 
negative numerator is the more likely. It is evident 
that this condition can most readily arise when G2 
and G4 are small. A key parameter is C2, which is 
the second Fourier harmonic component of collector 
capacitance variation; this is greater the smaller is 
the value of — Vcg and the larger is the pump voltage-
swing developed across the collector depletion layer. 
It should be noted that in the experimental work 
pump power has been used as a parameter rather 
than pump voltage because, by the nature of things, 
it is not possible to determine the latter at u.h.f. In 
view of the fall in collector-base diode Q-factor at 
fixed Vcg as the frequency is raised it is evident that 
to obtain a given voltage-swing more pump power is 
required the higher is the pump frequency. If the bias 
voltage — Vcg is increased the value of C falls and 
the Q-factor is greater at a given frequency, so that 
for a particular pump power a bigger voltage swing 
is achieved. The trend to larger values of — Vcg for 
maximum conversion gain as the signal frequency is 
increased can be explained on this basis. The validity 
of the argument is substantiated by the fact that peak 
conversion gain is achieved when a high terminating 
impedance is presented to the collector-base diode. 

In some papers reference has been made to 'current-
tuning' in relation to the establishment of a condition 
of high conversion gain. Figure 4 gives data which 
could be used to support such a term. With a fixed 
collector-base bias of — 4 V it is evident that variation 
of emitter current would result in a peak in conversion 
gain: this actually arose for 4 = 1.0 mA in this case. 
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The results presented in Fig. 7 are apparently not 
in accord with the general pattern of results presented 
for lower frequencies. It is found that maximum 
conversion gain is obtained at a very low value of 
— ila3 (cf. Fig. 3). However, it should be borne in 
mind that there are conflicting requirements for the 
establishment of negative values of R of appropriate 
magnitude. As co2 and co4 are increased smaller 
values of C2 can be utilized. Since C2 depends on 
Vai and the available pump voltage swing at the 
collector, it is possible that co2co4C2 can have a 
comparatively large value at reduced — V. 

It is clearly of importance to consider the practical 
usefulness of the parametric mode of operation of 
transistors. If, as is suggested in this paper, para-
metric mixing at the emitter-base diode is relatively 
unimportant, then a very low overall noise figure 
cannot be expected. The particular usefulness of the 
parametric mode of operation of transistors appears 
to lie in the extension of the normal frequency range. 
Because the thermal noise of the base resistance is 
common to the emitter mixing action, the normal 
transistor action, and parametric action at the collec-
tor-base diode, it is possible that useful noise per-
formance may be achieved. 

6. Conclusion 

Experimental results have been presented which 
support the theory that significant parametric mixing 
can occur at the collector-base diode of a transistor. 
In consequence useful conversion gain can be obtained 
well beyond the normal frequency range in which a 
transistor is used as a straight amplifier. In the present 
investigation results have been presented up to 
2500 MHz for a transistor type having an fi value 
less than one-tenth of this frequency. Further under-
standing of parametric action in transistors depends 
on more detailed theoretical and experimental work. 
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Summary: This paper investigates the usefulness of barium titanate rods 
as the non-linear element of an S-band resonant cavity parametric 
amplifier, the pump power being at X-band. An analysis is made of the 
variation of reactance of a small diameter loss free rod as a function of 
diameter (d) and relative permittivity (4.). This shows that there is a 
large change in the resonant frequency of the cavity for a small change 

nd in the permittivity of the rod at a number of values of —2 v 4.. Taking 

the loss into account removes all except the smallest optimum value of 

— er, and this is about unity. 

For solid polycrystalline barium titanate (4. 5000) the optimum 
diameter becomes impractically small. This paper therefore deals 
particularly with the application of composition rods 0.2 cm diameter 
made of various percentages of powdered barium titanate and powdered 
polythene. Microwave measurements at X- and S-bands have shown 
that relative permittivity values between 10 and 65 can be obtained quite 
easily, but that these values change only by one or two percent with a 
d.c. biasing field of 7 kV/cm. A quality factor for these rods is defined 
analogously to that for varactor diodes, but the measured values compare 
very unfavourably with that for a typical diode. 

Based on one of these composition rods a resonant cavity parametric 
amplifier was built for a signal frequency at S-band and the pump power 
at X-band but no evidence of gain was detected. 

1. Introduction 

Several non-linear effects have been used to obtain 
parametric amplification. Comprehensive reviews of 
the developments in this field are given by Mumfordl 
and Rafuse,2 and in particular the microwave pro-
perties of ceramic ferroelectrics have been discussed 
by Johnson.3 

This paper deals with some aspects of the applica-
tion of such a ferroelectric material, in particular 
barium titanate, as the non-linear element in a 
microwave parametric amplifier.' Large electric fields 
are required and in order to avoid frequency doubling 
it is necessary to use a d.c. biasing field. Cassedy5 has 
treated this problem theoretically and brief results 
of parametric action' and parametric oscillation7 have 
been reported. It would be expected that ferroelectric 
materials, like ferrites, could be used for loading a 
system uniformly to obtain a wide band device. 

The design of a microwave parametric amplifier 

t Formerly of the Department of Physics, Battersea College 
of Technology, London. 

Department of Physics, Battersea College of Technology, 
London. 

using a ferroelectric requires a knowledge of the 
variation of its permittivity as a function of the 
electric field at microwave frequencies. At low 
frequencies the corresponding information can be 
obtained by displaying the D—E relation directly on 
an oscilloscope. Unfortunately existing techniques 
do not enable this to be done at microwave frequencies. 
It is possible to obtain some information on the high 
frequency properties of ferroelectric materials by 
measuring the incremental relative permittivity at 
microwave frequencies as a function of an applied 
d.c. or low frequency biasing electric field. For a 
practical ferroelectric parametric amplifier it is the 
non-linearity of the relative permittivity which is 
important, and any inherent power dissipation is 
undesirable. For this reason it is advantageous to 
work above the Curie temperature, since the loss 
tangent is less. 

2. Properties of Non-Linear Dielectrics at 
Microwave Frequencies 

The kind of measurements suggested, i.e. the 
measurement of the relative permittivity of a ferro-
electric material at microwave frequencies, as a 
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Fig. 1. Dielectric circular rod in 
rectangular waveguide. 

(a) Position and dimensions of the rod. 
(b) The equivalent circuit. 

(c) Resonant circuit of short-circuited 
waveguide containing the dielectric 
rod. 

Fig. 2. Variation of normalized shunt impedance 
of the ferroelectric rods. 

function of d.c. bias electric field, have been made by 
several investigators.' -15 • 

In the present work circular rod shaped specimens 
were used. This was convenient for preparation as 
well as being the shape most convenient for analysis. 

2.1. Normalized Reactance of a Dielectric Rod 

2.1.1. Theoretical analysis 

A thin cylindrical dielectric rod (Appendix 7.2) can 
be represented by the equivalent circuit shown in 
Fig. 1. The relative permittivity of the rod and its 
variation with the applied d.c. field can be calculated 
from the measured values of the normalized reactance 
of the rod. The simplified equivalent circuit of a 
ferroelectric rod placed in a cavity is shown in Fig. 1(c). 
An analysis of the reactance of a dielectric rod is 
made in Appendix 7.2. It is shown that to obtain a 
large change in the reactance for a small change in 
the dielectric constant, the optimum diameter of a 
material of high dielectric constant should be small 
( ••• 0.5 mm) and this was not convenient for the 
machining equipment available. On the other hand, 
if BaTiO3 is mixed with a non-polar binder as sug-
gested by Cassedy,5 the permittivity of the composite 
material could be controlled and one could expect to 
obtain the required value of O by trial and error. 

22 

2.1.2. Measurements 

Some preliminary measurements were made using 
solid rods of polycrystalline BaTiO3 and composition 
rods made of the ground-up polycrystalline BaTiO3t 
and polythene. The diameters of the solid rods A 
and B were 0.199 cm and 0-054 cm respectively. The 
diameter of the composition rod C was 0.192 cm so 
that the terms a and So were essentially the same as 
for rod A. 

Figure 2 shows the variation of the normalized 
shunt impedance of each rod measured as a function 
of frequency. These results show that one must be 
careful in guessing the effective impedance of un-
familiar obstacles in a waveguide. Although it is 
common knowledge that a rod of ordinary dielectric 
(a, 2.5 say) placed across the waveguide, parallel 
to the electric field, can be regarded as a capacitance 
across the waveguide, and that the corresponding 
metal rod behaves as an inductance, it is often not 
realized that a rod of high permittivity material can 
behave like an inductive obstacle. This behaviour 
is predicted by Marcuvitz, 16 and in fact, rod C changes 

t BaTiO3 obtained from Stanford University and stated 
to have the following properties at S-band, tan 8 = 0.02 and 
= 5000, and that this changes to 50% with an applied d.c. 

bias field of 20 kV/cm. 
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from being a capacitive to an inductive obstacle as 
the frequency changes. 

In these preliminary experiments the d.c. bias was 
applied with the biasing wire merely twisted around 
the centre of the rod. With an applied d.c. bias of 
8 kV/cm the normalized reactance of rod C at 
9000 MHz changed by 10%, but there was no signi-
ficant change for the solid rods A and B (nor of any 
other solid rods having intermediate diameters). For 
this reason the rest of the project was concerned 
primarily with the composition rods. 

The relative permittivity of the composition rod C 
has been calculated at various frequencies from the 
results of Fig. 2, using eqn. (9). At any particular 
frequency eqn. (9) gives an infinite number of discrete 
values of e; corresponding to the infinite number of 
branches shown in Fig. 8. This ambiguity is resolved 
by taking the solutions which lead to the value of el. 
that is sensibly independent of the frequency. Table 1 
includes the values of e,'. from the four lowest values 
of O and shows that the most probable value of et'. is 
about 25. Neglect of loss will partly account for the 
small variation of dielectric constant with frequency. 
At 9000 MHz this gives the associated value of O 
equal to 0.95, and this coincidentally happens to be 
the smallest optimum value shown in Fig. 9. 

Table 1 

Possible values of relative permittivity of 
specimen C at different frequencies 

Frequency 8273 
MHz 

8582 9090 9151 9985 11 359 

e; 

24.9 24.8 26-5 26-6 27.4 30.5 

563 523 475 470 397 320 

1784 1681 1508 1483 1250 979 

3756 3496 3123 3081 2599 2019 

2.2. Relative Permittivity of Composition Rods 

Following these preliminary measurements, speci-
mens of known compositions of powdered BaTiO3t 
and polythene were made up by heating the mixture 
in a glass tube. Measurements at a frequency of 
850 kHz showed that for zero bias the relative per-
mittivity and loss tangent of the polycrystalline 
material were 6500 and 0.004. A biasing electric 
field of 8 kV/cm reduced the relative permittivity to 
50 % of the zero bias value. 

During the preparation of the rods either a small 
copper electrode or a folded piece of wire was em-
bedded at the centre of the specimen for biasing 
purposes. Glass tubes of similar diameters (nominal 

t This BaTiO3 was supplied by Technical Ceramics Ltd., 
Northants, England, and the stated nominal Curie temperature 
was 20°C. 
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2 mm) were used throughout so that 9 of the speci-
mens varied primarily because they had different 
permittivities. 

The variation of relative permittivity of the rods 
was measured as a function of the percentage of 
barium titanate in the composition using the E010 
mode cylindrical cavity technique developed by 
Horner et al." 

2.2.1. Theory of method 
The theory of the method is developed in Appen-

dix 7.3. 

2.2.2. Measurements and results 

It was necessary to measure the properties of the 
composition rods at the pump frequency (X band), 
the signal frequency (S band), and at the idler fre-
quency. It was convenient to make detailed mea-
surements at S band (3816 MHz) because the ratio 
of the cavity radius to the rod radius was more 
favourable, and then to confirm the behaviour at the 
other frequencies in less detailed experiments. 

The cavity was made of brass and silver-plated. 
The top and bottom lids were secured by six bolts. 
The input and output coaxial sockets were mounted 
on the wall of the cavity diametrically opposite to 
each other. 

The resonant frequency of the cavity was measured 
for (a) empty cavity, (b) cavity containing specimen 
but with zero bias, and (c) cavity containing specimen 
and with bias. The values of relative permittivity of 
some of the specimens, and the percentage change 
with bias, are given in Table 2. 

Table 2 

Variation of dielectric constant of specimens 
with applied d.c. bias 

% of e; % decrease 
BaTiO3 zero bias in e; 

1/(tan 8) 
d.c. bias (without 
(kV/cm) biasing 

wire) 

78-6 

85-2 

88.8 

90.2 

11.1 

21.9 

26.8 

35.4 

1.0 

05 

2-2 

1.1 

7.1 

6-9 

6.9 

6.9 

107 

67 

62 

36 

During the experiments it was noticed that the 
wire connected to the specimen for biasing purposes 
picked up microwave power, and for these reasons 
the results of Table 2 must be somewhat approximate. 
Furthermore, because of the method of preparation 
each rod had a shallow groove along half of its length. 
To avoid these difficulties the wire was pulled out 
of each specimen and the rod reformed by reheating 
in the glass tube. The relative permittivity of each 
specimen was re-measured in the cavity but with the 
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bias feed hole blanked off with a copper rod. The 
results are shown in Fig. 3 and they are very little 
different from the zero bias results of Table 2. The 
figure shows that a smooth variation of relative 
permittivity up to about 70 can be obtained simply 
by controlling the relative proportions of barium 
titanate and polythene in the composition. It was 
found very difficult to prepare specimens containing 
more than about 93 % of BaTiO3. 

60 

,t 40 
'‘e• 

20 

80 85 90 
PERCENTAGE OF BARIUM T1TANATE IN 

THE COMPOSITION 

95 

Fig. 3. Variation of e; with percentage barium titanate. 

The shift in the resonant frequency caused by these 
high permittivity rods is large, e.g. about 500 MHz 
for e. of 50, and it is important to check that the 
cavity is still resonating in the E010 mode. Pertur-
bation measurements were therefore made using a 
glass bead 2.5 mm diameter to check the radial 
variations of the electric field in the cavity. The higher 
the relative permittivity of the rod the smaller is the 
field outside the rod, and this makes the change in the 
resonant frequency of the cavity caused by the per-
turbing effect of the glass bead rather small. The 
results showed, however, that there was no higher 
order radial variation present. 

2.3. Quality Factor of the Ferroelectric Composition 
Rods 

The suitability of the composition barium titanate 
polythene rods as the variable reactance element in a 
parametric amplifier can be assessed in much the 
same way as can a variable capacitance diode. The 
ratio (the change in susceptance/conductance) is a 
suitable quality factor for any non-linear coupling 
element. Pearson and Trevena 18 have developed 
a very simple technique for measuring the quality 
factor of a variable capacitance diode and this has 
been adopted to measure the quality factor of the 
various ferroelectric composition rods. These 
experiments have already been described by Das." 

The basis of the technique is that if the rod is placed 
across the waveguide and this is then matched for 
zero bias, there is in fact some plane at which the 
normalized admittance remains on the unit conduc-
tance circle as bias is applied to the rod. The quality 
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factor (A) is then simply equal to the normalized 
susceptance and this can be given directly in terms 
of the voltage standing wave ratio S 

1 
A = —  (1) 

Some typical experimental results for the normalized 
admittance at the appropriate plane are shown in 
Fig. 4. One of the best quality factors measured in 
this way was 2, obtained with a specimen containing 
90.1 % BaTiO3 with a bias field of 9.6 kV/cm. Even 
this compares very unfavourably with the corre-
sponding quality factor of a typical variable capaci-
tance diode, for example a quality factor of 10 for a 
reverse bias of 6.0 volts. 

Some measurements were made to assess the im-
portance of self-heating within the rod caused by its 
conductivity since this would cause the temperature 
of the rod to depend upon the bias voltage. A 50 Hz 
bias voltage was applied to the rod and the output 
of the standing wave detector together with a fraction 
of the 50 Hz biasing voltage were displayed on the 
vertical and horizontal traces of an oscilloscope 
respectively. Having matched the rod at zero bias 
the v.s.w.r. at any other bias could be deduced 
quickly (but not very accurately) from the oscilloscope 
trace. The trace was somewhat complicated because 
of the 50 Hz hysteresis characteristic of the specimen. 
These results are also discussed by Das." The 
results showed that no significant error had been 
introduced into the quality factor measurements by 
the temperature effect. 

Some resonant cavity measurements were also 
made at X-band to confirm which specimens gave an 
appreciable change of resonant frequency with 
applied bias. The rods were placed at the centre of a 
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Fig. 5. Resonance curves of the waveguide cavity. 
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Fig. 4. Plot of change of susceptance/conductance for specimen 
90.2% BaTiO3 as a function of d.c. bias (kV/cm). 

fo = 9415 MHz 

simple rectangular waveguide cavity 5 or 7 half 
wavelengths long. Figure 5 shows the resonance 
curves for a particular rod (90.2% BaTiO3) with and 
without bias voltage. The ratio Af'/Af is a measure 
of the quality factor of the composition as defined 
earlier in this section. 

This experimental set-up is that discussed in 
Appendix 7.2 and it is interesting to calculate the 
estimated frequency shift from eqn. ( I1). At S-band 
this specimen gave a 1.1 % change of relative per-
mittivity for a bias field of 6.9 kV/cm. Assuming 
that this increases linearly with the bias and that the 
behaviour at X-band is similar, the change SO in O 
is 1.9%, and O is 1.2. The predicted frequency 
change is then 13.5 MHz which agrees well with 
the measured value of 12 MHz. 

3. Design of the Parametric Amplifier 

It is shown in the Appendix that for the parametric 
amplifier to have a high gain the ratio Af'/Af of the 
actual cavity should be about 20. Although the 
quality factor of the composition rods was only 
about 1/100 of this estimated value it was decided 
to continue with the project in order to gain some 
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Fig. 6. Effect of central bias. 

information on the problems involved. Since the 
final parametric amplifier device showed no evidence 
of gain at all this section of the work will be reported 
only briefly. We shall discuss (a) biasing require-
ments, (b) the design of the cavity, and (c) control 
of the pump power into the cavity. 

3.1. Biasing Requirements 

It is necessary to examine the biasing arrangements 
rather carefully. In the experiments described above 
the specimens were biased from the centre. Suppose 
that the working points, with central biasing, are 
P and P' on Fig. 6. If at any instant the applied high 
frequency field increases the polarization of one half 
of the specimen, it simultaneously reduces the 
polarization of the other half. The changes in the 
relative permittivity in the two sections of the rod, 
caused by the applied signal, are of opposite sign, 
and if the magnitudes are equal they cancel. In 
low power experiments to measure the effective 
relative permittivity at a given electric field central 
biasing is correct. It has the added advantage, 
especially with the use of the short specimens that the 
large bias fields can be obtained from moderate 
direct voltages. 

But for application to parametric amplification it 
is the change in the permittivity caused by the pump 
electric field which is important. In this case central 
biasing is not correct and any output would be pri-
marily at the second harmonic frequency. To avoid 
this the biasing voltage must be applied across the 
whole length of the specimen rod. 
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Fig. 7. Circuit arrangement for high power measurements. 

3.2. Design of the Cavity 
The essential restriction upon the cavity is that it 

will resonate at the signal frequency, fl, the idler 
frequency, f2, and the pump frequency, f3. These 
frequencies are related by the fundamental relation: 

h = fi +12  (2) 
In order to obtain the necessary coupling between 

the various frequency fields the three modes must 
have their maximum electric fields in the vicinity of 
the non-linear element. To reduce the likelihood of 
the cavity's resonating in unwanted modes the height 
of the cavity was kept small. This determined the 
choice of the modes to be the TE" „ TE30i, and 
the TE303. 
The pump power was obtained from a fixed fre-

quency pulsed X-band magnetron. This limited the 
pump frequency to 9420 MHz. It was decided to have 
the signal frequency in S-band and this placed the 
idler frequency in C-band. 
By writing down the resonant frequencies of the 

empty cavity of these modes in terms of the length / 
and breadth a of the cavity and assuming: 

f3 : 12 : f1 :: y : x : 1 

one obtains x = 1-679 and / = 1.843a. Then 

(f3\ 2 _ ± 9 1  
ci 4a2 4 x 3.396a2 
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where c is the velocity of light. 

Substituting the required value of f in eqn. (3) 
determines the values of a and 1. An estimate of the 
frequency shift caused by the presence of the rod, 
is taken into account in deciding the value of f3. 

The pump power was fed into the cavity from the 
input waveguide through a 1 in diameter coupling 
hole at the centre of the plate. The output was coupled 
from the point where the pump field should be 
zero. Six tuning screws were fitted in the top plate, 
and these were so located that the resonant frequencies 
of the three modes could be controlled more or less 
independently. These enabled the pump resonant 
frequency to be made 9420 MHz, the magnetron 
frequency, and the signal and idler resonant frequen-
cies to satisfy eqn. (2). The final dimensions of the 
cavity enabling it to be tuned to the three separate 
resonant frequencies, with several of the specimens, 
were 8-56 cm by 4.57 cm by 0.68 cm. 

In order to apply an adequate unidirectional 
biasing electric field across the specimen the length 
of each specimen was reduced to half the cavity 
height. Typical values of the ratio Atiàf were 0.25 
at the pump frequency, 0.16 at the idler frequency and 
0.15 at the signal frequency. These are lower than 
the value indicated in Section 2.3 and this was due 
mainly to the lower Q value of the cavity. 
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3.3. High Power Measurements 

The experimental arrangement for controlling the 
large pump power fed into the cavity and the detection 
of the signal output, etc., is shown in Fig. 7. 

The pump power incident upon the cavity could be 
controlled between zero and the maximum power of 
the magnetron by varying the position of the short 
circuit M. Simultaneously the v.s.w.r. was kept 
between 1.5 and 1.0 in the magnetron output arm by 
keeping the short-circuit N at predetermined positions. 
The actual power fed to the cavity was found by 
measuring the forward and reflected power by a 
30-dB directional coupler. The two low-pass filters, 
reduced the output at the pump frequency by more 
than 50 dB. As a result, the output of the filter was 
free of pump frequency power when observation was 
made on the oscilloscope at the signal frequency. 

There was never any real amplification of this 
signal during the application of the pulsed pump 
power. With high average pump powers, for example 
3 ¡Is pulses at a repetition frequency of 250 per second, 
the cavity had to be retuned to the signal frequency 
and the unamplified signal output increased by about 
10%. This process happened gradually and was shown 
to be simply a temperature effect. A large proportion 
of the pump power is dissipated in the rod and as 
this heats up, the cavity is detuned but the Q of the 
cavity increases. 

A simple calculation shows that the initial tem-
perature rise in the rod was about 0.2 deg C per pulse 
and the centre of the rod could reach a temperature 
of about 40 deg C above room temperature. The 
temperature drift was not observed when the pulse 
repetition frequency was decreased from 250 to 50 /s. 

If we assume that not only is all the power dissi-
pated in the rod but that the whole of the energy 
stored is stored in the rod as well we can write: 

o)W 
P = — = toW tan a (4) 

where P is the power supplied and W is the energy 
stored (4-460. Eî . volume of rod). For example, take 
the rod of 90.2% BaTiO3 (e; 35, tan ô = 1/36). 
For an input power of 3.5 kW, the peak electric 
field is 7.8 kV/cm, which is of the same order as the 
d.c. bias fields which had been applied. 

4. Conclusions 

Analysis shows that the reactance of a loss-free 
dielectric rod in a waveguide can have any value 
between plus and minus infinity as the parameter 
nd r, 
-À v 6„ increases indefinitely from zero. For a simple 

waveguide cavity it is not difficult to derive the 
dimensions of a rod which would give the maximum 
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change in the resonant frequency of the cavity for a 
given small change in the permittivity of the rod. 

For other cavities it is more convenient to fix the 
diameter of the rod and to vary the permittivity as 
required. This paper has shown that it is possible 
to make rods to have any value of relative permittivity 
up to about 65 by combining suitable proportions 
of powdered BaTiO3 and powdered polythene. It 
was found very difficult to make satisfactory rods 
containing more than about 93 % of BaTiO3. These 
rods still exhibit the property that the relative per-
mittivity depends upon the applied d.c. electric field 
but to a very much reduced extent. The experiments 
reported here have not shown whether this non-
linearity exists right up to microwave frequencies. 
A definite answer to this problem could be obtained 
by finding second harmonic frequency signals present 
as a result of high power microwave pump drive. 
The experiments showed no evidence at all of any 
parametric amplification using the composition rods. 
Even if the non-linearity behaviour is still effective 
at microwave frequencies the measured quality 
factors, or Af'/Af were all too small for there to be 
much likelihood of significant amplification. 

It is interesting in this connection to compare the 
results of this work with those mentioned by the 
people in the field. Goldstein' obtained parametric 
interaction with c.w. pump power of 1 watt and 
less. The field at the specimen in this device is not 
known, but the c.w. pump power is surprisingly small. 
Cassedy5 discusses the pump field required in his 
proposed surface wave parametric amplifier. He 
considers a field of about 1 kV/cm, for a composition 
of e = 100, to be sufficient for obtaining parametric 
amplification. 

Barium titanate is not the only ferroelectric avail-
able. As a ceramic, it is rugged and can be prepared 
easily in several convenient shapes. It has been 
extensively investigated because of its simple crystal 
structure. For application in a parametric amplifier, 
ferroelectric materials with large non-linearity and 
low loss are desirable. There are many ferroelectrics 
which have not yet been investigated at microwave 
frequencies. Investigation of microwave properties of 
ferroelectrics» like dicalcium strontium propionate 
might reveal a more suitable material. 
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7.1. List of Symbols 

a 

A 

d 

Co 

Cy 

C3 

Cl C2, C p 

AC 

A, A, A 
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7. Appendix 

broad dimension of the rectangular 
waveguide. 

quality factor of the rod. 

radius of the dielectric rod. 

velocity of plane wave in free space. 

diameter of the dielectric rod. 

capacitance of the dielectric rod at 
zero bias. 

capacitance of the dielectric rod at 
V volt/cm. 

amplitude of the capacitance variation 
from Co caused by applied electric 
field. 

effective capacitance of the resonant 
cavity at the signal, idler, and pump 
frequencies. 

change in Cp required to reduce 
response to half power point. 

frequency. 

signal, idler and pump frequencies. 

total frequency difference between half 
power points for cavity containing 
dielectric rod at zero bias. 

change in resonant frequency when bias 
is applied to the dielectric rod. 

J0(0)  

0.1,(0). 

functions defined in Appendix 7.3. 

negative conductance. 

total conductance at signal frequency, 
without pump. 
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G2 

h, ro 

conductance of idler circuit. 

height, radius of circular resonant 
cavity. 

1 length of waveguide. 

pump power. 

the Q of the cavity containing dielectric 
rod with some loss. 

the Q of the cavity containing a loss 
free dielectric rod of the same per-
mittivity. 

equivalent series resistance of the 
dielectric rod. 

a complicated function defined in 
Section 7.2. 

S voltage standing wave ratio. 

energy stored in resonant cavity. 

— X., Xb shunt and series reactances of the 
equivalent circuit of the dielectric rod. 

Y admittance. 

Y, characteristic admittance of the wave-
guide. 

Z, 1/ Y,. 

flo, f3 phase constant of plane wave propa-
gating in free space or dielectric. 

/3, phase constant in waveguide. 

tan (5 loss factor in the dielectric. 

skin depth. 

e, permittivity of free space. 

e = e[e—jeu] complex permittivity of dielectric. 

,1 (:), Al wavelength of plane wave in free space 
and dielectric. 

wavelength in waveguide. 

Âo r" 

the electrical length of transmission 
line (Sect. 7.2). 

7.2. Normalized Reactance of a Dielectric Rod 

A cylindrical loss-free dielectric rod of diameter d, 
placed in the centre of a rectangular waveguide of 
width a, propagating the H01 mode can, if dia < 0.1, 
be represented by the equivalent circuit shown in 
Fig. I. The normalized reactance of such a rod is 
given in the `Waveguide Handbook'.' 

_  X, Xb 

Zo 2Zo 

a [J,(0) 1 Œ2-74 ] 

J0(a) 0.1`,(a)J1(0)-014(0).11(«) So + 

(5) 

Q" 
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and 
c) 2 

Xb 

Z, a2J1(0) 1  ......(6) 
2 

J1(ci) cdo(a)J1(9)-00(0)Ji(ot) 
where 

and 
( 4a\ 

so = lo — —2 + 
nd 

ge ) 

• • [ \/ 2 (2a)2 n 
n — 

(7) 

+ 2E 1] co  1  
n= 3, 5, 7 . 

Assuming that these formulae remain valid for 
high permittivity materials, a general idea of the 
effect of the dielectric rod can be obtained. If dla is 
not greater than about 0.1 the series reactance is 
small and so far as this analysis is concerned the 
rod can be represented simply by a shunt reactance. 
Then, 

X. a pao)  1  
Zo = Ç lio(cc) 04(4 1(0) — ŒJ 0(9)J1(Œ) fi(a) S° + 

 (8) 
If d = 0.2 cm, a = 2.286 cm and f = 9375 MHz, 
a 0.2 and S, = 0.667, these values being indepen-
dent of the relative permittivity of the rod. For 
these values J0(œ) 1 and J1(a) .2.: 0.1 and the 
negative term in the denominator of eqn. (8) is 
negligible compared to the positive term except 
when J1(0) approaches zero. Equation (8), then, 
reduces to: 

X. a r  Joe e 

L0.11(0) 
Let, 

40)  
OW) — f(0) say. 

The ferroelectric rod is going to be the variable 
reactance in a resonant cavity and the simplest 
equivalent circuit for this is shown in Fig. 1(c). This 
holds provided 1 is approximately a quarter of a 
wavelength since the effect of the small series react-
ances can then be neglected. 

The condition for resonance is simply: 

(9) 

1 2  
— 

—jX„ jZ, tan fil 

and writing fil = VI, and substituting for X„ from 
eqn. (9) gives: 

a [w  J0(0) 
tan qt = (0) S,  (10) 
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4 

3 

2 

-3 

e 

oTZ' 

//  

7 9 10 

1 

1 

The average permittivity of the ferroelectric rod is 
determined by the applied bias voltage. Under some 
given bias condition the diameter of the rod can be 
chosen to make the change in the resonant frequency 
of the circuit a maximum for any given change in 
the permittivity. The relation between co and 0 can 
be derived graphically from eqn. (10) as is indicated 
in Fig. 8. However, if we assume that So is constant 
it is straightforward to show that: 

_cosêcr.) f a 2 , {, 

and eliminating the cos2 t/í from eqn. (10) leads to: 

c5a) 50 a 

0 2n1 

1 + (J0(0)\2,,(0)) 

1 + (a )2 P e  S 
We)  ]21 

giving the fractional change in the resonant frequency 
caused by a fractional change in either the diameter 
of the rod, or of its relative permittivity. Figure 9 

shows a plot of (5—)/(5—°) vs 0 which shows that 
co 0 

the smallest optimum value of 0 is about 1.0. The 
subsequent optimum values, which are the roots of 
.1,(0) = 0, i.e. 3.83, 7.01, etc., are associated with a 
very large change in the resonant frequency of the 
cavity and it is interesting to discuss the physical 
reason for this. These optimum values of 0 correspond 
to the rod having infinite reactance, i.e. no shunting 
effect across the waveguide. Any departure from this 
critical value introduces significant reactance across 

30 

Fig. 8. Graphical determination of co (or vi) as a 
function of O (eqn. 10). 

a 
2, [f(0) — So] vs O 

  tan y/ vs vi 

100 

50 

to 

(e ) a e 5.0 

1.0 

0.5 

0.1  
o 2 3 4 

e 

oco/b0) 2n/ 
Fig. 9. (—co —0 —a ys O. 

the waveguide, and the larger the diameter, for 
example, the more rapid will be its detuning effect. 
For the polycrystalline barium titanatet available for 
the initial experiments the optimum rod diameters 
are 0.014 cm, 0.055 cm, 0.101 cm, etc. 

The situation is changed considerably when the loss 

t See footnote to Section 2.1.2. 
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in the rod is taken into account. For a material 
with a complex relative permittivity er = 
eqn. (7) becomes: 

nd   nd r— . e'; 
e' e' r t er 

The ratio e,."/e; = tan i5 and assuming this is small 
we can write: 

O' = nd Niè (1* .-!;) —  (12) 
r  

Writing O' = O e-io we have for small values of 0: 

O' = 0[1— j(b]  (13) 

whence 0 = + tan ô. 

The normalized reactance of the rod is now given by: 

— Re [ a r j?(61e)_ — — 
Zo 2,11 Lo(1 ---J0)J1(0 e Jo) 

and this leads to the condition for resonance: 

tan 0 = 2 Re [ a r  Jo(oe"  
229 [0(1 — j0)Ji(0 C.») S °] 

This is much more easily dealt with graphically. The 
right-hand side of eqn. (15) has been plotted in 
Fig. 10 for 0 = 5° corresponding to tan ô = 0.175. 
(This choice for 0 was determined by the tables' 
available.) 

By comparing the loss free case of Figs. 8 and 9 
with the lossy case of Fig. 10 it is clear that to obtain 

Fig. 10. Graphical determination of to, (or w) as a 
function O allowing for loss (eqn. 11). 

a Joe e-le)  
4 Re [0(1 — WO e-Je) Sol vs 0 

  tan ty vs tit 
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2.0 

a large change in the reactance for a small change 
in the dielectric constant, the diameter of the speci-
men should be lower than the corresponding first 
resonance value of O. This shows that the optimum 
diameter of the rod, for the material under consi-
deration, needs to be below 0.5 mm. 

7.3. Relative Permittivity of Composition Rods 

For the E010 mode" the real part of the relative 
permittivity is given by: 

Yo(fto ro) YI(/30 b)  

al 3 b) • Mlio  JaPo ro) Ji(Po  8' = • 
r PO J1(fl1 I)) • J0(f30 b) Y0(J30 r0) Y0(130b) 

J0(fl0 ro) Jo(fio 
. . .(16) 

where 

(14) 2n 27r 
fio = ¡To, /31 = —21 = 

10 is the free-space wavelength corresponding to 
the resonant frequency of the cavity loaded with the 
specimen and, 

ro = radius of the cavity 

b = radius of the specimen 

Equation (16) is an exact relation for a loss-free 
system, but is not in a convenient form for the 
calculation of e. Substitution of the value of 
= /31/4 in eqn. (16) gives: 

Y0( 30 ro) Yifflo  

filMlitb) PoJi(îob) Jaflo ro) JO° b)  

b) I 000 10 MAI ro) Yo( 3o b) 

Jaflo ro) Jaflo 

 (17) 

060 056 

1 
225 

0.64 0.68 

1  
3.25 425 

A 

0.72 

5.25 

Fig. 11. Graphical determination of e; from 
resonant frequency (eqn. 18). 

0.76 

I 
6 25 
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31 



S. N. DAS and K. W. H. FOULDS 

Let eqn. ( 17) be rewritten in the following simplified 
form: 

Pi W I) = fio fo(13o)  (18) 

In Fig. 11, /30 f0(/30) and /3, W I) are plotted against 
/30 and /3, respectively. The values of /30 f0(fi0) 
corresponding to the measured Ao is then read off 
Fig. 11. This determines directly /3, f,(13,), the value 
of /4 is then read off, and the value of e; calculated. 

An approximate value of the loss-factor of a very 
thin specimen is given" by: 

tan (5 — 0.269 rî, rl 1 1  (19) 
b2 

where Q is the quality factor of the cavity with the 
lossy sample and Q' that of the same cavity loaded 
with a loss-free dielectric of the same permittivity. 

The measured Q (1750) of the empty cavity was 
much lower than the theoretical value (5500). The 
method used by Horner was therefore used for 
calculating the loss factor of the specimens. The 
theoretical loss factor of a cylindrical cavity is 
given 17 by: 

1 ro h  
Q' = ro + h A•  (20) 

where h is the height of the cavity and z1 is the depth 
of current penetration in the walls of the cavity at 
the resonant frequency. From the measured value 
of Q' of the empty cavity, an effective value of LI was 
computed. The value of the quality factor at any 
other frequency was calculated by using this value 
of z1 after taking into account the fact that the skin 
depth is a function of frequency. 

7.4. Estimated Value of Af'/Af Necessary for Large 
Gain 

For large gain, the negative conductance presented 
to the signal circuit is equal to its conductance Gn . 
Then2 3 

GT1 — 4G2 
(al a)2C  (21) 

Let Cp be the capacitance of the cavity at the pump 
frequency f3 and let AC be the capacitance swing 
for the half-power points. 

Then, 

,\/ C3 Qp /G2 G -1 
AC Cp tolco2 

where Qp is the Q of the cavity at the pump frequency. 

 (22) 

It is not an easy task to derive a simple expression 
for the capacitance of a cavity. This has been treated 
by Beringer.24 He considers the equivalent circuit 
of a lossless, unperturbed cavity to be a L—C circuit. 
From a calculation of the electric and magnetic 
energies of the system, he derives the following 
expressions for the equivalent capacitance C. and 
inductance L. of the cavity, 

(23) 

and 
L.= plc,!V  (24) 

where V = volume of the cavity 
/— and k. = coiv pa.  (25) 

The cavity has a number of normal modes which 
are the periodic solutions of Maxwell's equations. 
Each of the modes is characterized by a resonant 
angular frequency co.. The expressions for L. and C. 
are consistent in so far as: 

oe,L.C.= 1  (26) 

Let f3 : f2 : f, be equal to 3 : 2: 1. Substitution of 
(26) in (25) results in: 

Cp = w4TN/Ci C2  (27) 

where C, and C2 are the capacitance of the cavity 
at the signal and idler frequencies respectively. 
Substituting this value of Cp from eqn. (27) in 
eqn. (22), 

C3 
AC = 20.25 P(22 

or 

Af ' 
= 20.25 ,   (29) 

Af N/Qi Q2 

where Q, and Q2 are the quality factors of the cavity 
at the signal and idler frequencies respectively. 
Consider a case when: 

Qp N/Q1 Q2 
then 

Af' 
—Af = 20.25  (30) 

Equation (30) gives the value of Af'/Af for very large 
gain approaching oscillation, but some gain is to be 
expected when the ratio of Af'/Af is lower than 20. 

(28) 

Manuscript first received by the Institution on 15th March 1965 
and in final form on 16th November 1965. (Paper No. 1054.) 

© The Institution of Electronic and Radio Engineers, 1966. 
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Summary: The metal-oxide-semiconductor transistor (Mon) offers the 
possibility of integrating large amounts of switching circuitry on a small 
area of semiconductor. Potential advantages stemming from this are low 
cost, reliable logic and storage arrays fabricated from active elements 
only in a relatively simple production process. 
The design of uni-channel and complementary MOST circuits, and the 

relationship between device parameters and circuit performance, are 
described in the first part of the paper. The second considers ways in 
which storage arrays might be assembled, with particular reference to 
the problems of inter- and intra-connection of circuit elements. 

Practical results for circuits using discrete devices are given. It is prob-
able that integration would produce at least a doubling of the speeds 
obtained and a much lower power consumption. 

1. Introduction 

It is commonly accepted that monolithic integration 
of a circuit enhances its reliability to the point where 
interconnection between semiconductor chips becomes 
the limiting factor. Increasing the number of logic 
elements carried by a single chip would, therefore, 
appear to offer a further improvement in reliability 
for a given system size, since the number of inter-
connections would be reduced. However, the yield 
of a semiconductor manufacturing process falls 
rapidly when the area of a chip exceeds a certain 
value and hence an economic balance must be struck 
between chip yield and system reliability. 

Metal - oxide - semiconductor transistors (mosT's) 
allow a particularly high packing density to be 
achieved, since there is no need to provide isolation 
regions between individual devices of like conduction 
type (p-channel or n-channel) as there is with bipolar 
transistors. Logic circuits using MOSTS' are simple, 
being made entirely from active elements. Resistors 
and capacitors, which are generally extravagant in 
semiconductor area, are unnecessary. Integrated 
arrays of a single conduction type (p-channel) are 
already available and allow the very highest packing 
densities, offering relatively slow (maximum p.r.f. 
1-5 MHz), complex sub-system modules, potentially 

very cheap in terms of cost per logic function. How-
ever, these 'uni-channel' circuits consume power in 
the quiescent state and the dissipation density in the 
bulk semiconductor may set limits to the achievable 
reliability or speed or both. Circuits consuming 
negligible power in the quiescent state and offering 
favourable speed performance (between uni-channel 
and bipolar transistor values) are feasible using 
complementary MOST'S. During a transition the dissi-
pation per logic gate rises from its quiescent value of 
less than one microwatt by several orders of magnitude, 
but in a system where the average circuit activity is 
low the mean power density will still be reasonable. 
A common example of such a system is a computer 
store. 

This paper considers various circuit and system 
criteria for the exploitation of the MOST in high 
density logic and storage arrays. It is divided into 
two parts. The first considers the design of individual 
uni-channel and complementary logic circuits. The 
second deals with the possible application of comple-
mentary circuits in storage systems. The use of uni-
channel circuits in storage is not considered although 
there is no reason why they should not be used in 
systems where the limited speed and higher power 
dissipation can be tolerated. 

Part 1—BASIC 'MOST' CIRCUIT DESIGN 

2. MOST Characteristics 

The construction and theory of operation of the 
MOST have been described in detail elsewhere and this 
will not be repeated here." However, as an indica-
tion of the orders of magnitude to be expected, 

t Royal Radar Establishment, Great Malvern, Worcestershire. 

Figs. 1 and 2 show typical characteristics of the 
VX 6505 n-channel MOST. This has a source-drain 
spacing of 8 gm, a channel width of 1250 gm and input 
and output capacitances of 3-4 pF. The VX 6504 
p-channel MOST uses the same geometry, but conducts 
about one-third of the current at the same electrode 
voltages, due to the lower mobility of holes. Although 
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Fig. 1. MOST output characteristics. 
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Fig. 2. MOST transfer characteristics. 

the threshold voltage (also called pinch-off or starting 
voltage) is in theory the gate voltage at which drain 
current just commences to flow, the departure from 
a true square law characteristic at low drain currents 
(Fig. 2) makes this point difficult to determine, and 
the threshold voltage has been arbitrarily defined at 
a drain current of 20 µA. Its value is typically in the 
range 1.5-2.5 volts for both types. 

3. Simple Logic Circuits 

Figure 3 shows the simplest type of MOST logic 
circuit, directly analogous to direct-coupled transistor 
logic (d.c.t.1.) as used with bipolar transistors. The 
circuits are drawn for positive logic, i.e. + V volts 
represents a ' I', and a voltage near earth represents 
a '0'. In the circuit of Fig. 3(a), if either input A or B 
(or both) is a ' 1' (i.e. at + V volts), a MOST will be on, 
and the output voltage will be low, representing a '0'. 
Only if both inputs are '0' will the output be a ' 1'. 
This is the NOR logical function. As MOST'S do not 
bottom to as low a voltage as bipolar transistors, 
the '0' output voltage may be several volts. To 
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ensure that logic stages can be cascaded with no 
degradation of the logic levels, a MOST driven by a '0' 
should be non-conducting, so that its drain voltage 
can rise fully to + V volts. That is, the '0' output 
voltage must be less than the MOST threshold voltage. 
This sets a lower limit to the value of the load resis-
tor RL. (This design criterion is in fact rather con-
servative, but has the merit of simplicity and gives some 
allowance for circuit tolerances.) For example, the 
transistor shown in Fig. 1 has a threshold voltage of 
2.3 V, and a suitable minimum value of load resistor 
would be 2 kg giving a '0' output voltage of 2.1 V. 

Figure 3(b) shows a NAND gate. Only if A and B 
are ' 1' will the output be a '0'. Since the MOST'S are 
in series, their 'on' resistances add, and the value of 
the load resistor must be higher than for the NOR 
gate. 

The ability to connect MOST'S in series or parallel 
can be used to perform more complex logical functions 
in a single stage, a simple example being shown in 
Fig. 3(c). This is the main reason why MOST logic 
circuits are more economical in components and 
area than those based on bipolar transistors, which 
are difficult to use in series in d.c.t.l. circuits because of 
the relative values of the base and collector saturation 
voltages at high temperatures and which require separ-

Fig. 3. Simple MOST. logic circuits. 
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ate isolation regions for each series transistor. Further 
advantages of these simple MOST logic circuits are 
the high noise immunity, due to the high threshold 
voltage of the MOST, and a very high fan-out (limited 
only by reduction of speed) due to the virtually 
infinite input resistance. 

4. Use of MOST as Load Resistor 

The circuits shown in Fig. 3 use resistors as drain 
loads but, as stated previously, resistors take up a 
great deal of silicon area, particularly in the large 
values of 10-100 kl/ which would be required with 
small-geometry MOST'S. To avoid this problem, the 
resistor may be replaced by a MOST with fixed gate 
voltage as shown in Fig. 4.3 To ensure a sufficiently 
low '0' output voltage, the load MOST must be of smaller 
size than the other MOST'S in the circuit, and a con-
siderable silicon area is therefore saved. However, 
with this technique the load resistance is non-linear, 
since as the output voltage rises, the gate-source 
voltage of the load MOST is reduced, increasing its 
resistance. The effect is made worse by the action of 
the substrate, which is common to all MOST'S in the 
circuit and is normally connected to the most negative 
supply potential to prevent the source-substrate or 
drain-substrate diodes from becoming forward biased. 
Thus, as the output voltage rises, the substrate of the 
load MOST becomes more negative with respect to 
its source, which effectively increases its threshold 
voltage and hence further increases the load resistance. 
In particular, if the gate of the load MOST is connected 
to its drain, as is most convenient (i.e. V1 = V2 in 
Fig. 4), then the load resistance will become virtually 
infinite when the output voltage rises to (V1— Ve), 
where V is the effective threshold voltage of the load 
MOST. Thus, the ' 1' output voltage is no longer equal 
to the supply voltage V1, but becomes critically depen-
dent on the parameters of the load MOST. Also, the 
transition from '0' to ' 1' becomes much slower, due 
to the lower average current available. It is much 
better to connect the gate of the load MOST to a higher 
potential + V2 such that it remains 'on' for all output 
voltages, and the ' 1' output is then + V, as before. 
The separate supply also provides the facility of 
setting the load resistance to suit the particular 
application. The additional intraconnection is a 
nuisance in an integrated circuit, but since it carries 
negligible current a narrow diffused connection can 
be used without metallization. 

5. Speed and Power Considerations 

The mutual conductance of a MOST is constant up to 
frequencies of several hundred MHz, so circuit 
switching speed is limited in practice by the device 
and wiring capacitances and the current available 
to charge and discharge them. Since the load MOST 
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Fig. 4. MOST as load resistor. 

must have a higher 'on' resistance than the switching 
MOST'S, the output transition from '0' to * 1' is always 
slower than the ' 1' to '0' transition, by a factor of 
about 3 to 10 for step inputs. Because of the large 
voltage swings necessary and the limited cufrent 
which can be turned on, MOST logic circuits are rather 
slow, the '0' to ' 1' transition typically being in the 
range 0.1 to 0.5 µs. For minimum switching times, 
the load MOST should conduct as high a current as 
possible (consistent with a sufficiently low '0' output 
voltage), but this also results in the highest power 
dissipation. For example, using MOST'S as in Fig. 1 
with a 10V supply and a '0' output voltage of 2 V would 
give an 'on' dissipation of 40 mW, i.e. 20 mW mean. 
A three-input gate using this size of transistor could 
easily be made in an area 0.02 in x 0.02 in 
(0.5 mm2), giving a mean power density on the slice of 
over 20 W/in2 (3W/cm2). This is much too high to be 
dealt with economically, but can only be reduced by 
sacrificing speed or packing density. 

Summarizing, these simple MOST logic circuits have 
the advantages of simplicity and economy, using 
MOST'S and no other components, and they require 
only one diffusion and few other processes in their 
manufacture, leading to high yields and consequent 
low cost. However, they have an inherently low 
switching speed, and cannot always take full advan-
tage of their potentially high packing density due to 
power dissipation problems. 

6. Complementary MOST Logic Circuits 

A general technique for reducing the quiescent 
power dissipation in a switching circuit without 
sacrificing speed is to use complementary types of 
active device.4 The basic principle is illustrated in 
Fig. 5, which shows a complementary logical inverter 
using MOST'S. If the input voltage is zero (logical '0'), 
the n-channel MOST is off, with a source-drain resis-
tance generally greater than 100 ma. The p-channel 
MOST has a voltage —V on its gate relative to its 
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source, and is therefore on, with a source drain 
resistance typically less than 1 kn. Thus, the output 
voltage is virtually equal to + V (logical ' 1'). Simi-
larly, if the input voltage is + V el% the n-channel 
MOST is on, and the p-channel MOST off, giving an 
output of zero volts ('0'). 

This circuit technique has many advantages over 
that using a single polarity of MOST. The two logic 
levels are virtually equal to the supply voltages, 
and are independent of the precise characteristics of 
the MOST'S. The quiescent power consumption is 
negligible (typically less than 1 µW), since one or 
other MOST is always off, yet the circuit can switch 
rapidly in both directions, since the output capacitance 
can charge and discharge via the low resistance of 
the `on' MOST. The only energy dissipated is that 
necessary to change the state of the circuit, and the 
power consumption is therefore proportional to the 
mean switching frequency. The technique therefore 
gives the greatest power saving in those applications 
where any one logical element is quiescent for a 
large proportion of the time, and yet is required to 
switch rapidly when the occasion arises. This is 
typical of most digital applications, and particularly 
of a store. 

7. Performance of Inverter 

Since the inverter forms the basis of all comple-
mentary MOST logic circuits, it is worth looking at its 
performance more closely. The graph in Fig. 6 shows 
its static transfer characteristic. The solid lines are 
calculated for idealized identical p- and n-channel 
MOST'S, for two values of threshold voltage, and the 

Fig. 6. Inverter static characteristics. 

dashed curve is a measured characteristic for a 
pair of VX 6504/6505 MOST'S. It is slightly displaced 
because the p-channel MOST had a lower threshold 
voltage, and the central region is not vertical because 
practical MOST'S do not have an infinite output 
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resistance in the saturation region. The graphs 
show that a large change of input voltage is necessary 
to give any significant change in output voltage, 
indicating a high noise immunity, and this is aided 
by the fact that all circuit nodes are low impedance 
points due to the p- or n-channel MOST'S being 'on'. 

The dynamic behaviour of an inverting logic 
element may be investigated by connecting an odd 
number in cascade to form a ring oscillator. By 
measuring the frequency of oscillation and the total 
power consumption, the mean propagation delay 
per stage and the energy dissipated per transition may 
be calculated. Figure 7 shows the performance of 
five complementary inverters in a ring (using individual 
devices), measured as a function of supply voltage. 
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Fig. 7. Inverter dynamic characteristics. 

Because the MOST iS a square-law device, the circuit 
speed increases with increased supply voltage, and 
for MOST'S with zero threshold voltage, all switching 
and delay times should be inversely proportional to 
the supply voltage. The non-zero threshold voltages 
and variation from a square law at low drain currents 
of practical MOST'S cause a departure from this 
behaviour, particularly at low supply voltages. 

The energy dissipated per stage for each change of 
state should be that necessary to change the charge 
on the output node capacitance, i.e. ¡CV', where C 
is the node capacitance and V the supply voltage. 
The energy is in fact greater than this due to both 
p- and n-channel MOST'S being on simultaneously for 
a short time during the switching transient, but com-
puter calculations and experimental results both show 
that this excess energy is usually negligible. Neglecting 
excess energy, the results in Fig. 7 indicate a node 
capacitance of 22 pF, which agrees closely with the 
estimated value. 

The choice of supply voltage for complementary 
MOST circuits is a compromise between speed and 
power dissipation. A suitable value for most applica-
tions is 10 V which, for the inverter, gives a mean 
propagation delay of 35 ns and a power dissipation 
of 1.1 mW per MHz. 
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Fig. 8. Complementary 'NAND' 
gate. 
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Fig. 9. Dynamic performance of 'NAND' gate. 

8. Complementary Gate Circuits 

Figure 8 shows how the complementary technique 
is applied to a two-input NAND gate (compare 
Fig. 3(b)). If inputs A and B are ' 1', both n-channel 
MOST'S are on, and both p-channel MOST'S off, and the 
output is at 0 volts ('0'). In all other cases, at least one 
n-mosT is off, and one p-mosT on, and the output 
is a ' 1'. The dynamic performance of this circuit is 
shown in Fig. 9, for a fan-out of three simulated by 
added capacitance (again measured using individual 
devices in a five-stage ring). The shape of the curves 
is similar to those for the inverter, but the delay time 
and energy per transition is approximately doubled 
due to the increased fan-in and fan-out. For example, 
at a supply voltage of 10 V the mean propagation delay 
is 70 ns and the power dissipation 2.3 mW per MHz. 
These results were measured with one input of each 
gate connected to + V. When both inputs are driven 
simultaneously, the rising output edge is speeded 
up since both p-channel transistors turn on, and the 
mean propagation delay is therefore reduced.' 

In general, any logic function of the form (X)' can 
be performed in a single stage, where X is any Boolean 
expression, all of whose variables are available as 
input voltages. For positive logic, the n-channel 
MOST network is designed so that it is low impedance 
when X = 1 and high impedance when X = 0. The 
p-MOST network is then the dual of this. For example, 
Fig. 10 shows the gate which performs the function 
(A + BC)'. 

9. Complementary Bistable Circuits 

Digital systems require bistable elements of various 
types. The basic complementary MOST bistable 
element is produced by cross-coupling two inverter 
circuits and provides storage of a binary digit with 
negligible power dissipation. In practice, a means of 
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inserting information is required, and a set/reset 
bistable may be made by cross-coupling two two-
input NOR gates, using the free inputs to insert a '0' 
or ' 1' as required. For shift-register applications, a 
'clocked' bistable is needed, which can only accept 
an input in the presence of a clock pulse, and this 
may be made from two of the gates shown in Fig. 10. 
A complete shift register stage requires two of these 
bistables driven by anti-phase clock pulses, used in 
the 'master-slave' configuration such that one acts 
as the memory whilst the other is accepting informa-
tion. To avoid the need for two clock lines, or an 
additional inverter per stage, one bistable may be 
made the complement, or dual, of the other. One 
bistable then accepts information when the clock is 
at 0 volts, and the other when the clock is at + V volts, 
and a common clock line may be used. This circuit is 
shown in Fig. 12, with the outputs of the shift register 
stage connected back to its inputs so as to form a 

SOU 

Fig. 11. Plan view of MOST. 
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divide-by-two element. This circuit has been built 
using individual MOST'S, and with a 10 volts supply had 
a maximum counting rate of 2.2 MHz, and a power 
consumption of 11.6 mW per MHz. 

10. Optimum Circuit Design 

The switching speed of a complementary MOST 
circuit depends on the gain factors of the MOST'S 
(fl in Fig. 2), which should be as large as possible, 
and the total node capacitance (made up of MOST 
input and output capacitances and interconnection 
capacitance), which should be as small as possible. 
Thus a figure of merit can be used for individual 
MOST'S, given by /3/(C h,+ C„,), where Ch, is the gate-
substrate capacitance, and C„,,, the drain-substrate 
(depletion layer) capacitance. (The feedback capaci-
tance is generally low and can be neglected in switch-
ing circuits.) Individual MOST'S should be designed to 
maximize this figure of merit. Considering first the 
thickness of oxide beneath the gate, both fi and Ch, 
are inversely proportional to the thickness, but C„„, 
is independent. Hence the figure of merit rises slowly 
as the oxide thickness is reduced, the practical limit 
being set by yield and gate voltage breakdown. A 
typical value is 0.1-0.2 pm, although 0.05 pm has 
been used. 

Other dimensions of a MOST are defined in Fig. II. 
The input capacitance Ch, is proportional to the 
source-drain spacing d, the gain 13 is inversely pro-
portional to d, and Cc,„, is independent. Hence the 
figure of merit rises rapidly as d is reduced. The 
minimum value for dis presently set by manufacturing 
techniques (at 5-10 p.m), but ultimately will be limited 
by the required source-drain voltage rating. The 
diffusion width 'a' affects only Cc,„„ and should 
therefore be a minimum. Again, the limit is set by the 
techniques available, a typical value being 20-30 µm. 
In an integrated circuit, the node capacitance can 
often be reduced by making a diffusion common to 
several devices, so that the whole of its periphery is 
utilized. In particular, for MOST'S in series, if no 
connection is required to the common diffusion, the 
metallization can be omitted and the diffusion width 
reduced considerably, to 10 µm say. These techniques 
would probably make integrated circuits at least 
twice as fast as the same circuits using individual 
devices. 

Finally, the dimension b affects /3, Ch, and 
equally, and hence does not alter the figure of merit. 
However, a reduction of b will reduce the power 
dissipation per stage, due to the reduced capacitance, 
and will allow a higher packing density in an inte-
grated circuit. The limit is set by the effect of the 
residual capacitances, which will begin to affect the 

switching speed significantly when b falls below a 
certain value. For a logic element driving only other 
elements on the same slice, the intraconnection 
capacitance would be small, and b might be of the 
order of 100 pm. However, if the element has to drive 

Fig. 12. Binary counter. 

the capacitance of interconnections between slices, 
which may be much larger, b must be increased, 
perhaps to 1000 µm. 

The other parameter of the MOST which affects 
circuit performance is the threshold voltage which, 
for a given oxide thickness, is determined by the 
initial doping of the substrate and the precise manu-
facturing processes. For maximum speed, this 
should be as low as possible, and ideally should be 
zero. However, because of manufacturing tolerances, 
and the departure from a square law at low currents, 
this would result in an excessive quiescent power 
dissipation in many cases, and the average threshold 
voltage must be made rather higher. For example, 
the VX 6504/6505 specification calls for a drain 
current at 25°C of less than 0.1 µA for zero gate voltage, 
and greater than 20 µA for a gate voltage of 3 V. 
This results in a threshold voltage in the range 
1.0-3.0 V. 
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Part 2—STORAGE APPLICATIONS OF COMPLEMENTARY 'MOST' CIRCUITS 

The suitability of complementary MOST circuits for 
storage arrays has already been demonstrated. 
Possible ways in which a store might be organized 
will now be discussed. 

11. Parallel or Serial Storage ? 

As energy is dissipated only during transitions it is 
desirable to keep the number of transitions per unit 
transfer of information to a minimum. If information 
is handled in parallel form then each storage element 
involved in the transfer of a block of information will 
have to change only a sufficient number of times 
to transfer one bit. If the transfer is non-destructive 
the sending element need not change at all. If the 
transfer is non-reset-to-zero (of the receiving element) 
then the receiving element will change once or not 
at all, depending on whether the bit to be received 
differs or not from the bit already being stored. 
A single-phase non-destructive, non-reset-to-zero 
parallel system is the fastest transfer mechanism and 
involves the least transitions per unit transfer. How-
ever, such a system, if integrated in a large area 
array on a single slice, poses quite severe connection 
problems. On the slice itself a matrix of intercon-
nections, consisting of word, digit and selection lines, 
is needed. External connections to the slice will 
consist mainly of address and digit lines and there 
will be many of these if the storage word is long. 
The basic cause of the problem is that, in a parallel 
system, external access must somehow be provided 
to every storage element. As the yield and reliability 
of a system may eventually be governed by slice 
interconnections it may be preferable to employ a 
system which does not require complete access to 
every element, thus reducing interconnections between 
slices and, if possible, intraconnections on the indivi-
dual slices also. 

A serial system reduces the number of digit lines 
to, and on, the slice by the number of elements 
included in each serial word (or syllable). Clearly one 
penalty of this is considerable loss of speed. Another 
is the fact that to effect each transfer the individual 
elements in the serial block may have to change 
many times as the information propagates through, 
thus reducing the efficiency. Once again a compro-
mise has to be made, this time between speed, effi-
ciency and complexity of connection pattern. 

12. Delay Line Storage 

The simplest storage element using complementary 
MOST'S is shown in Fig. 13. The long time constant gate 
circuit of the inverter permits information to be 
stored for many hundreds of microseconds when Si 
is open whilst the state of the element can be read 
continuously, if so desired, without affecting the 
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state of the input. The storage time is limited by the 
leakage of SI, the above figure being readily obtain-
able using presently available devices. For storage 
over a longer period the information must be regen-
erated and this can be achieved either by making 
each element a closed loop, or by circulating the 
information in a delay line. Of these the latter can 
be (but not necessarily so) more economical in 
circuitry and connections. 

A section of a complementary MOST digital delay 
line is shown in Fig. 14(a). This is a two-phase 
system, each inverter element as shown in Fig. 13 

+ V 

p - CHANNEL MOST 

OUT 

n - CHANNEL MOST 

Fig. 13. MOST complementary temporary memory element. 
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Fig. 14. 

constituting a half-clock-period shift element. Figure 
14(b) shows the control waveforms for this simple 
system. The information is presented sequentially 
at the input of the extreme left-hand element (Sla) 
and is stepped along the line in a series of half delay 
steps concurrently with the pulses from clock A and 
clock B. When a complete block of information has 
been written into the line the clocks may cease until 
a read sequence occurs or a regeneration sequence 
becomes necessary. In either case the regeneration 
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(b) 

Fig. 15. Store organization. 

(a) Delay line store. 

(b) Alternative delay line store. 

switch (S3) will be closed for the period of the 
sequence. Regeneration occurs automatically during 
every read sequence and must be initiated separately 
if the period between successive read sequences 
approaches the memory time constant, otherwise the 
memory capacitors may discharge and the information 
in the line be lost. Presently available transistors have 
permitted clock rates up to 5 MHz with memory 
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time constants up to several milliseconds. On this 
basis a system of 20-digit lines having a cycle time 
of 5 microseconds and less than 1% of the storage 
time lost in regeneration seems quite feasible. It is 
anticipated that monolithic integration using similar 
transistors would result in an improvement in speed 
by a factor of about two (due to reduction of nodal 
capacitance) and there seems no reason why this 
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figure should not be increased quite considerably with 
further improvements in device technology. These 
could include optimization of device geometry, 
epitaxial deposition on insulating substrates and use 
of higher mobility semiconductor material in thin 
film structures. 

The ultimate aim in any high density system would 
be to pack a number of words of storage on a 
single slice of substrate. Using the delay line technique 
the external connections required would be: 

(a) Power supply lines. 

(b) Clock lines. 

(c) Regeneration control line(s). 

(d) Input and output lines. 

(e) Address lines. 

The interconnections within the delay lines them-
selves can be relatively simple as, generally, each 
element drives only its own immediate neighbour. 
Hence the metallization pattern would tend to lie all 
in one direction instead of forming a matrix, as in a 
parallel system. However, the usefulness of the system 
in straightforward storage applications rests upon a 
satisfactory solution to the addressing problem. 
Figures 15(a) and 15(b) show two of the many 
possible ways of organizing such a store. Figure 15(a) 
shows a system having the delay line inputs and out-
puts selected by means of binary trees. The clock and 
regeneration pulses are applied to all the words on 
the slice simultaneously which eliminates the necessity 
to address these waveforms also. There are, however, 
two attendant disadvantages: 

(a) The power dissipation is substantially higher 
as the whole slice is cycled when writing, reading 
or regenerating any single word. 

(b) When writing into any single word the selection 
circuits must inhibit the regeneration switch on 
the selected word only. 

Figure 15(b) shows an alternative system where 
inputs, outputs, clocks and regeneration are all 
addressed. This overcomes the disadvantages men-
tioned in the previous system but at the expense of 
more complicated selection circuits and the necessity 
for a separate 'slice regenerate' input which regenerates 
all the lines in parallel. The addressing in this case 
is done by a matrix which controls gates for the 
routing of the separate pulses. For a small system 
it is probable that the matrix will be faster, but 
require more MOST'S and a more complex intercon-
nection pattern, whilst the tree would only become 
competitive in speed if a very large number of words 
were available on each slice. This is because doubling 
the number of words on the slice calls for an increase 
of .%/2 in each coordinate of the matrix and would 
therefore produce a corresponding increase in selec-
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tion delay. With a tree doubling the size of the store 
implies that one more level has been added to the 
tree and each level produces approximately one unit 
of delay. The relative number of external address 
lines depends upon whether the ordinates for the 
matrix are decoded on the slice or externally. If the 
decoding is done on the slice there is no difference 
between the number of external inputs for the two 
selection methods. At present the coincident matrix 
seems to be preferable and it is not possible to foresee 
when the tree will become competitive, if ever. 

If the usefulness of this system for straightforward 
storage seems debatable it appears likely that in a 
'content addressed' store, or some other auto-corre-
lation system, it may have definite application. Here 
it may be necessary to cycle complete sections of store 
simultaneously which is just what is done in Fig. 15(a). 
The problem of inhibiting regeneration during 
writing, mentioned above, remains however. 

13. Shift Register Storage 

A simple modification to the basic delay line 
which converts each pair of half shift elements into 
a separate bistable element is shown in Fig. 16(a). 
If the staticizing switches (S4) are open the system is 
exactly as shown in Fig. 14 and, under these con-
ditions, control waveforms applied to the SI, S2 
and S3 switches are as for the digital delay line. 
After shifting in, or reading out, a block of informa-
tion the S2 and S4 switches are closed, the SI switches 
are opened and the system then becomes a series of 
isolated pairs of inverters connected to form bistable 
elements. This enables the information to be stored 
indefinitely without regeneration. 

( a) 

(a) Section of MOST shift register. 

Sla-n (CLOCK A) 
CLOSED 

OPEN 

=CLOSL: 
S2a-n (CLOCK B) OPEN 

CLOSED 
OPEN $3 

$4 a-n 

n PULSES 

- 

CLOSED' 
OPEN   

READ 
WRITE 

(b) 

(b) Control waveforms. 

Fig. 16. 
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The main advantage of this system over the digital 
delay line is that staticization of the stored pattern 
allows a practical system to work with much shorter 
memory time constants. This allows a much broader 
specification for the switches which may give con-
siderable increase in yield. Further benefits from the 
lack of need for regeneration are reduced power 
consumption and the elimination of the 'slice regen-
erate' input required in Fig. 15(b). Against this an 
extra `staticize' input, to every element, is required 
and this increases the interconnection problem. It 
is quite probable that this control waveform could 
be routed to all the elements on the slice without 
being addressed. 

14. MOST's as Switches 

As has been indicated in the foregoing sections, 
any practical system on the lines discussed in this 
paper must include switches which are compatible 
with the rest of the circuit. In the circuits so far 
considered a high open-circuit impedance is essential 
to prevent rapid discharge of the memory capacitors, 
and low closed-circuit impedance is desirable to 
enable the state of the memory to be changed rapidly, 
when required. Furthermore, the switches have to 
be truly bi-directional if the number of interconnec-
tions is to be minimized. 

An obvious choice of compatible switch device is 
the MOST, and in all practical work to date these 
have been used. Figures 17(a) and 17(b) show the 
conditions for a single MOST acting as a switch and 

+V 

CLOC K (a 

having gate control pulse excursions equal to the 
power supply. It will be seen from Fig. 17(b) that 
either switch electrode can act as the source—this 
is why both have arrows on them. 

n - CHANNEL SWITCH 

(a) 

• V p - CI-4 4N N EL SWITCH 

(a) Single MOST switch circuits. 

n - CHANNEL SWITCH 

INITIAL STATE A AT • V (DRAIN ) A AT 0 ( SOURCE) 

B AT + V B DRIFTS TO +V-VT B FALLS RAPIDLY 
TO 0 

BATO 8 RISES TO + V —VT B STAYS AT 0 

(b) 

(b) n-channel switch conditions. 

Fig. 17. 

VT = GATE 

THRESHOLD 

VOLTAGE 

Considering the n-channel switch in Fig. 17(a) it 
will be seen that as long as the point A is at 0 V the 
gate can be driven by a rectangular positive voltage 
pulse and the gate/source voltage will remain con-
stant for the duration of the pulse. Hence only the 
drain/source voltage can affect the channel current 
and it is possible to reduce the voltage across the 
switch to zero. 

CLOCK A 

CLOCK 8 (a 

(a) Digital delay line with complementary alternate switches. (a) Digital delay line with complementary alternate parallel 
switches. 

•V 

o 
(b) 

(b) Clock waveform. Note that p-channel switches are nor-
mally ON. 

Fig. 18. 
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(b) Clock waveforms. Note that S2 switches are normally ON. 

Fig. 19. 
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On the other hand, if the point B starts off at 0 V 
then the effect of applying a positive gate pulse is to 
cause the point B to source-follow the gate waveform. 
This degenerates the channel current and so reduces 
the rate of change of voltage at B. Eventually, when 
the gate/source voltage equals the gate threshold 
voltage (VT), the channel is cut off and the switch 
current is then limited to leakage. Practically, this 
means that, under these conditions, the point B will 
rise at an ever-decreasing rate towards a value VT 
below the gate pulse amplitude. Hence, if it is desired 
to use a single MOST as a fast switch, it is necessary 
to use gate pulses providing a considerable overdrive 
above the level of the power supply. This overdrive 
should never be less than VT, preferably much greater. 

Obviously, similar arguments apply to the p-channel 
switch with a reversal of all polarities. 

A further problem which arises with MOST switches 
is the d.c. potential of the substrate. Usually this is 
connected to the source for straightforward amplifier 
operation, and this is the case with the inverter 
transistors in the circuits so far discussed. Returning 
to Fig. 17(a), however, it will be seen that if the 
substrate is connected to point A then, if point A 
is positive, the substrate/source (= point B) diode will 
conduct and short circuit the switch. This can be 
overcome by connecting the switch substrate to a 
d.c. potential which ensures that this diode can never 
become forward biased. This potential will be 0 
for an n-channel and + V for a p-channel switch. 
However, when point B acts as the source it will 
tend to rise towards + V and reverse-bias the sub-
strate/source diode. This has a depletion effect on 
the channel analogous to an increase in VT —hence, 
increases the amount of overdrive required still 
further. 

An interesting possibility which arises is that of 
using a single square wave clock and causing the 
positive and negative regimes to operate n-channel 
and p-channel switches alternately in adjacent half-
shift elements. This is shown in Fig. 18. This saves 
one clock line per word but satisfactory operation can 
only be achieved if the gate pulse overdrive extends 
outside both power supply potentials. This may be 
inconvenient in some applications. 

All this has referred to a single transistor switch. 
Satisfactory switch operation can also be obtained 
using a complementary pair of transistors in parallel 
and driving the gates simultaneously with anti-phase 
pulses—which need no longer exceed the power 
supply in amplitude (Fig. 19). This, however, increases 
the interconnection problem. 

It is clear that the solution of the problem of 
transfer switches is of prime importance for the 
development of any viable system. 
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(a) Storage in bistable elements—switched cross-coupling 
system. 
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(b) Control waveforms. 

Fig. 20. 

15. Parallel Storage in Bistable Elements 

Where highest speed and/or minimum power 
dissipation are required it is necessary to use a 
parallel system. The shift register element previously 
discussed makes an element suitable for such a system 
but, in fact, is more complicated than is necessary as 
information only has to be transferred from one point 
in the system to another and does not have to propa-
gate along a line of elements. This dispenses with the 
need for a temporary memory and two phase clocks. 
Figure 20(a) shows a simple system which permits 
bidirectional transfer between two bistable elements. 
The elements are very similar to those in Fig. 16, the 
difference being that one switch in the cross-coupling 
is no longer necessary. The normal state of the 
system is with the S2 switches closed and Si open. 
The conditions for transferring information in the 
two possible directions are shown in the waveforms 
(Fig. 20(b)). The nodes connected to Si are low 
impedance as long as the S2 switches are closed. If 
Si is closed under these conditions, and the states of 
the two elements differ, it is not possible to say which 
element will set the other as Si is connecting together 
two nodes of comparable (fairly low) impedance. If, 
however, one of the S2 switches is opened prior to 
closing SI then Si will connect one node consisting 
only of the input gates of an inverter (in the element 
having S2 open) to another still having the low output 
impedance of an element with both cross couplings 
complete. This allows the element having S2 still 
closed to set the other unambiguously. 
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Fig. 21. 

A small section of a system utilizing this technique— 
which has been called the 'switched cross-coupling 
method'—is shown in Fig. 21(a). This includes one 
digit of one word of store, one digit of a common 
input/output register and address circuitry to perform 
coincident selection of one word of storage. The 
control waveforms are shown in Fig. 21(b) and make 
allowance for inversion in the address gates. 

The most serious disadvantage of this system over 
the serial ones previously discussed would appear 
to be the number of digit lines which have to be 
brought off the slice. Furthermore, access has to be 
available to each element in both coordinates which 
may make for complication of the interconnection 
pattern, although it is doubtful if this system 
is any worse in this respect than some of the 
more advanced variants of the serial systems. 
A limit is placed upon the number of digit selection 
transistors which can be connected onto a single 
digit line due to the total capacitance of the digit line 
which loads the output node of a selected element. 
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Eventually, this may draw such a large charging 
current that it may destroy the state of the sending 
element. This can be overcome either by further 
modifying the storage element, or by treeing the 
digits into the digit line, which gives a substantial 
reduction in capacitance. 

16. Practical Results 

Many of the systems discussed have been tried and 
a brief résumé of results may be of interest. All work 
has been done using discrete experimental type 
transistors type VX 6504 (p-channel) and VX 6505 
(n-channel). As previously mentioned it is antici-
pated that these figures can be improved quite 
substantially. 

Sections of complementary MOST digital delay 
line have been made operating from a + 10 V supply 
and using n-channel switches with + 12 V to + 20 V 
gate pulses. The line had a maximum frequency of 
about 5 MHz at + 20 V gate pulse amplitude. Power 
consumption is at a maximum when shifting a 
regular alternate pattern of O's and l's and worked 
out at approximately 3.5 mW/MHz. This is very 
close to the calculated value of fCV2 where C is the 
total half element nodal capacitance, including switch, 
and should be 30-40 pF per element. Failure at low 
frequencies, due to discharge of the memory capa-
citors, occurred from about 50Hz to 1 kHz, depending 
upon leakage in individual switch transistors. This 
failure is heralded by a sharp rise in power con-
sumption due to the fact that the memory partially 
discharges between clock pulses and conduction takes 
place through both transistors of an inverter. 

Similar results were obtained for a shift register, 
the main difference being that there was no lower 
limit of frequency. Power consumption, whilst 
shifting, was slightly higher than the delay line, due 
to the capacitance of the extra switch transistor. 

Transfer between two digits set up in the 'switched 
cross-coupling method' has been achieved in less than 
150 ns. A simulated store of up to 256 words of 24 
bits with tree address decoding and routing of digit 
input/output has been built. The delay through the 
trees was approximately 100 ns per level. On writing, 
the address digits and information can appear in 
parallel and propagate through the trees coinciden-
tally. On reading, the information from the selected 
element cannot start propagating through the output 
tree until the address tree is set up. Hence reading 
takes longer than writing, although the system could 
be organized to offset the effects of this. Write times 
for an 8-level (256 word) system were about 0.9 is 
and for read 1.1 µs. An interesting point about this 
system is that the delay is proportional to level and 
hence a further 10 levels-250 000 words—would only 
increase the delay by approximately 1 µs. It appears 
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that the organization of such a store might best be 
achieved by making each slice carry all elements 
for a given digit and use as many slices as there are 
digits in the word. Each slice would then have only 
one input, one output and address digits as active 
external connections. Packing densities at the moment 
approach 105 MOST'S per square inch so a 12-level store 
(4096 words) may be practicable some time in the 
future, but it would only be economic if it offered a 
speed/cost advantage over other systems. To achieve 
this it appears that an increase in speed of at least 
10 times is required coupled with a finished cost of 
id. or so per bit (£20 per slice of 4096 bits plus trees). 

For storage applications the writers consider that 
MOST'S will offer only scratchpad-sized memories 
(100-1000 words) for at least another decade. How-
ever, technological breakthroughs have a habit of 
startling even the most visionary and, eventually, 
the developments previously referred to ?nay offer 
some really cheap fabrication process. 

17. Conclusions 

MOST logic circuits have the general advantages of 
logical flexibility and economy, high noise immunity 
and large fan-out. Non-complementary circuits are 
extremely simple to manufacture, and hence cheap, 
but are extremely slow, perhaps two orders of magni-
tude slower than the best bipolar integrated circuits. 
Complementary circuits are about an order of 
magnitude faster, and have a lower power consump-
tion, particularly at low mean switching rates, which 
will allow full advantage to be taken of their small 
size to achieve a high packing density and hence 
increased system reliability. The technological 
difficulties of integrating p- and n-channel MOST'S on a 
common substrate have not yet been solved com-
pletely, although complementary integrated circuits 
have been made in the laboratory (e.g. Ref. 6). How-
ever, there is every indication that the major problems 
will be solved within the next year, and that the cost 
of complementary MOST logic circuits will compare 
favourably with that of bipolar integrated circuits. 

At present MOST'S in complementary circuits offer 
some speed advantage over ferrite cores in small 
storage arrays but cannot compete with bipolar 
transistors on speed. However, when the problems 
of monolithic integration of complementary devices 
are solved it may well be that they will be cheaper 

to fabricate than bipolar circuits, allow much higher 
packing densities, and be faster than the core. Even-
tually some type of insulated gate field effect device 
—such as the thin film transistor—may make very 
large, relatively slow (1-10 its) stores economic. 

What is quite clear is that the circuit designer has 
to re-orientate his thinking to take advantage of the 
new technologies being developed and also to bear 
in mind their inherent limitations. This paper has 
attempted to extrapolate from present experience to 
show what sort of design considerations must be 
borne in mind when exploiting these techniques. At 
present separate MOST'S are available and it is still 
possible to think in terms of circuits using discrete 
units. This, whilst being convenient, constitutes the 
danger to full exploitation. Techniques for over-
coming the fabrication problems are well under way. 
It is not unlikely that the computer systems of the 
early 1970's will have substantial sections in MOST 
monolithic integrated form, provided that an adequate 
appraisal of what is, and is not, feasible can be made 
in the near future. 
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The Use of Doppler Radar 

in Meteorological Research 

By 

P. G. F. CATON, M.A., Ph.D.t 

1. Introduction 

Presented at a meeting of the Radar and Navigational Aids Group 
meeting held in London on 17th November 1965. 

Summary: A 3-cm pulsed Doppler radar constructed at the Royal Radar 
Establishment is described and the use of this equipment to increase 
knowledge of atmospheric precipitation processes is explained. With the 
aerial pointing vertically in widespread rain it is possible to deduce the 
drop size distribution in the free atmosphere and to study its variation with 
height. In showers it is possible to derive height-time sections of both 
vertical air motion and maximum particle velocity; examples of these 
sections are shown and discussed. A new mobile Doppler radar designed 
for investigation of thunderstorms is briefly mentioned. Finally, the 
application of Doppler radar operating at low angles of elevation to the 
measurement of horizontal convergence and vertical velocity of the air 
during widespread rain is described and initial results shown. 

The Meteorological Office has maintained a radar 
research unit since 1947. For twelve years the unit was 
located at East Hill in Bedfordshire and used plan-
position and range-height radars primarily to study 
the physical structure of precipitation systems. Con-
siderable attention was also paid to the investigation 
of turbulence in cooperation with aircraft, and 
experience was gained which led later to the use of 
radar to aid short-period forecasting of precipitation 
through the filling of gaps in the synoptic reporting 
network. This period of research culminated in 1959 
with the observation of a severe hailstorm near 
Wokingham by several radars of different wavelength 
and beam characteristics grouped together at East Hill. 
From these observations Browning and Ludlam' 
inferred qualitatively the pattern of airflow within the 
storm which they suggested was characteristic of a 
certain type or phase of severe travelling storms. In 
the autumn of 1959 the Meteorological Office radar 
unit moved to the Royal Radar Establishment at 
Great Malvern to exploit new radar equipments which 
were available there. These were an 8.6 mm radar 
having a 16 ft diameter aerial giving an exceptional 
degree of resolution, and a 3.2 cm pulsed Doppler 
radar giving information of received power as func-
tions of range and radial velocity of the scattering 
particles. This paper is concerned with the meteoro-
logical use of the latter equipment and the approach is 
that of a research scientist seeking to increase our 
knowledge of atmospheric precipitation processes. 

t Meterological Office Research Unit, Royal Radar 
Establishment, Great Malvern, Worcestershire. 
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2. The Equipment 

The basic parameters of the radar 2 are: 

Frequency 

Pulse length 

Peak power 

Pulse repetition frequency 

Aerial beamwidth between 
half-power points 

Aerial gain (allowing for wave 
guide losses) 

Receiver noise factor 

9375 MHz 

0.8 ¡is 

10 kW 

2426 /s 

1.5 deg 

38 dB 

13.5 dB 

The Doppler frequency shift for meteorological targets 
is only an extremely small fraction of the transmitted 
frequency and it is convenient to infer this shift from 
the change from pulse to pulse in the phase of the 
returned signal. To measure this it is necessary to 
'remember' the phase with which the transmitted pulse 
starts. This is achieved by the `stalo-coho' method; a 
sample of the magnetron pulse, mixed with a very 
stable local oscillator to reduce it to if., is used to pull 
a coherent oscillator of this i.f. into phase. The 
returned signal is then compared with the phase of this 
coherent oscillator and detected in a phase-sensitive 
detector giving an output proportional to amplitude 
and phase. After a number of pulses the velocities 
present can be determined unambiguously within a 
range 19.4 m/s set by the wavelength 3.2 cm and the 
pulse repetition frequency 2426 per second. Velocities 
outside the range of 19.4 m/s 'fold-over' the edges and, 
in favourable circumstances, may be disentangled. A 
shift oscillator is available to alter the phase at which 
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the coherent oscillator starts, enabling zero target 
velocity to be set anywhere within the range and 
upward and downward velocities to be distinguished. 
The video signals from the phase sensitive detector are 
fed to a storage tube, successive traces being written 
below one another to form a frame of 80 lines, each 
line 80 its long. These signals are read off orthogonally 
in elements of width 1 its (corresponding to a range 
interval of 150 m) over the range 0-12 km. In this 
write-read process the signal frequencies are multiplied 
by 320 and now are within the range 0-388 kHz. 
After mixing with a frequency of 470 kHz the signals 
are fed into a bank of 20 filters each 20 kHz wide 
(corresponding to a velocity spread of 1 m/s) centred 
at 20 kHz intervals from 470 to 850 kHz. The outputs 
of the filters grid modulate a cathode-ray tube to give 
a range-velocity display, shown in Fig. 1. If intensity 
measurements are required these are obtained by r.f. 
attenuation in 3 dB steps, the value assigned corre-

Ht;'ght 

km 

6-

4-

2-

o-

12 10 8 6 4 

Downward 

2 0 2 " 4 

Upwa-d 

Fig. 1. Photograph of range-velocity display, looking vertically 
in widespread rain. Each row corresponds to a height interval 
of 150 m, each column to a velocity band of 1 m/s. The echo 
from scatterers in each height interval and velocity band is 
summed and presented as intensity modulation. This example 
shows, above height 3 km, ice crystals and snowflakes falling 
mainly at 1 and 2 m/s, and at lower heights raindrops falling 
mainly at 3 to 9 m/s. The disappearance of echo below 450 m 
is due to the receiver recovery time. The background represents 
noise and the strong signal in the zero velocity channel below 
1 km break-through of the transmitter pulse and static reflections 

from side-lobes. 

sponding to the attenuation inserted when the signal 
is just visible above the background noise. Since the 
'write' time on the storage tube is only 33 ms, Doppler 
frequencies less than a few times 30 Hz (0.5 m/s) are 
not well represented. However, these frequencies do 
not necessarily correspond to low target velocities, 
since the shift oscillator is usually set so that zero 
velocity is near the middle of the 19.4 m/s range. The 
photographic exposure time, about 3 seconds, involves 
the integration of 30 independent frequency analyses, 
and ensures that the results of the 'threshold' technique 
of intensity measurement are reproducible within the 
limit of the steps of the attenuation sequence (3 dB). 

3. Observations in Widespread Precipitation 

If the aerial is pointed vertically upwards, the 
observed fall velocities are those of the particles 
through still air plus any vertical velocity of the air 
itself. In widespread 'steady' rain the vertical motion 
of the air, thought to be in an upward direction at 
speeds between 5 and 20 cm/s, may usually be 
neglected in comparison with the fall velocity of the 
precipitation particles. This velocity lies between 0.5 
and 2.0 m/s for ice crystals and snowflakes, and 
between 1.0 and 9.0 m/s for drizzle and rain drops. 
In the case of rain there is a well-defined relation 
between fall velocity in still air and drop diameter (this 
relation depends on air density and viscosity, and thus 
varies with height and temperature); thus the velocity 
channels of the Doppler display correspond to 
identifiable bands of drop diameter. Drop size 
distributions may be derived from intensity measure-
ments in each velocity channel and the relation: 

echo intensity cc E NpeD D6, 

where ND is the concentration of drops per unit 
volume and per unit interval of diameter D. 

The median drop size distributions observed at 
height 750 m in rains of intensity between 0.1 and 
5.6 mm/h are shown in Fig. 2, and the variability 
within four of the major categories is indicated 
in Fig. 3. The variation of size distribution with 
height gives information on precipitation processes. 
Thus we find that below the melting level in widespread 
rain there is relatively little change in drop size dis-
tribution; growth of raindrops by the accretion of 
cloud droplets cannot generally be detected, implying 
that the water content of the clouds is very low (this 
conclusion almost certainly does not apply in hilly 
regions); evaporation of the raindrops below cloud 
base is also negligible. However, there is evidence of 
raindrop coalescence, the larger faster-falling drops 
catching up and coalescing with the smaller slower-
falling drops, leading to an increased concentration of 
large drops and a decreased concentration of small 
drops towards the ground. Eventually the drop size 
distribution may depart considerably from the well-
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Fig. 2. Median drop size distributions at 750 m in widespread 
rain. The full lines A to F represent the medians of observed 
drop concentrations corresponding to rainfall rates R < 0.15, 
0.15-0.5, 0.5-1.0, 1.0-2.0, 2.0-4.0 and > 4-0 mm/h. The 
distributions are normalized to R, 0.1, 0.35, 0-7, 1.4, 2.8 and 
5.6 mm/h respectively. The dotted lines A' to F' show the corre-
sponding Marshall and Palmer exponential distributions. (From 

Ref. 3.) 

known Marshall and Palmer exponential law,' 
ND = No e -0), with A a function of rainfall rate, and 
may show a peak concentration of drops at diameter 
0.75-1.00 mm. (See Fig. 2, rainfall rates > 0.5 nun/h.) 

A comparable study of processes in the snow region 
presents much greater difficulties. There are a variety 
of crystal forms with different fall velocity-size 
relationships. In general the fall velocity increases only 
slowly with considerable increase in particle size, and 
with echo intensity proportional to the sixth power of 
the melted diameter and complications due to shape, 
size relative to the radar wavelength and riming of the 
flakes, it is apparent that velocity channels 1 m/s wide 
are quite unsuitable. There is provision for writing 
the information from 80 alternate pulses on the storage 
tube, thus doubling the multiplying factor between 
'read' and 'write' and converting the channel widths to 
-4 (or even *) m/s. Even so, further difficulties intrude. 
The spectrum of velocities is broadened by atmos-
pheric turbulence and by a component of the hori-
zontal wind at the edges of a finite beam; for example 
a wind of 20 m/s will cause a velocity spread of 
+ 0.25 m/s with the present aerial beam. These latter 
difficulties do not appreciably affect the root mean 
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square Doppler frequency and, possibly, some 
information might be extracted from this parameter 
if it was measured with sufficient accuracy. 

There remains the 'melting band', the region of 
enhanced echo some 200 m in depth just below the 
0°C isotherm, caused by the melting of snowflakes and 
their break-up and acceleration during transition to 
rain. A radar is a rather blunt instrument with which 
to examine this band, since a single sample involving a 
time gate of 1.0 ps and a pulse duration of 0.8 Its 
implies that echo from a zone 270 m deep is super-
imposed. Nevertheless Lhermitte and Atlas,' using 
profiles of root mean square Doppler frequency and 
total reflectivity, have concluded that in a rain of rate 
0.8 mm/h there was substantial aggregation of snow-
flakes as well as wetting in the upper portion of the 
band, followed by break-up of each large wet aggre-
gate snowflake into 4-6 raindrops in the lower portion. 
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Fig. 3. Variability of drop size distributions at 750 m in wide-
spread rain. The curves show, for four rainfall categories, the 
range within which approximately 90% of the drop concentra-
tions lie. (From Ref. 3.) 

4. Observations in Showers 

When the aerial is pointed vertically in showers, the 
observed velocities are the sum of the downward 
velocities of the particles through the air and the 
upward or downward component of air motion 
(Fig. 4). It is possible to separate these two velocities 
by making an assumption concerning the fall speed 
through the air of the slowest falling particles. At 
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heights where the temperature is below 0°C it seems 
likely that there are present sufficient ice crystals or 
supercooled water droplets falling at 0.5-1.0 m/s to 
give a radar echo. In regions of moderate or heavy 
rain, it is thought (by analogy with observations in 
widespread rain) that the concentration of small drops 
may be much reduced by the process of coalescence so 
that the minimum velocity detectable is about 1.5-
2.0 m/s. Thus displacements of the minimum velocity 
from the 1 or 2 m/s channels respectively indicate the 
presence of vertical air motion. By repeated observa-
tions as the shower passes over the radar, a height-
time section of vertical air motion may be obtained, 
subject to the validity of the above assumptions. 

K Ft 

30 

20 

10 

-10 -8 -6 -4 -2 0 
DOWN 

2 4 6 
UP 

Fig. 4. Photograph of range-velocity display, looking vertically 
in a shower. The zig-zag pattern is due to the observed velocity 
being the sum of the downward velocity of the particles through 
the air and the upward or downward component of air motion. 
The weak mirror-image signal on the left side of the photograph 

is a harmonic component and should be disregarded. 

Turbulence and variation of the draught air velocity 
within the pulse volume and the spectrum broadening 
effect of the horizontal wind lead to an overestimation of 
up-draughts and an underestimation of down-draughts, 
but these effects do not appear to be serious except in 
localized regions of storms. The number of velocity 
channels containing signal, after correction for the 
above effects and in combination with the minimum 
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velocity assumptions, leads to an estimate of the fall 
velocity through the air of the largest particles pro-
ducing echo. If the nature of these may be inferred, 
their size may be approximately determined. A check 
on the air velocity in the rain region is possible since, 
unless hail is also present, the fall velocity through the 
air of the largest stable particles does not exceed about 
9 m/s near the ground or 10-11 m/s aloft. 

A height-time section of vertical air motion observed 
in a shower which passed over the radar at Pershore, 
Worcs., on 9th April 1959 is shown in Fig. 5.6 The 
left-hand side is the leading edge of the shower and a 
horizontal distance scale has been added based on the 
controlling windspeed of 14 knots. The maximum 
rainfall rate of 8 mm/h occurred at the beginning of 
the shower and a total amount of 0.7 mm was recorded. 
It will be noticed that upward air motion is largely 
concentrated in the upper half of the shower with two 
broad maxima of velocity of 4 m/s separated by about 
2 km. Downward air motion is concentrated in the 
lower part of the cloud and this also attains a maximum 
velocity of 4 m/s, just above the 0°C isotherm. The 
lower diagram shows a simplified pattern of the air 
motion within this shower, and the authors suggest 
the possibility of failure of the minimum velocity 
assumption leading to an underestimation of the 
up-draught in the front portion of the shower between 
the 0°C and — 10°C isotherms. 

Over 20 showers at Pershore have now been 
recorded and analysed. They show great variety and 
little generalization is possible regarding the pattern of 
air motion. Almost all are more complicated than the 
example above. A second analysis is shown in Fig. 6. 
This mature shower was quite small, only about 5 km 
diameter, but due to the slow movement rainfall was 
prolonged. The maximum rate was about 75 mm/h 
and the total amount 9.3 mm. In the diagram an 
attempt has been made to indicate both the vertical 
air motion and the pattern of spectrum width (corre-
sponding approximately to the fall speed of the largest 
particles); the vertical air motion is shown by isopleths, 
full-line for upward motion and dashed line for 
downward motion, while the spectrum width is 
indicated in three categories by white (low values), 
sparse stippling and dense stippling. Above the 0°C 
isotherm the small white areas probably contain only 
ice crystals and snowflakes or small supercooled water 
drops, while the areas densely stippled appear to contain 
(besides slow-falling particles) large particles of graupel 
(soft hail) or large supercooled raindrops. There is no 
evidence for large hail in this shower section. Although 
the pattern of air motion is complicated, the areas of 
upward motion are again concentrated above 3 km 
while there is a large area of downward motion below 
this height. This down-draught reaches a maximum 
velocity of 7 m/s at low levels (at 1530-1534 G.M.T.) 
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Fig. 5. Pattern of vertical air motion in a shower, 9th April 1959. The upper diagram shows isopleths of vertical air motion at 
1 m/s intervals, full-line for upward motion (isopleths 11 m/s, etc.), dotted lines for downward motion. The lower diagram 

suggests a simplified pattern of air motion in this shower. (After Probert-Jones and Harper.°) 

and this corresponds with the time of heaviest rain at 
the ground. An interesting feature is the tower 
observed at 1526-1528. If the horizontal movement is 
reliable this tower appears to be only 200-400 m 
across, of which 150 m is contributed by the width of 
the beam at this height. Upward motion exceeding 
5 m/s is inferred and it is gratifying to record that a 
range-height radar at Malvern observed this echo top 
to rise 600 m in two minutes. From the more detailed 
original analysis it can be seen that the areas of maxi-
mum up-draught at height 4 km frequently coincide 
with areas of sharply increasing spectrum width, 
suggesting that rapid growth of the particles is occur-
ring while they are suspended in or are falling through 
high concentrations of supercooled droplets. Columns 
of high spectrum width extend downwards from several 
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of the up-draught maxima, indicating large particles 
descending towards the ground; little further growth 
occurs in the down-draught where cloud water concen-
trations are probably low due to evaporation. 

In future work it is hoped also to deduce patterns of 
total echo power and in fact power corresponding to 
each velocity channel. The detailed interpretation of 
these patterns faces one great difficulty; we do not 
know sufficient of the nature of the particles above the 
0°C isotherm. If these are predominantly snowflakes 
this is indicated by a rapid increase in spectrum width 
on melting below the 0°C isotherm; however, if they 
are graupel there is not necessarily an appreciable 
change of velocity on melting and such particles may 
not be distinguishable from supercooled raindrops 
using radar evidence alone. 

The Radio and Electronic Engineer 
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Fig. 6. Pattern of vertical air motion and spectrum width in a shower, 29th May 1964. The vertical air motion is shown by 
isopleths at 2 m/s intervals, full-line for upward motion (—ve) and dashed line for downward motion (+ve). The spectrum 
width is shown in three categories by absence of stippling (< 4 m/s), sparse stippling (4-7 m/s) and dense stippling (> 7 m/s). 

5. A New Mobile Doppler Radar 
The Doppler radar which has been used to date is 

fixed in a laboratory and has a velocity range of only 
194 m/s. This is insufficient to enable analysis of the 
strong up- and down-draughts in thunderstorms and a 
second radar has been constructed by the Royal Radar 

Fig. 7. A mobile Doppler radar, con-
structed at the Royal Radar Establish-

ment, Great Malvern. 

The petrol-electric generator sup-
plying all necessary power, the radar 
transmitter, the waveguide assembly 
and the aerial are mounted in the 
forward compartment of the vehicle. 
The receiver equipment and the re-
cording system are housed in the rear 
portion. The frequency analysing 
equipment is in a separate laboratory. 
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Establishment, mounted in a vehicle to permit trans-
port to regions where severe storms are more frequent. 
Figure 7 shows an exterior view of the vehicle. The 
basic method of phase measurement is retained, but a 
higher pulse repetition frequency of 10 kHz provides 
an unambiguous velocity range of 80 m/s whilst still 
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permitting observations to a range of 12 km. The 
video signals from the phase-sensitive detector are 
filtered down to audio frequencies and recorded on a 
multi-track tape recorder. Seven height elements 150m 
wide are examined simultaneously for one second, so 
that after 11 seconds 77 elements (450 m-12 km) have 
been recorded. The process is repeated every 15 
seconds. The signals are later analysed in the labora-
tory, one track and one frequency at a time. A linear 
dynamic range of 40 dB has been achieved throughout 
the system and this is extended by the inclusion of 
30 dB of r.f. attenuation on alternate 15-second 
samples. This wide range is necessary to cope with the 
range of reflectivities within severe storms. 

6. Studies of the Horizontal Convergence of Air 

during Widespread Rain 

One of the most difficult measurements in meteoro-
logy is that of the slow ascent of air leading to wide-
spread precipitation. Average values of 5-20 cm/s 
have been inferred from typical rates of rainfall and 
by applying the dynamical equations to radiosonde 
observations.' However, variations of vertical air 
motion over areas of 'county' size almost certainly 
occur and these, combined with variations in the 
humidity of the air, account for the appreciable 
variations in rainfall which occur within the larger area 
of precipitation. Doppler radar should contribute to 
our knowledge of vertical air motion on this 'county' 
scale through measurement of the horizontal con-
vergence of the air. The technique is based on the 
principle that any net horizontal inflow of air into a 
horizontal disk is balanced by excess upward air 
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motion through the upper surface relative to that 
through the lower surface. A series of observations 
are made at 15 deg intervals of azimuth using aerial 
elevations of 30 deg and 15 deg. The radar measures 
the line-of-sight velocity of the precipitation particles; 
after correction for the component of fall velocity 
(observed by the radar at elevation 90 deg) the net 
inflow or outflow of the horizontal wind over the 
circle of observation may be determined. Since 
observations are available at a number of ranges the 
variations of convergence with height may be 
examined and vertical velocities inferred. The errors 
in the measurements have been carefully considered so 
that we are confident that the results have significance. 
In addition rapid repetition of the measurements gives 
results suggesting that the values are representative of 
a rather larger area than that sampled by the radar 
(85-400 lcm2 at height 3 km). As the rainbelt passes 
over the radar a height-time section of convergence 
and vertical motion may be derived. Figure 8 shows 
results obtained from observations on 1st June 1964.9 
In the left-hand diagram areas of significant con-
vergence and divergence are indicated by letters C and 
D respectively; in the right-hand portion are shown 
profiles of vertical velocity obtained by independent 
observations at elevation 30 deg and 15 deg at times 
some 25 minutes apart; the agreement between the 
curves is striking. This investigation is in an early 
stage, but the results appear most promising. In 
future work we desire to use both the fixed and mobile 
Doppler radars some distance apart to obtain parallel 
sections through the precipitation and demonstrate 
convincingly the scale of the phenomena that we are 
observing. 
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Fig. 8. Pattern of horizontal con-
vergence and vertical velocity during 

widespread rain, 1st June 1964. 

In the left-hand diagram areas of 
significant convergence and diver-
gence are indicated by letters C and D 
respectively. In the right-hand dia-
gram profiles of vertical velocity are 
shown, derived from independent 
observations at aerial elevation 30 
deg and 15 deg at times some 25 
minutes apart. (After Harrold") 
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DISCUSSION 

Under the chairmanship of Mr. R. N. Lord 

Mr. T. W. Welch: I would like to comment upon the 
relationship between radio engineers and the meteorologist. 
In one sense the weather men are our clients and customers 
—for their day-to-day work both in research and in 
forecasting we expect to be able to supply them with radio, 
radar and other electronic apparatus of great variety. In 
another sense they are our colleagues and advisors— 
certainly no radio engineer who has ever been concerned 
with the propagation of microwaves in atmospheric paths 
will deny the very important contribution to his work made 
by the meteorologist, whilst most radar engineers have 
been grateful for the guidance of meteorological researchers 
in their endeavours to understand and defeat the clutter 
and attenuation problems which come with weather. 

In my own fairly long association with radio-meteoro-
logists I have come to feel that in many ways meteorology 
is the Cinderella of our applied sciences. The amount of 
hard cash which is allotted both for research and for 
operational equipment, in this country at any rate, is 
ludicrously small. Perhaps because of this impoverishment 
the meteorologists and their radio technician assistants 
have devised some remarkable adaptations of equipment 
to meet their needs and have achieved some notable results 
with the most unlikely apparatus. It is at this point that 
we should, perhaps note the rather different requirements 
of the researcher in meteorology and his colleague who is 
concerned with forecasting. The needs of the researchers 
are rather highly specialized and, in terms of the numbers 
of pieces of apparatus required, too small to merit very 
large private venture investment in satisfying them. On 
the other hand, the requirements of the forecasting 
branches could be numerically attractive to private industry 
in many fields, from storm-warning and wind-finding radars 
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to communication networks, but the authorities concerned 
are a little tardy in standardizing specifications and 
defining real requirements. Obviously what is numerically 
an attractive market for private venture investment becomes 
much less attractive when there is danger that the specifica-
tions set by two authorities will be so completely different 
as not to be satisfied by the constituent elements of a 
system based on a single philosophy. One important result 
of this lack of agreed specifications is that, in the radar 
field at least, the equipment on offer from industry is to 
some extent a mere rehash of apparatus in quantity produc-
tion for some quite different field of use. 
A really strong lead from the Meteorological Office in 

this country, were it allowed the necessary funds, could do 
much to improve the equipment on offer and bring down 
unit costs thereby making British equipment and systems 
attractive to the meteorologists throughout the still very 
considerable areas of the world which look to the United 
Kingdom for guidance and for equipment. 
Coming to the specific matters which Dr. Caton has put 

before us, it is, of course, of perennial interest to meteoro-
logists and radio engineers to know more about the drop-
size distribution in precipitation. Upon our knowledge of 
the behaviour of this parameter in changing circumstances 
of rainfall rate, the geographical location and so on, 
depends our ability to deduce from fairly simple radar 
presentations quantitative assessments of aerial distribution 
of precipitation. In those parts of the world subject either 
to disastrous seasonal flooding or to a chronic inadequacy 
of water catchment these measurements are becoming more 
and more important. It is probably too much to hope that 
a wide network of these specialind and expensive Doppler 
radars will ever come into service to provide themselves 
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with the regular quantitative measurements needed. It 
would, however, be interesting to hear from Dr. Caton 
whether he considers that there are good chances of being 
able to derive from a few suitably placed Doppler equip-
ments a satisfactory calibration procedure for converting 
iso-echo measurements made on conventional p.p.i./h.r.i. 
radars into rainfall rate with a good probability of 
accuracy. I would also like Dr. Caton's comments on the 
modification of results to be expected in other climates, 
particularly tropical ones, and of the extent to which the 
radar at Malvern has given indications of precipitation not 
reaching the ground. 

Dr. Caton (in reply): I do not think it necessary to use a 
network of Doppler radar equipments to determine the 
relation between radar echo intensity and rainfall rate. 
Very considerable information relating these quantities 
has already been derived in many parts of the world using 
techniques of raindrop sampling at the ground. The great 
majority of workers have deduced relations of the form 

Z = ale, where Z is the reflectivity factor in nune m-3, 
R the rainfall rate in mm/h, with values of a varying 
between 70 and 700 and b between 1.0 and 2.0 depending 
on the type of rain.t 

My colleague Mr. T. W. Harrold has given a critical 
review: of the possibility of estimating rainfall using radar. 
He discusses not only the variability of the Z-R relation, 
but also the effect of attenuation of the radar beam through 
intervening precipitation and the variation of reflectivity 
with height which is important both above the 0°C 
isotherm in widespread rain and at all levels in convective 
storms. In dry climates the effect of evaporation between 
cloud base and ground will also be extremely important 
since, except at short range, the radar beam will be 
sampling over an appreciable height interval and, normally, 
considerably above the earth's surface. 

t For example, M. Fujiwara, J. Atmos. Sci., 22, No. 5, pp. 585-
91, 1965. 
Meteorological Office Scientific Paper No. 21, H.M.S.O., 

1965. 
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STANDARD FREQUENCY TRANSMISSIONS 
(Communication from the National Physical Laboratory) 

Deviations, In parts in 101°, from nominal frequency for June 1966 

June 
1966 

24-hour mean centred on 0300 U.T. 
June 
1966 

24-hour mean centred on 0300 U.T. 

GBZ 19.6 kHz MSF 60 kHz Droitwich 200 kHz GBZ 19.6 kHz MSF 60 kHz Droitwich200kHz 

I - 302.2 - 301 2 4- 08 16 - 298.3 - 300 6 - 2.3 
2 - 301.3 - 300 4 + 05 17 - 299-3 - 300 8 - 2.2 
3 - 300•3 - 300.6 -4- 03 18 - 298.5 - - 1.8 
4 - 300-0 - 300•7 - 0- I 19 - 300.2 - - I.0 
5 - 299.7 - 300.6 - 02 20 - 300.2 - 299 8 -1- 0.1 
6 - 300.4 - 301.2 - 0.5 21 - 301-3 -- 299.9 - 03 
7 - 300-0 - 300-4 - 09 22 -30I0 - 300 2 - 0.3 
8 - 300-4 - 300-7 - 0.5 23 - 300.4 - 300 8 - 0.5 
9 - 299.9 - 301-4 - 0 9 24 - 301.2 - 300 8 - 0.1 
10 - 301-3 - 300-0 - 1.3 25 - 300-3 - 300.8 + 0.2 
11 - 300-7 - 300-5 - I.8 26 - 301.6 - 300 9 0 
12 - 300-8 - 301-2 - 2.1 27 - 301.1 - 301.5 - Oa 
13 - 300-1 - 3011 - 2-1 28 - 300-4 - 300 3 + 01 
14 - 301.6 - 300.4 - 2.4 29 - 301.0 - 300.0 + 1.4 
15 - 299.6 - 300.4 - 2.5 30 - 300.2 - 3003 -1- 0.6 

Nominal frequency corresponds to a value of 9 192 631 770-0 Hz for the caesium F,m:(4,0)-F,m (3,0) transition at zero field. 

Note: GBR Rugby has been replaced temporarily by GBZ Criggion 
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A Ferrite Ring Stripline Junction Circulator 

By 

J. HELSZAJN, M.S.E.E., C.Eng. 
(Associate Member)t 

1. Introduction 

Summary: An essential feature of Bosma's theory of the three-port 
stripline junction circulator is the smallness of the splitting of a degenerate 
pair of normal modes. This results in only a small asymmetric distortion 
of the isotropic field configuration in the disks. A new junction geometry 
is described which makes use of a garnet ring around a ceramic disk 
instead of the conventional garnet disk shape. When the degenerate 
modes of the two isotropic configurations are identical, the circulation 
adjustment for each geometry is nearly the same. This new circulator geo-
metry is characterized by a low insertion loss and a large thermal capacity. 

One of the most widely used ferrite devices is the 
three-port junction circulator. The most general form 
of the junction consists of a symmetrical distribution 
of magnetized ferrite material at the junction of three 
transmission lines. The waveguide junction has been 
described by Chait. 1 A stripline version was subse-
quently described by Milano et al.2 A three-port 
junction circulator is shown schematically in Fig. I. 

Fig. 1. Schematic of junction circulator. 

In this device, power entering port 1 emerges from port 
2, and so on in a cyclic manner. In a common applica-
tion, this allows a single antenna to be used for both 
transmission and reception. The direction of circula-
tion is reversed when the direction of the ferrite 
biasing magnetic field is reversed. This makes the 
junction circulator useful as a prototype switching 
element. The most important theoretical contribu-
tions to the understanding of the symmetrical junction 
circulator were made by Auld' and Bosma.4 Auld 
considered the theory in terms of the scattering 
matrix of the device. An important property of the 
device is that a perfect circulator is obtained when 
the three ports are matched. For a three-port junction 

t Microwave Associates Inc., Burlington, Mass, U.S.A. 
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this requires two independent variables. Bosma 
analysed the junction in terms of the electromagnetic 
field to obtain the resonances of the junction under 
certain simplifying conditions. Theoretical contri-
butions have also been made by Skomal,' Fay and 
Comstock,' and Weiss.' Butterwecle contributed to 
the description of the waveguide junction theory. 
Recent work has also included a four-port circulator 
consisting of a magnetized ferrite at the junction of 
four transmission lines.' Five-port single junctions 
are also currently under development. At low fre-
quencies lumped constant LC elements have been 
used to adjust the resonances of the junction thereby 
reducing the ferrite volume of the junction.' 

In this paper we will describe a new junction 
geometry which has a low insertion loss and a large 
thermal capacity. This new geometry makes use of 
a garnet ring around a ceramic disk instead of the 
usual garnet disk shape. 

By adjusting the admittance of the junction, a 
circulator adjustment exists which requires no external 
matching. This results in an extremely compact 
circulator. 

2. The Ring Geometry 

The average power handling capabilities of ferrite 
devices is determined by the general problem of heat 
dissipation within the ferrite material. When the 
power level is high, the total heating effect may be 
considerable. The resultant temperature rise leads 
to a decrease in the saturation magnetization and to 
changes in the linewidth, which result in detuning 
effects. Temperature stabilized materials with high 
curie temperatures are therefore recommended. 

This new geometry which makes use of a garnet 
ring around a ceramic disk is shown in Fig. 2. Another 
possibility is to use an array of posts around the 
periphery of a ceramic disk as shown in Fig. 3. An 
essential feature of Bosma's theory is that the splitting 
of the degenerate resonant modes need only be small. 
This results in only a small asymmetric distortion of 
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GROUND PLANE 

CERAMIC 

Fig. 2. Ceramic disk with garnet ring. 

GARNET RING 

CENTRE 
CONDUCTOR 

the isotropic field configuration. By replacing the bulk 
of the garnet material by a low loss ceramic with the 
same dielectric constant the magnetic losses associated 
with the ferrite material are minimized. This is parti-
cularly important at u.h.f. The use of such a ceramic 
insert will therefore reduce the insertion loss and hence 
minimize the heat dissipation within the device. 
Because the thermal conductivity of garnet materials 
is relatively poor compared to ceramic materials the 
ceramic insert behaves as a heat sink resulting in 
radial cooling of the garnet material at high average 
powers. The thermal capacity of the junction is also 
increased because most of the garnet material has been 
replaced by the ceramic. In particular, the ther-
mal conductivity of WESCO AL-995 ceramic is 
70 x 10 cal cm-1 s' and that of beryllia oxide is 
525 x 10' cal cm' s". This must be compared 
with the thermal conductivity of ferrites which is 
about 5 x 10' cal cm- s'. 

We also note that detuning effects, in terms of the 
resonances of the junction, due to changes in the 
properties of the garnet material are minimized with 
such a junction. This is as a result of the stabilizing 
effect of the ceramic disk. 

Good agreement between the experimental work 
given in this paper and Bosma's theory is obtained. 

3. Resonances of Junction Circulators 

The stripline junction circulator consists of two 
ferrite disks placed between the two ground planes 
and the centre-conductor of the stripline. The ferrite 
disks are magnetized perpendicularly to the plane of 
the conductors by a static magnetic field. At equal 
distances around the edge of the centre conductor, 
three inner conductors are connected. The theory 
of the junction is now well understood. Bosma 
has described the operation of the stripline junction 

56 
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CERAMIC DISK 

CENTRE 
CONDUCTOR 

Fig. 3. Ceramic disk with garnet posts. 

circulator in terms of the electromagnetic field. He 
assumed the electric field to be perpendicular to the 
conductors and the magnetic field to be parallel to 
them and perpendicular to the direction of propaga-
tion. By applying the proper boundary conditions 
required for circulation at the three ports under 
simplifying conditions Bosma obtained the modes 
of the junction disks. The dominant mode for such 
a disk is the dipolar mode, shown in Fig. 4(a) when 
the disks are excited at the input port and the ferrites 
are not magnetized. If the standing wave pattern is 
rotated as shown in Fig. 4(b), then port 3 is situated at 

1 

MAGNETIC 
WALL 

30° 

2 

(a) Hint = O OR ce 

3 
ISOLATED 

(b) Hint FOR 

CIRCULATION 

\DUTPUT 

Fig. 4. 

(a) Dipolar mode of a dielectric disk. HInt = 0 or co 

(b) Analogous pattern of a magnetized disk. Hin. for circula-
tion. The pattern for the magnetized disk has been rotated 
to isolate port 3. The magnetic fields of higher modes than the 
dipolar mode are needed to achieve the pattern shown in (b). 
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A FERRITE RING STRIPLINE JUNCTION CIRCULATOR 

a null of the electric field and is isolated. The last 
figure is reproduced from Fay's paper. We note that 
the phase relation between ports 1 and 2 is 180 deg. 
Circulation is then described in terms of standing 
wave within the ferrite disks due to the interference 
of a pair of resonances with field patterns rotating 
in opposite directions. The resonant frequencies 
for the uncoupled disks with magnetic short circuits 
are given by the roots of 

(114(kR)) K 
J. kR _ 1(kR) — . = 

where 11. and K are the relative on and off diagonal 
components of the Polder tensor," n is any positive 
or negative integer. The relative Polder tensor 
permeability is given by 

—jK 

[ 0 1 
where 

P = 1  

1  
K — 

1 —3 cr2 
and 

Per 

In the above lvi is 2.21 x 105 rad/s/At/m, M. is the 
saturation magnetization of the material, Hi is the 
internal biasing magnetic field within the ferrite 
material and a) is the microwave frequency in rad/s. 
We note in passing that ferromagnetic resonance 
occurs when a = 1 and that the material is saturated 
when o. 0. The effective propagation constant is 

where 

  2n / 
k = el‘/Peff Po er co = V Peff er 

/to 

Per f 

and e, is the relative dielectric constant. 

When Kht = 0 the two resonances are degenerate. 
When the ferrite disks are magnetized the degeneracy 
is split, giving different values of kR for the two 
resonances. We also note that the bandwidth is 
dependent on the degree of splitting and hence on 
K/12. The degenerate roots for the dominant pair 
of resonances are given by: 

1.42 K2 

Ji(kR) 
Jo(kR) — 0 

kR 

July 1966 

The lowest root is kR = 1.84, where R is the disk 
radius. This result coincides very closely with the 
isotropic disks used in practice for above and below 
resonance circulators when the proper value for Peff 
is used. Because Pert is largest above resonance, the 
disk radius for that mode of operation is smaller than 
for the below resonance biasing condition. This is 
one of the conditions required for circulation. When 
this condition is met, the input impedance can be 
represented according to Butterweck by a lumped 
constant parallel resonator. The second condition for 
circulation is obtained by matching the junction to 
the connector impedance. According to Bosma this 
imposes a relation between the strip width and the 
biasing magnetic field. However, if we match the 
junction to the connector impedance through a 
quarter-wave transformer no such restriction exists. 
This is what is normally done in practice. 

- REFERENCE TERMINALS 

Fig. 5. Reference terminals for admittance of junction. 

4. Admittance Measurements 

For a three-port junction circulator, the isolation 
at any port is dependent on the v.s.w.r. of the pre-
ceding port provided that the v.s.w.r. is less than about 
1-5. When the circulator is matched, we have a 
perfect circulator. Hence, the experimental adjust-
ment of the stripline junction reduces to an admittance 
problem which can be best handled with the help of 
the Smith chart. Once the equivalent circuit of the 
junction is known at some reference terminals, the 
circulator can be matched by conventional techniques. 
Consistant with the resonances of the junction 
circulator, the reference terminals will be taken at 
the edge of the ferrite disk where the representation 
is that of a parallel resonant circuit. The input 
admittance of the junction at resonance is given 
approximately by Fay as 

where 

— Yeff IKIPI  Y  
sin 1// 

Yeff 

creo 

Peff Po 
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and is defined in Fig. 5. The admittance at reso-
nance can be adjusted by varying ICht or sin ji. For 
an arbitrary junction, the v.s.w.r. at port 1 is appre-
ciably modified by multiple reflection between the 

STUB 
TUNER 

POWER ! N 

TERMINATION 

MINIMUM POWER OUT 

COUPLER 

Fig. 6. The use of the double-stub tuner in admittance 
measurements. 

three ports. To overcome this, it is necessary to 
decouple port 3 from 2 by placing a conjugate match 
on the latter with the help of a double-stub tuner. 
This arrangement is shown schematically in Fig. 6. 

Fig. 7. Admittance of 
ring circulator for fixed 
outer diameter (2-35 cm). 
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Using this procedure, the junction geometry may 
then be adjusted for parallel resonance. 

5. Experimental Results 

In the development of the ring circulator, we 
calculated the diameter of the garnet disk on the 
following basis: 

Garnet material 

AH 

kR 

Pelf 

e, 
Âo 

External magnetic field 

Dielectric constant of 
ceramic insert e 

Trans Tech G500 
- 45000 Mint 

- 5650 At/m 

- 1.84 

- 0.75 

•—• 14.3 
- 13.4 cm 
- 18000 At/m 

- 9 

The admittance plots in Figs. 7 and 8 were obtained 
using the technique described in the previous section. 
The admittance plot in fig. 7 shows the effect of 
varying the internal diameter of the garnet ring with 
the outside diameter fixed at 2.35 cm. In terms of 
the resonances of the disk we note that these shifted 
only slightly as was expected. For the thin rings the 
bandwidth is decreased because Klit averaged out 
over the full disk is now reduced. Lastly, the admit-
tance is proportional to Ai, the data obtained agree 
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Fig. 8. Temperature 
behaviour of 
ring junction. 

Fig. 9. Admittance 
of quarter wave 
coupled junction 
circulator. 
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with this result. In Fig. 8, the temperature behaviour 
of the junction is given at — 55°C and at + 85°C. 
Good temperature stability results because of the 
stabilizing effect of the dielectric inserts. For the 
garnet ring with i.d. of 1.52 cm a circulator adjustment 
exists which requires no external matching. A com-
pact circulator is therefore possible with this arrange-
ment. The insertion loss for this junction was less 
than 0.15 dB at 2350 MHz. In Fig. 9 the admittance 
of a quarter wave-coupled junction circulator using 
a 2.35 cm diameter disk is shown for comparison. 

6. Conclusions 

This paper has described a new stripline three-port 
junction circulator which is characterized by low 
insertion loss and large thermal capacity. For the 
isotropic case, it should be possible to obtain the 
degenerate counter-rotating modes when the dielectric 
constant of the ceramic insert is not the same as that 
of the garnet material. For the geometry described 
a circulator adjustment exists which requires no 
external matching. By loading the garnet ring by a 
small dielectric constant insert it should be possible 
to increase the outside diameter of the garnet ring, 
thereby increasing the thermal capacity further. The 
agreement between Bosma's theory and the experi-
mental results is good throughout. 
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The Use of SI Units' 

The Metric System and the Institution's Journal 

Summary: The SI system of units is based on the MKSA system with the 
addition of specifications of units for temperature and luminous intensity. 
There are also changes to several derived units. 

I. Introduction 

In May 1965 the British Government expressed the 
view that industry should move, sector by sector, to 
the use of the metric system. This move has already 
begun in some industries, and it points to the need for 
all concerned to have a sound knowledge of the units 
of the metric system. 

This change to the metric system is at a time when a 
newly rationalized set of metric units is coming into 
international use. This is the Système International 
d'Unités (SI) and the United Kingdom is able to 
adopt it from the outset of the change forecast by the 
Government's announcement. 

The SI is a rationalized selection of units in the 
metric system which individually are not new. It 
involves the use of a unit of force (the newton) which 
in some sectors may be less well known than the unit 
of force in the system of metric technical units (the 
kilogramme-force). The use of SI units instead of 
metric technical units will have little effect in everyday 
life or trade. The metre and the kilogramme will still 
be the units of linear measure and mass, and the litre 
will still be commonly used as a unit of volume. 
However, there are important changes involved in 
scientific and technical work and this article gives 
information on the units of the metric system, 
especially those of the Système International, likely to 
be of most importance to radio and electronic 
engineers, both as users, readers and authors. 

2. Historical Background 

The centimetre and the gramme have been basic 
units of length and mass since the inception of the 
Metric System as we know it—it was Talleyrand at the 
time of the French Revolution who first gave it official 
status. Measurement of other quantities called for a 
basic unit of time and the adoption of the second for 
this purpose gave the centimetre-gramme-second 
system (c.g.s.). Other combinations are possible 
and in about 1900 practical measurements in metric 
units began to be based on the metre, the kilo-
gramme and the second (the MKS system). In 1935, 
the International Electrotechnical Commission (I.E.C.) 
accepted the recommendation of Professor Giorgi that 
this system of units of mechanics should be linked with 
the electro-magnetic units by the adoption of any one 
t This article is based on the B.S.I. publication PD 5686. 
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of the latter as a fourth basic unit. In 1950 the I.E.C. 
adopted the ampere, the unit of electrical current, as the 
fourth basic unit, giving the MKSA (or Giorgi) system. 

The tenth Conférénce Générale des Poids et 
Mesures (CGMP) in 1954 adopted a rationalized and 
coherent system of units based on the four MKSA 
units, the degree Kelvin as the unit of temperature and 
the candela as the unit of luminous intensity. The 
eleventh CGPM in 1960 formally gave it the full title 
'Système International d'Unités' for which the 
abbreviation is 'SI' in all languages. SI units have 
been adopted by the International Organization for 
Standardization (ISO) and I.E.C. and it is expected 
that they will become the generally accepted metric 
units throughout the world. 

3. Coherent and Non-coherent Systems of Units 

A recurring theme in any discussion of a system of 
units is whether or not it is coherent, and the meaning 
of this term must first be explained. 

A system of units is coherent if the product or 
quotient of any two unit quantities in the system is the 
unit of the resultant quantity. For example, in any 
coherent system unit area results when unit length is 
multiplied by unit length, unit velocity when unit 
length is divided by unit time, and unit force when 
unit mass is multiplied by unit acceleration. Thus in a 
coherent system of which the foot is the unit of length, 
the square foot is the unit of area (but the acre is not). 
Similarly in a coherent system of which the foot, the 
pound and the second are the units of length, mass and 
time, the unit of force is the poundal (and not the 
pound-weight or the pound-force). 

Whatever the system of units and whether it be 
coherent or non-coherent, magnitudes of some 
physical quantities must be arbitrarily selected and 
declared to have unit value. These magnitudes form 
a set of standards and are called basic units. All other 
units are derived units, related to the basic units by 
definitions. 

4. The International System of Units (SI) 

The International System (SI) is a coherent system 
with six basic units which are listed in Table 1, 
together with the unit symbols assigned to them. 
Special names have been adopted for some of the 
derived SI units, together with special unit symbols, 
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as listed in Table 2. For these units, the definitions 
show the relationships between them and the basic 
units, and their definitions are therefore given in 
Table 4. 

The SI units that are not listed in Tables 1 or 2 can 
only be expressed in terms of the units from which 
they are derived. Examples are listed in Table 3. 

Prefixes by means of which the names of multiples 
and sub-multiples of units are formed and symbols 
for them have been agreed internationally. Most of 
these are already in use in radio and electronic 
engineering. Table 5 shows these multiples and sub-
multiples. 

The principal departure of the SI from the more 
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familiar form of the metric system is the use of the 
newton as the practical unit force instead of the kilo-
gramme or the kilogramme-force. Similarly, the units 
of quantities derived from force, e.g. pressure, work, 
power, are combinations of other units with newtons 
instead of with kilogrammes or kilogrammes-force. 
It has already been stated that one of the advantages 
of the SI is that it is coherent. Another, and perhaps 
more significant advantage from a practical stand-
point, is that its unit of force, the newton, is indepen-
dent of gravitational accelerations and is truly 
universal. Thus the use of the newton as the practical 
unit of force obviates both the necessity to introduce 
the conversion factor g and the necessity to take 
account of the variations of gravity. 

Table 1 

Basic SI unitst 

Quantity Name of unit Unit symbol 

length 

mass 

time 

electric current 

thermodynamic temperature 

luminous intensity 

metre 

kilogramme 

second 

ampere 

degree Kelvins 

candela 

kg 

A 

°K 

cd 

t These units are defined in B.S. 3763 : 1964, 'The International System (SI) units'. 

Temperature difference is commonly expressed in degrees Celsius instead of degrees 
Kelvin. But the unit for Celsius and Kelvin scales is the same: 1 degree C = 1 degree K 
(see Table 4). 

Table 2 

Some derived SI units having special names 

Physical quantity SI unit Unit symbol 

force 

work, energy, quantity of heat 

power 

electric charge 

electric potential 

electric capacitance 

electric resistance 

frequency 

magnetic flux 

magnetic flux density 

inductance 

luminous flux 

illumination 

newton 

joule 

watt 

coulomb 

volt 

farad 

ohm 

hertz 

weber 

tesla 

henry 

lumen 

lux 

N = kg m/s2 

J = N m 

W = J/s 

C = As 

V = W/A 

F = A s/V 

= V/A 

Hz = 

Wb = Vs 

T = Wb/m2 

H = V s/A 

lm = cd sr§ 

lx = Im/m2 

§ For definition of steradian (sr), see footnote to Table 4. 
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Table 3 

Some derived SI units with complex names 

Physical quantity SI unit Unit symbol 

area 

volume 

density (mass density) 

velocity 

angular velocity 

acceleration 

angular acceleration 

pressure 

diffusion coefficient 

thermal conductivity 

electric field strength 

magnetic field strength 

luminance 

square metre 

cubic metre 

kilogramme per cubic metre 

metre per second 

radian per second 

metre per second squared 

radian per second squared 

newton per square metre 

metre squared per second 

watt per metre degree Kelvin 

volt per metre 

ampere per metre 

candela per square metre 

ma 

m' 

kg/ms 

m/s 

rad/s 

m/s' 

rad/s8 

N/m1 

res 

W/(m degK) 

V/m 

A/m 

cd/rn° 

Table 4 

Definitions of derived SI units having special names 

force 

energy 

pun er 

electric charge 

electric potential 

electric capacitance 

electric resistance 

The unit of force called the newton is that 
force which, when applied to a body 
having a mass of one kilogramme, gives 
it an acceleration of one metre per second 
squared. 

The unit of energy called the joule is the 
work done when the point of application 
of a force of one newton is displaced 
through a distance of one metre in the 
direction of the force. 

The unit of power called the watt is equal 
to one joule per second. 

The unit of electric charge called the 
coulomb is the quantity of electricity 
transported in one second by a current of 
one ampere. 

The unit of electric potential called the 
volt is the difference of potential between 
two points of a conducting wire carrying 
a constant current of one ampere, when 
the power dissipated between these points 
is equal to one watt. 

The unit of electric capacitance called the 
farad is the capacitance of a capacitor 
between the plates of which there appears 
a difference of potential of one volt when 
it is charged by a quantity of electricity 
equal to one coulomb. 

The unit of electric resistance called the 
ohm is the resistance between two points 
of a conductor when a constant difference 
of potential of one volt, applied between 
these two points, produces in this con-
ductor a current of one ampere, this 
conductor not being the source of any 
electromotive force. 

frequency The unit of frequency called the hertz is 
the frequency of a periodic phenomenon 
of which the periodic time is one second. 

magnetic flux The unit of magnetic flux called the weber 
is the flux which, linking a circuit of one 
turn produces in it an electromotive force 
of one volt as it is reduced to zero at a 
uniform rate in one second. 

magnetic flux density The unit of magnetic flux density called 
the tesla is the density of one weber of 
magnetic flux per square metre. 

The unit of electric inductance called the 
henry is the inductance of a closed circuit 
in which an electromotive force of one volt 
is produced when the electric current in 
the circuit varies uniformly at the rate of 
one ampere per second. 

The units of Kelvin and Celsius tempera-
ture interval are identical. A temperature 
expressed in degrees Celsius is equal to 
the temperature expressed in degrees 
Kelvin less 273.1 5.1* 

The unit of luminous flux called the lumen 
is the flux emitted within unit solid angle 
of one steradian: by a point source 
having a uniform intensity of one candela. 

illumination The unit of illumination called the lux is an 
illumination of one lumen per sq. metre. 

electric inductance 

temperature 

luminous flux 

t This is true for the thermodynamic scale and for the inter-
national practical scale of 1948. There are, however, slight 
differences between thermodynamic scales and practical scales. 

One steradian is the solid angle which, having its vertex at the 
centre of a sphere, cuts off an area of the surface of the sphere 
equal to that of a square with sides of length equal to the radius 
of the sphere. 
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Table 5 

Multiples and sub-multiples of units 

The names of the multiples and sub-multiples of the units are 
formed by means of the following prefixes: 

Factor by which the unit is multiplied Prefix Symbol 

1 000 000 000 000 = 10,2 
1 000 000 000 = 109 

1 000 000 = 10° 
1 000 = 109 
100 = 108 
10 = 10' 
01 = 10 -1 
0.01 = 10 -2 
0.001 = 10 -9 

0.000 001 = 10 -9 
0.000 000 001 = 10 -9 

0.000 000 000 001 = 10 -12 
0.000 000 000 000 001 = 10 -18 

0.000 000 000 000 000 001 = 10 -18 

tera 
giga 
mega 
kilo 
hecto 
deca 
deci 
centi 
milli 
micro 
nano 
pico 
femto 
atto 

G 

h 
da 
d 

1.4 

a 

5. Implications of the SI System in the Journal 

From the point of view of the radio and electronic 
engineer the most noticeable change will be the adop-
tion of a specially-named unit for frequency in place 
of the long-established 'complex name'. From July 
1966 all papers and articles published in the Institu-
tion's Journal and Proceedings will use the hertz 
(symbol Hz) for the cycle per second (c/s). 

Because it has been the practice over recent years 
generally to follow the MKS system, it will only be neces-
sary to introduce a few other changes. The introduction 
of the newton, mentioned above, implies the adoption of 
newtons per square metre (N/m2) for the measurement 
of pressure: atmospheres, bars (and millibars), pieze, 
millimetres of mercury and torrs have all been used 
according to the particular preference of the discipline 
or even of the individual. The unit of magnetic flux 
density, the tesla (T) representing webers per square 
metre, and its sub-multiples will replace the more 
familiar c.g.s. unit, the gauss, involving a conversion 
factor of 10 -4. (The 12 000 gauss loudspeaker field 
will thus become 1.2 tesla while the horizontal inten-
sity of the earth's magnetic field will henceforth be 
expressed as 18 µT.) 

The Institution's Programme and Papers Committee 
is encouraging authors of papers to employ metric 
measurements for all quantities and dimensions and 
in particular for those covered by Tables 1, 2 and 3. 
It is of course appreciated that, where materials 
supplied by industry to British units are referred to, it 
may well introduce a degree of obscurity to translate, 
for instance, the dimensions of a kin bar to read 

6.35 mm. This has been a problem for a long time 
and will not be solved until British Industry has 
gone over completely to metric measurements. In 
the meantime, equivalents of this kind of measurement 
will normally be shown in parentheses whenever it is 
considered desirable for the guidance of readers to 
whom the U.K. units would be unfamiliar. Similarly, 
the former metric units from the MKS and c.g.s. 
systems will be shown alongside the less familiar S.I. 
units over an interim period. 
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