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A New Communication Satellite Earth Station 

CA I LLITE communication using synchronous satellites, first envisaged by an Englishman, 
Arthur C. Clarke, in an article in Wireless World in 1945, has taken less than 20 years to come to 

reality, although it was not until the launching of the first Sputnik research vehicle in 1957 that the 
stage was set for subsequent satellites for communications. Progress has been rapid: the passive 
reflector Echo I in 1960, the non-synchronous Telstar I in 1962, the synchronous Syncom II in 1963, 
the Russian Molniya I and Early Bird in 1965. The early doubts expressed regarding the effect of 
transmission time delay on intelligible telephone conversations have proved to be unfounded and 
it is apparent that satellites will soon fulfil a full-time role in international communications by pro-
viding hundreds of reliable channels. 

The use of communication satellites will be further advanced when a new satellite Earth- station 
terminal at Goonhilly, Cornwall, is brought into service by the British Post Office in April 1968. 
Referred to as Goonhilly II, it will be one of the most advanced satellite communications stations in 
the world. Ninety feet in diameter, the aerial of this new station will be larger than its predecessor 
and, with its advanced transmitting and receiving equipment, it will be capable of covering the civil 
satellite communications bands (3.7-4-2 GHz for satellite to Earth station and 5.925-6-425 GHz for 
Earth station to satellite). 

The station will be able to receive a television signal and up to 500 telephone channels simultaneously 
—this represents more than five times the handling capacity of the first Goonhilly station. When the 
first of the next generation of global communications satellites, Intelsat III, goes into service next 
year, its 'multiple access' facility will allow communication with several earth stations simultaneously. 
The complete system will be wholly in compliance with C.C.I.R. recommendations and the inter-
nationally agreed communications performance standards recommended by the Interim Communi-
cations Satellite Committee on behalf of the 55 member nations of Intelsat. 

When the new aerial is completed and takes over the existing transatlantic telephone traffic, the 
present aerial at Goonhilly, which has proved so successful in operation, will have further equipment 
added to enable it to take on a new role operating to the new Intelsat III satellite over the Indian 
Ocean. This will enable communication to be established by satellite to Australia, India, Pakistan, 
Ceylon, Japan and the Far East generally. 

The new station, which is being built for the Post Office by The Marconi Company, will have 
duplicated transmitters, using t.w.t amplifiers with a saturated power output of 10 kW over a band-
width of 500 MHz. The low-noise receiving stage will have duplicated liquid-helium-cooled parametric 
amplifiers of 500 MHz bandwidth, and will be mounted in a cabin directly behind the apex of the 
paraboloid, thus minimizing the waveguide run to the feed. 

In 1961 when the Institution organized the Convention on 'Radio Techniques and Space Research', 
the papers recording solid achievement were all concerned with research satellites and communications 
applications were all in the form of proposals. Communication satellite systems are obviously reaching 
the stage at which a full Conference on engineering realization will be justified. 

F. W. S. 

The Radio and Electronic Engineer, March 1967 145 



INSTITUTION NOTICES 

I.E.R.E. Membership Qualification Recognized 
by Nigerian Government 

The Ministry of Establishments of the Government 
of Nigeria has notified the Institution that Corporate 
Membership of the I.E.R.E. is recognized as qualifying 
a candidate for appointment as an engineer in Govern-
ment Service, with grading in Scale A. 

Nigeria has thus fallen into line with the policy 
adopted by the Civil Service Commission, the 
Burnham Committee, the B.B.C., and the Armed 
Services in the United Kingdom; and Government, 
Public Service Commissions and Broadcasting 
Establishments in India, Pakistan, New Zealand, South 
Africa, Ceylon, Ghana, Eire, Israel, Cyprus, and East 
Africa. 

Paris Components Exhibition 

The Institution is once again exhibiting the Journal 
and other publications at the Salon International des 
Composants Electroniques, which will be held at 
Porte de Versailles, Paris, from 5th to 10th April. 
The Institution's stand will be in charge of Mr. 
W. G. J. Nixon (Member), and members visiting the 
exhibition will be welcomed at the stand. 

It is not intended to hold a formal meeting of 
members in France during the time of the Salon 
because a larger-scale meeting at a more convenient 
time in the early Autumn is being planned. Further 
information about the Council's proposals will be 
announced in due course. 

In addition to the exhibition of passive components, 
semiconductors, valves and constructional parts, an 
exhibition of audio equipment will be held in an 
adjoining hall. Other events of interest to the radio 
and electronic engineer which are to take place in 
Paris during this period are listed under 'Conferences 
and Exhibitions' at the back of this Journal. 

Stochastic Problems in Underwater Sound 
Propagation 

A N.A.T.O. Advanced Study Institute on 'Sto-
chastic Problems in Underwater Sound Propagation' 
will be held in Lerici (La Spezia) from 18th to 23rd 
September 1967. The Institute is sponsored by the 
Italian Navy. 

Scientists and engineers from all countries who work 
in the field of underwater acoustics or are affiliated 
with universities, naval laboratories or industrial 
firms specializing in underwater acoustics are invited 
to participate in the Institute. Lectures will be given 
in French or in English by speakers from several 
countries. The subject of the distortion of acoustic 
signals during propagation in the water will be 
discussed under the following headings: 
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Phenomena of sound propagation in a random 
medium; Structure of signal noise and rever-
beration; Detection problems; Oceanography. 

Further information may be obtained from Pro-
fessor Maurizio Federici, c/o U.S.E.A., Via P. 
Mantegazza 23, San Terenzo (La Spezia), Italy. 
Offers of papers should be made to Professor Federici 
without delay. (Final copies of texts are required by 
30th June.) 

Conference on Radio Receiver Systems 

The University College of Swansea is organizing, 
with the support of the Institution, a Conference on 
Radio Receiver Systems, to be held in the Department 
of Electrical Engineering, from 11th to 15th September 
1967. The Conference will be concerned with the design 
philosophy of medium and long distance receiving 
systems. Sessions will deal with the following 
aspects: 

Broadcast receivers; Transmission medium; Com-
ponents; Communication receivers; and General 
aspects. 

Further information on the Conference, which will 
be residential, will be published in forthcoming issues 
of the Institution's Journal and Proceedings, or may 
be obtained from the Conference Secretary, Dr. 
R. C. V. Macario, School of Engineering, Division of 
Electrical Engineering, University College of Swansea, 
Singleton Park, Swansea, Glamorgan. 

7th M.O.G.A. Conference 

The 7th International Conference on Microwave 
and Optical Generation and Amplification will be 
held in the Autumn of 1968 in Hamburg, West 
Germany. It is being organized by the Nachrichten-
technische Gesellschaft im Verband Deutscher Elek-
trotechniker (The Communications Division of the 
German Association of Electrical Engineers). 

Further information will be available later in 1967, 
but in the meantime enquiries should be addressed to 
Dr.-Ing. H. Burghoff, Nachrichten-technische Gesell-
schaft im VDE, Stresemann Allee 21, 6 Frankfurt on 
Main S.10, Federal Republic of Germany. 

Bound Volumes of Journal 

The Index to Volume 32 was circulated to Members 
with the February issue of The Radio and Electronic 
Engineer. Members who wish to have the last six 
issues of 1966 bound may now send their copies, 
together with the Index, to the Publications Office, 
I.E.R.E., 9 Bedford Square, London, W.C.1. Orders 
for binding should be accompanied by a remittance 
of 25s., plus cost of postage (5s. 6d. for U.K., and 
6s. 6d. for overseas). 
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The PAL Colour Television System 

By 

B. J. ROGERSt 

I. Introduction 

summary: The PAL system and its relationship to the N.T.S.C. system is 
described. The effects of phase distortion and sideband limitation 
separately and in combination are analysed. The attributes of various 
decoding arrangements are compared and the action of the delay line 
discussed. The possibility of error correction prior to transmission is out-
lined and finally the consequences following the use of systems with a line 
sequential component are described. 

The PAL system (Phase Alternation Line) is a further 
development, by Dr. Walter Bruch of the Telefunken 
Company, of the N.T.S.C. colour television system 
that has been used for public transmission in the 
United States of America since 1953 and, more 
recently, in Japan. To establish its relationship to the 
PAL system a brief description of this system is given 
in the following section. Due to the method of 
modulating the colouring information in the N.T.S.C. 
system, certain critical features arise which are of 
particular importance where the signal cannot be 
closely controlled, i.e. after leaving the transmitting 
antenna. The PAL system effectively overcomes these 
difficulties for very little additional complexity in the 
receiver and has been chosen for the establishment of 
colour television services by most countries in Western 
Europe after more than three years of most searching 
international tests. 

2. The N.T.S.C. System 

Starting from the red, green and blue gamma-
corrected primary colour signals, E;t, E and 4, pro-
vided by the camera or other scanning means, the 
N.T.S.C. signal consists of the following components: 

(a) Scanning synchronization as in monochrome 
television. 

(b) A luminance signal 

4 = 0.34+ 0.59E +0-114 

(c) Two colouring signals modulated on a sub-
carrier 

4 = 
and 

= 

(d) A colour synchronizing signal transmitted in 
the horizontal blanking interval following the 
horizontal synchronizing pulse. 

The luminance signal is proportioned according to 
the luminance contribution of the three primary 
colours; it is defined by the properties of the eye. 

t Rank Bush Murphy Ltd., Chiswick, London, W.4. 

The colouring signals, usually referred to as colour 
difference signals are such that for the monochrome 
condition, i.e. E = E = E, they have zero magni-
tude. This situation fulfills sufficiently the principle 
of 'constant luminance', namely that separate signals 
carry brightness and colouring information, that 
having chosen a given normalizing white, no colouring 
information be carried by the luminance signal, and 
that no luminance information be carried by the 
colouring signals. The necessity for gamma correction 
imposed by the display device transfer characteristic 
in the receiver limits the degree of constant luminance 
obtained. 

Constant luminance permits monochrome receiver 
compatibility of the colour signal, since such a 
receiver can use the Eji, signal provided that means are 
found to include the colouring information without 
undesirable effects either to the colour or monochrome 
receiver. This is facilitated since the amplitude of the 
colouring signals is proportional to the amount of 
colour to be transmitted. 

It should be noted here that any signal derived from 
and 41 having zero amplitude when these 

signals are equal may be regarded as a colour difference 
signal; thus the usual colour difference signals are 

Ej3— 4, 4 and E. 

Since the magnitudes of E; and Es'z define the satura-
tion or intensity of the colour to be transmitted and 
their ratio defines the hue, i.e. which colours, an 
alternative and convenient notation may be used. 
Since only signal voltages are to be used and gamma 
correction may be inferred henceforth, the E' symbol 
will be assumed to precede the appropriate variables. 
If I and Q are considered as vectors as in Fig. 1, the 
saturation and hue of a colour are the modulus and 
argument of 

Thus the saturation 

and the hue 

Q+jI 

s = + 12 

Œ = tan-1 (IIQ) 

(1) 

(2) 

(3) 

I and Q are transmitted by means of suppressed 

The Radio and Electronic Engineer, March 1967 
147 



B. J. ROGERS 

carrier modulation upon two subcarriers having a 
common frequency but with 90° phase relationship. 
The combination of these two modulated subcarriers, 
known as the chrominance signal, may be written 

M = Q cos coot — / sin coot  (4) 

The relationship of this combination to the hue and 
saturation of the colour to be transmitted may be 
seen by writing the above equation in an alternative 
form: 

M = N/Q2+ /2 cos wot + tan - I (IIQ)  (5) 

Figure 1 still applies to this signal, but the vectors 
must be considered to be phasors rotating at o)0t. 
This reveals, by comparison with (2) and (3), that the 
saturation of the colour is carried by amplitude 
modulation and the hue by phase modulation. 

il 

Fig. J. Relationship of / and Q components to hue and 
saturation. 

The / and Q signals are limited to a relatively 
narrow bandwidth compared with the luminance 
signal since the eye is much less sensitive to detail 
where a change in hue or saturation is concerned than 
is the case for a change in luminance. In fact, the / 
signal corresponds approximately to the gamut of 
colours in which the eye is most sensitive to detail 
and the Q signal to that in which the eye is approxi-
mately the least sensitive to detail. The effective band-
widths of the three signals for the U.K. 625-line 
standard (C.C.I.R. standard I) are: 

Y 5.5 MHz, / 1.6 MHz, Q 800 kHz. 

The spectrum of a television signal for normal 
picture content has two significant features: first the 
energy distribution as a function of frequency is near 
Gaussian, there being much greater energy content at 
the lower frequencies; secondly the energy content is 
in discrete bunches at harmonics of the line scanning 
frequency. Taking advantage of this situation, the 
subcarrier is chosen at the upper end of the luminance 
signal spectrum and is an odd multiple of half the line 
scanning frequency, causing the sidebands of the sub-
carrier to interlace with energy bunches of the lumin-
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Luminance 
signal 

Chrominonce 
signal 

o 
Frequency 

4.4 
MHZ 

5-5 
MHZ 

Fig. 2. Spectrum of interleaved luminance and chrominance 
signals. 

ance signal (Fig. 2). This gives rise on the compatible 
monochrome picture to a pattern of dots due to the 
subcarrier interlacing on successive lines and fields 
repeating at 12.5 Hz, giving a low visibility pattern. 
It must be remembered that this situation is only 
exactly as described when the picture content is 
stationary, but it is maintained sufficiently in practice 
when movement occurs. 

In addition to specifying / and Q in terms of 
proportions and signs of R— Y and B— Y, the actual 
constants or weighting factors are chosen such that the 
subcarrier modulated by the colour difference signals 
shall not give rise to excessive modulation depth when 
the composite signal is modulated upon the radio 
frequency carrier, whilst obtaining the best signal to 
noise performance possible. 

If a receiver is to recover the colour difference 
signals it must be provided with a phase reference. 

Time datum 

 Nominal line period 64 its 

Front porch   Line blanking   
1.55±0.25As-n 12.05 1'0.25 p,s 

I...1_141 Line sync._1 
r4.71:0•2p.s 

1 
1 

Burst 10±IH z 

Fig. 3. Colour synchronizing waveform. 
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This is the colour synchronizing signal, usually 
referred to as the `colour burst'. This is shown in 
Fig. 3 and consists of 10 cycles of subcarrier of reference 
phase + 180°, i.e. —(B— Y). The receiver generates a 
continuous reference subcarrier signal of constant 
phase relationship to the burst by using either 
a phase control loop or a narrow band filter. The 
receiver normally uses two synchronous demodulators 
supplied with the modulated subcarrier and the locally-
generated reference signal of appropriate phase. It 
is not essential to recover the original I and Q signals 
and it is in fact usually more convenient to recover 
R— Y and B— Y, since these signals may be used in the 
receiver with considerably less complexity. By the 
use of appropriate phases of the reference signal any 
transformation of axes may be carried out. These 
axes need not be orthogonal, it being common 
practice in the U.S.A. to use two axes 57° apart 
known as the X and Z axes. 

If signals other than the originally modulated I and 
Q signals are recovered, the bandwidth of both signals 
after demodulation must be restricted to that of the 
narrower Q signal, if quadrature crosstalk on colour 
transitions is to be avoided. This is because both side-
bands are necessary to separate the two signal com-
ponents (see Fig. 4). 

3. Limitations of the N.T.S.C. System 

The N.T.S.C. system is most satisfactory in many 
aspects, and in particular the gated nature of the burst 
infers an excellent noise performance. Further, 
the suppressed carrier modulation of the colour 
information means that the compatibility is good 
since the amplitude of the subcarrier is zero for 
monochrome parts of the transmitted scene and in the 
coloured parts it is proportional to the saturation. 

The sensitivity of the N.T.S.C. system is due to the 
hue information being carried by the phase of the 
subcarrier, the eye being particularly sensitive to hue 
errors, especially in respect of flesh tones and other 
easily recognized colours. The eye can perceive the 
hue change resulting from a change in subcarrier 
phase of 2° and a change of 10° can be disturbing. 

There are many points in the chain between the 
studio analysing device and the receiver display 
device where phase errors can arise. Since the sub-
carrier 'rides' on the luminance signal, should any 
part of the chain give rise to level dependent phase 
shifts, usually referred to as differential phase, hue 
errors will arise. If one of the sidebands be partially 
removed, for instance by receiver mistuning, short-
term multi-path or misalignment, colour errors at 
transitions will arise due to crosstalk from one colour 
signal to the other (Fig. 4). Longer term multi-path 
reception can contaminate the reference burst with 

L.S.B. U.S.B. 

In—phase 

Suppressed 
carrier 

e Quadrature 

(a) 

LS.B. 

U.S.B. 

U.S.B. 

In— phase 

Suppressed 
carrier 

•  
Quadratur 

(b) 

e 

U.S.B. 

Fig. 4. Colour errors due to crosstalk. 

(a) Double sideband. No crosstalk, projections of quadrature 
sidebands upon in-phase axis are equal and opposite. 

(b) Single sideband. Crosstalk occurs, projections of quadrature 
sideband upon in-phase axis is not cancelled. 

picture colour information, giving yet a further 
possibility of hue errors. The N.T.S.C. receiver 
requires a viewer control to set the phase of the 
reference generator output to the correct phase 
relationship with the colour subcarrier signal, usually 
called the hue or tint control and there can be no 
satisfactory reference to ensure accurate adjustment. 
Finally, although any individual phase error may be 
fairly small, the viewer receives the sum of all the 
various phase errors. 

4. The PAL System 

The PAL system retains all the desirable features of 
the N.T.S.C. system, but eliminates the sensitivity to 
phase changes. 

In its original form the PAL system used I and Q 
modulation as N.T.S.C., but certain minor changes 
have been effected in the PAL system to simplify 
receiver circuits without adversely influencing per-
formance. The two modulation axes have been 
shifted by — 33° and are now 

0.493(B— Y) = U and 0877(R— Y) = V 
• (6) 

This permits the receiver demodulators to recover 
signals that are suitable for application to the display 
tube after amplification without matrixing operations, 
and decoder adjustments are likewise simplified. To 
simplify notation the two colour difference signals, 
(B— Y) and (R— Y), including their weighting factors 
are now referred to as Uand Vrespectively. Quadrature 
modulation as in N.T.S.C. is used, but the conjugate 
signal is transmitted on alternate lines. If a given line 
uses the signal U+j V, the next line in time uses U—j V, 
inferring that the V signal is reversed in sign from 
line to line. A switch must be added to the N.T.S.C. 
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receiver to remove this line by line inversion. The 
effect of this when there is some phase error can be 
seen in Fig. 5. On one line the hue is shifted from the 
wanted magenta towards red and on the next line in 
time towards blue. Thus phase errors result in colour 
errors that are equal and opposite; the eye tends to 
average the differences in colour on adjacent lines and 
thus no hue error should be seen. 

(a) 

Shift towards 
red 

-iv 

Shift towards 
blue 

ce-angle defining hue 
p-angle introduced by phase distortion 

(b) 

Fig. 5. Effect of phase error upon chrominance vector. 

(a) Line 2n-1. (b) Line 2n. 

For several reasons, including the action of the eye 
itself and the non-linearity of the display device 
characteristic, this averaging is only approximate. 
When the error in phase exceeds 10 or 15°, the 
difference between adjacent lines becomes visible. At 
very close viewing distances the actual colour change 
from line to line is visible and at greater distances a 
brightness change is observed. Figure 6 shows that 
for an interlaced raster pairs of spatially sequential 
lines from an interlaced pair of rasters have the same 
error giving rise to a relatively coarse pattern, usually 
known as 'Hanover blinds'. 

5. Delay Line Demodulation 

If the averaging process were to be carried out 
electrically rather than by using the viewer's eye, the 
disadvantageous situation described above would not 
occur. In practice an acoustic delay line of effectively 
one scanning line delay duration is used, permitting 
the operations shown in Fig. 7 to be carried out. In 
fact, the line must be of such a length that it contains 
the integral number of f cycles of subcarrier nearest 
to the duration of one scanning line. The sum and 
differences of signals occurring on time sequential lines 
are taken: 

Line 2n — 1 U +j V U +j V 

Line 2n U —j V U — j V 

Sum 
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2U difference 2j V 

u 

X X X X X X X X X X X X XX 

X X X X X X X X X X X XXX 

X X X X X X X X X X X XXX 

X X X X X X X XX X X XXX 

• • 

X X 

• • 

X X 

1 st field odd lineskSimilar 

2nd field odd lines 1 error 
lot field even linespimilat 
2nd field even lines error 

Fig. 6. Coarse structure from optical averaging of largish phase 
errors. 

Line 2n U—jV U —j V 

Line 2n + 1 U +j V U+jV 

Sum 2U difference — 2j V 

It can be seen that the U and V signals have been 
separated without reference to demodulation, the V 
signal still alternating in sign. This may be compared 
with the N.T.S.C. situation in the presence of phase 
errors (Fig. 5(a)), where a shift in phase must change 
the ratio V/U and hence the reproduced hue. Where 
the signals can be separated by means of the delay line 
as in PAL, any shift in phase can only effect the signals 
similarly reducing both of them after demodulation 
by a factor of ( 1 — cos fi), where fi is the phase change. 
No change in the ratio V/U can occur, hence there is 

 lb •  

-j 
•VI line2n+1 

2U 
sum 

A 

A 

• 
± 2jV 
Difference 

Fig. 7. Separation of U and V with delay line. 
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no change in hue but only a change in saturation. This 
action can be clearly seen if eqn. (5) is expressed in 
exponential form: 

M = S ei". ek»ot (7) 

where S is the saturation and a is the angle tan" V/U, 
as in eqn. (5). The modulation of the subcarrier may 
now be written as: 

M = S ei"  (8) 

The sequence of lines in PAL is now: 

Line 2n — 1 

Line 2n 

2M = S ei" 

2M* = S e-i" 

Sum 2(M + M*) = S(e l" + e i") 

Difference 2(M — M*) = S(ei"— e-i") 

Thus the sum is 

S(ei"+e-i«) = 2S cos a = 2U 

and the difference is 

S(ei" — e-h) = 2j sin a = ± 2j V 

(9) 

Thus no viewer control is required. A 30° phase 
shift gives rise to a saturation change of only 10%. 

7. Single-sideband Distortions 

The crosstalk of one colour difference signal into 
the other when demodulating after the partial elimina-
tion of one sideband with the N.T.S.C. system has 
already been briefly considered. This distortion can 
also be eliminated when using the PAL system with a 
delay line in the decoder. To investigate the action 
in greater detail the U channel signal will be taken as 
a constant function of time and the V channel a 
repetitive rectangular signal of unit amplitude: 

f,U = 1 f,V = 1+ E an, cos comt  (16) 

These are modulated for N.T.S.C. on the two sub-
(10) carriers cos coot and sin coot respectively. The 

resulting signal is 

M = —(1+ E am cos corn° sin coot+ cos coot  (17) 

If the upper sideband is eliminated the signal becomes 

(12) M = — [1+ E (am/2) cos comt] sin coot+ 

If the carrier term eiwe is included, the above 
equations (11) and (12)- become 

Sum = 2U cos coot  (13) 
and 

Difference = ±2V sin coot (14) 

This illustrates how the use of the delay line enables 
the subcarrier modulated in both amplitude and phase 
to be separated into two purely amplitude modulated 
signals. 

6. Phase Errors and Reproduced Hue 

The signals of equations (13) and (14) are demodu-
lated in synchronous detectors with the appropriate 
phase of reference carrier injected to recover 2U and 
2 V. If the carrier signal is shifted in phase relative to 
the reference by the angle /3 or if the injected reference 
phase is incorrect by the angle fi the recovered signals 
will be U cos fl and V cos 13. Equation (3) shows 
that the hue is 

a = tan"' V/U 

Since tan'(V cos 131 U cos 13) = tan' VIU, the hue 
is seen to be unchanged. 

A desaturation AS will occur: 

AS = S(1 — cos fl)  (15) 

The use of the delay line eliminates changes of hue 
when either the signal itself suffers a phase change 
relative to its reference burst or if the reference 
generated in the receiver decoder has not the correct 
phase relationship with the signal to be demodulated, 

+ + E (am/2) sin comt] cos coot  (18) 

It can be seen that there is a crosstalk component 
from V into U, and that the spurious components 
are shifted in phase by 90°. If this analysis is 
applied to the PAL system, line 2n— 1 will be as 
equations (16), ( 17) and (18). Line 2n when both 
sidebands are present, will be 

M* = + (I + a„, cos (,omt) sin coot + cos coot 

Similar band limitation gives rise to the signal 

M* = + + E (a„,/2) cos (Ant] sin coot + 
+ E (a„,/2) sin comt] cos coot 

(19) 

(20) 

The PAL delay line decoder takes the sum and differ-
ence of equations (18) and (20). Adding lines 2n-1 
and 2n, all the terms containing com are equal in 
magnitude and opposite in sign and are eliminated, 
leaving cos coot free of crosstalk. Subtracting: 

M—M* = — (++ a„, cos comt) sin coot + 

+(am sin o)„,t) cos coot  (21) 

The first term is the original signal free from crosstalk 
and the second term will not be demodulated pro-
vided the phase of the reference subcarrier applied to 
the detector is correct. Although these signals are 
now free of crosstalk, they are at half amplitude since 
the delay line normally gives outputs of 2U and 
±2V. Thus, as in the case of phase distortion the 
hues are correct but the saturation is reduced by 
one half where only one sideband of the transient is 
present. 
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8. PAL with Simultaneous Phase and 
Single-sideband Errors 

The analysis above shows that if phase errors are 
added to a signal where there has been partial 
elimination of one sideband, the non-alternated axis 
will still be reproduced clear of errors. The saturation 
will be reduced by the factor of unity minus the 
cosine of the error angle and by 50% over the part 
of the spectrum where the sideband has been elimi-
nated. 
The result of a similar situation in the alternated 

axis is rather different. The wanted component will 
still be reduced by the factor of unity minus the cosine 
of the error angle and 50% where one sideband is 
missing, but in addition a quadrature component 
from the other signal alternating in sign, line by line, 
will be introduced and its magnitude will be pro-
portional to the sine of the error angle. 

If the situation had been analysed with the modu-
lation of U and V interchanged, the results would 
also be interchanged, i.e. the alternated axis would be 
clear of errors and the non-alternated axis would 
have the quadrature component. Should the two 
axes carry varying modulation, then a quadrature 
component will occur in both. The result will be as 
described above, all demodulated components being 
reduced by the factor of unity minus the cosine of 
the error angle and a further 50% where only one 
sideband is present; additionally the quadrature 
component will be demodulated, alternating in sign 
from line to line and its magnitude proportional to the 
sine of the error angle. 

The sidebands of the modulated U and V signals 
will both be inherently slightly asymmetric since their 

Chroma 

Input   64 µS 

Bu st 
gate 

4-

bandwidth exceeds the double sideband capability of 
a standard / channel having a 6 MHz sound—vision 
carrier spacing. In practice significant crosstalk does 
not result from this asymmetry. 

9. Colour Switching Synchronization 

Two types of colour synchronization are necessary 
in the PAL system. The first is similar to that required 
by the N.T.S.C. system to generate a continuous 
reference phase subcarrier signal, the second is to 
ensure that the receiver switch in the V channel is in 
step with the transmission switching. These two 
processes are carried out by means of the same 
synchronizing signal. It has been shown that the 
reference burst of the N.T.S.C. signal has a much 
better signal to noise performance than can be used. 
The burst in the PAL system is as that of N.T.S.C., 
but it is alternated in phase with the V signal alterna-
tion by + 45°. This phase alternation reduces its 
effective amplitude to 0.7 of that of the N.T.S.C. 
burst, but the performance still has plenty in hand. 
The phase modulation can also be extracted from the 
reference generator as a half line-frequency signal and 
used to control the receiver switch. This synchronism 
is so effective that it is normally better than the locking 
ability of the field scanning circuit under poor signal 
conditions. Figure 8 shows the block diagram of a 
PAL decoder. 

10. Chrominance Signal Lock 

In the decoding process already described, a 
reduction of saturation with phase distortion and the 
re-introduction of an alternating quadrature com-
ponent by phase error occurs. This effect can be 
reduced if the reference signal can be caused to follow 

Detector 

Sw it a 
Sync 

Phase 

detector 

Line speed 
switch drivel/   

V 
Detector 

Filter 

Switch 180 

Controlled 

oscillator 

Reference generator 

Fig. 8. Block schematic of standard PAL decoder. 
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the spurious phase changes. Since the delay line 
generates two amplitude-modulated signals clear of 
phase modulation from the chrominance signal, these 
two need only to be combined correctly to provide a 
reference signal since they will always be present 
when the scene has any colour content. The stages in 
the combination process are as follows: 

The U and V carrier signals have a 90° phase 
relation, so one must be shifted. Both U and V 
signals, in common with all colour difference 
signals, can be either positive or negative sign, giving 
a 180° ambiguity. If the frequency of both is 
doubled, the 180° ambiguity becomes 360° and is 
thus removed, and the two signals may now be 
added. In practice the 90° shift is not required since 
with frequency doubling it becomes 180°, this being 
eliminated by phase inversion. Any phase changes 
occurring in the chrominance signal will be passed 
on the separated U and V signals and thence to the 
combined frequency doubled signal. This may be 
used to lock directly a low-Q oscillator which will 
then follow these phase variations. 

Since the oscillator is locked by a double frequency 
signal it can have a 180° ambiguity with respect to its 
relation to the subcarrier reference phase. This is 
removed by additionally injecting the separated 
colour reference burst into the oscillator. While the 
oscillator has to be easily synchronized, it is also a 
requirement that the phase, once defined by the in-
jected burst shall not deviate by more than 90° 
during the period of one scanning line. This is 
necessary since there might only be colour on the 
extreme right of the picture area. 

The above two requirements are in no way con-
flicting and a suitable oscillator has been developed 
by G. Mahler.' 

The oscillator can be designed to have a chosen 
locking bandwidth. If it is too narrow, rapid phase 
changes will not be followed; should it be too wide the 
output phase will be unduly influenced by noise under 
poor reception conditions. Typically the effective 
bandwidth is approximately 100 kHz (see Fig. 9). 

The desaturation caused by phase errors and the 
results of the combination of phase errors with single-
sideband distortion are eliminated since the reference 
subcarrier generated in the decoder always has the 
correct relationship to the chrominance signal. 
Further, split screen techniques can be used without 
equalizing the phase of the two encoders to a high 
degree of accuracy. 

Another version of this decoding method avoids the 
requirement for the switch in the reference subcarrier 
supply to the V demodulator. A separate locked 
oscillator is used for the U and V demodulator 

C is typically 1 nF 

Fig. 9. Injection locked oscillator. 

reference subcarrier. The burst is also resolved into 
two components, a constant one in the U axis and 
one alternating by 180° in the V axis. These are used 
to set the initial phase on the locked oscillators, the 
alternating burst applied to the V channel oscillator 
forces it to change in phase by 180° from line to line, 
eliminating the need for the switch and its associated 
synchronizing circuit. 

Owing to their additional complexity these types of 
decoding circuit have been restricted to use in certain 
types of studio equipment. (They are often referred 
to as 'New PAL' and 'New new PAL', this kind of 
terminology is to be deprecated.) 

11. PAL Subcarrier Frequency Offset 

The N.T.S.C. subcarrier frequency gives a low-
visibility dot pattern on the compatible monochrome 
receiver with a half-line offset relationship to the 
scanning frequency: 

line scanning frequency = f,c x 2/567 

the complete pattern having a repetition frequency of 
12.5 Hz. When PAL is used the 180° line by line alterna-
tion of the V axis effectively lines up the subcarrier 
dots on adjacent lines, transforming the interlaced 
pattern into vertical rows of high visibility. If a 
1-line offset is used, both switched and non-switched 
axis signals will interlace, but the angle joining the 
dots on one line to those on the line below will be 
half that of the + line offset condition. The angle will 
be positive for non-switched and negative for switched 
axis components. A further improvement in com-
patibility is possible if the pattern interlaces from 
field to field and this is achieved by offsetting the 
subcarrier frequency by half the field scanning 
frequency in addition to the I line offset. This, in 
fact produces a dot pattern that repeats over eight 
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fields. It has been shown recently that, for systems 
with certain numbers of lines, additional half-field 
offset is not required. If h is the number of lines 
used by the system and if (h+ 1)/8 or (h + 7)/8 is an 
integer the half-field offset is required, but not if 
(h + 3)/8 or (h + 5)/8 is an integer. Hence the 625-line 
system requires the additional offset, but not 525, 405 
or 819 lines. The complete line frequency/subcarrier 
relationship for the 625-line system is: 

line scanning frequency fsc ield 

284—* 

If the line scan frequency is taken as 15 625 Hz, then 
the now agreed subcarrier frequency for PAL of 
4 .433 618 75 MHz + 1 Hz is obtained. 

12. Comb Filter Action of the Delay Line 

Since the luminance and chrominance signals share 
the upper part of the video band, interference between 
them can occur. Where high frequency luminance 
components associated with transients are demodu-
lated by the chrominance demodulators, the effect is 
described as crosscolour. It has the appearance of 
strings of coloured dots at the luminance transient. 
The exact appearance of the crosscolour is defined 
by the relationship between subcarrier and line 
scanning frequency and the angle the transient makes 
with the scanning axes. 

Sum-
channel 
response 

Difference-
channel Y 
response 

Peaks correspond 
to U spectrum 

Peaks correspond 
to V spectrum 

Fig. 10. Delay line separation of U, V and Y spectra. 

In the PAL decoder using a delay line an additional 
action takes place. If a continuously changing 
frequency is applied to the delay line including its 
summing circuit, the output will be large when the 
delayed and undelayed signals correspond in phase 
and will be small when a 180° phase difference occurs. 
There will thus be a succession of peaks and troughs 
in the amplitude frequency response, their separation 
will be 1/T where T is the delay time, i.e. a peak and 
trough for each multiple of the line scanning frequency. 
In fact, when the precise delay is set correctly for PAL 
the peaks in the sum and difference channels corre-
spond to the U and V spectra respectively and the 
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luminance spectral components lie as shown in Fig. 
10. A significant reduction in the level of the lumi-
nance components in the chrominance channel is 
achieved and a consequent reduction in crosscolour 
by 3 dB. Yet a further reduction in crosscolour takes 
place in the PAL decoder since the luminance com-
ponents in the V channel are alternated in sign from 
line to line and their visibility reduced. 

13. The Delay Line 

If operation is to be satisfactory the delay time 
must be precisely equivalent to 284 cycles of the sub-
carrier when the standard frequencies are used for 
colour subcarrier and horizontal scanning frequency. 
The accuracy has to be within 3 ns and until recently 
it was necessary to provide a means of trimming the 
delay time to the exact value by associating an adjust-
able electrical line with the acoustic line. These lines 
are in the form of an encapsulated glass rod with a 
piezo-electric transducer, at each end, exciting a shear 
mode vibration. Recently lines have become available 
that can be manufactured to the required tolerance. 
These use a V-shaped path having total reflection, 
and the delay time can be adjusted by machining the 
surface where the reflection takes place after the 
transducers have been attached. A further convenient 
feature of these lines is that the impedance is about 
150 û rather than the low value of 50 û for the 
rod lines. 

14. PAL Signal Error Correctors 

It is possible to remove errors, both of phase and 
amplitude, at any point in the transmission chain 
rather than to carry out the process once and for all 
at the receiver decoder. This process may be carried 
out by demodulation using the chrominance-lock 
technique and re-modulation using a stable subcarrier 
obtained from the incoming signal burst. 

There is an alternative method of correction which 
does not involve demodulating the chrominance 
signal, but makes use of an added correction signal. 
If the phase distortion is considered as a phase shift 
of the chrominance modulation phasor, its effect can 
be removed by adding to it a phasor 90° removed 
from the wanted signal in phase and of appropriate 
magnitude. Figure 11 shows that the required 
correcting signal is —jS sin /3, the derivation of which 
is as follows. 

If the chrominance signal S.ei*.eiw°` modulates a 
carrier of double frequency ei 2("°' in a balanced 
modulator the output will contain two components, 
one of the same frequency spectrum as the input 
signal and one of triple frequency. Only the first of 
these is of interest, the other being filtered out. 
When the phase of the double frequency carrier is 
suitable the relationship between the input and the 
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Fig. 11. Error correction by addition of compensating signal. 

wanted output signals is as follows. The action of the 
modulator is to multiply the input signals: 

(S. ei". ejw0t) .(ej2wot) = (S . ei3we)± 

(S -1".eiwe)  (22) 

The first resultant is the rejected triple frequency 
component, the second is the wanted output, but 
transformed to the conjugate signal. The output of the 
modifier is thus similar to the input signal, but with 
the opposite alternation sequence. 

If the signal has an added phase error this will also 
be transformed, i.e. if the error angle is fi and the 
distorted signal is S. eia . eio, the modified signal will 
be S. On the following line the signals 
would be S. eio at the input and S.eia. JP 

modified. 

The modified signal is delayed for the period of one 
line, using a normal PAL delay line and the difference 
taken between the input and the delayed, modified 
signals, this giving the required correction signal: 

2  = —jS sin /3  (23) 

The action of adding the correcting signal can be 
clearly seen if the right-hand side of eqn. (23) is 
combined with the phase error modulation com-
ponent: 

(S. e11) + (S 2 — S(e)P +  
2 

 (24) 

—  2 S — cos 13  (25) S  

Equation (25) shows that the phase error el° has 
been converted to a change in saturation from S to 
S cos /3. 

In such an error corrector it is desirable to restore 
the saturation error introduced by the phase correc-
tion. It is similarly possible to derive a suitable 
correction signal, provided a reasonable maximum 
phase error is prescribed above which correction is 
not required. 

From eqn. (25) the correction signal is seen to be 

S(1 — cos fi) = 2S sin' /3/2  (26) 

— cos 

0.414 sin e 

45° 90° 
Fig. 12. Comparison between amplitude correction using 

(1—cos /3) and approximation by K. sin ft. 

Fig. 13. Automatic commutating switch for amplitude error 
corrector. 

If fi is taken as positive and not considered above the 
chosen maximum, eqn. (26) may be approximated by 

S(1 — cos fi) = S.k. sin /3  (27) 

The required signal is obtained by shifting the phase 
correcting signal of eqn. (23) by 90° and multiplying 
by the factor k. Figure 12 shows the approximation 
when the upper limit of correction corresponds to a 
phase error of 45°. It can be seen that below the 
selected point the correction is slightly too great and 
beyond this point the correction falls off. 

This solution only applies for positive error angles, 
for a negative error angle the correcting signal has 
the wrong polarity. It is necessary to incorporate 
means of commutating the saturation correcting signal 
when the error phase is negative with respect to the 
phase reference axis. A phase-splitting transformer 
will provide the two polarities of the correcting signal 
S sin /3 and — S sin fl, which may be selected by 
means of a diode switch. A controlling signal is 
required to operate the switch when the error angle II 
changes from negative to positive with respect to the 
zero phase axis. A suitable signal is S cos fi since, 
although sin /3 changes in sign with the change of the 
angle fi, cos 13 does not change. 

The signal S cos /3 can be obtained in a manner 
analogous to the phase correcting signal, but by 
adding the input signal and the delayed modified signal 
instead of taking the difference: 

e + e' 
S  2 — S cos fi  (28) 
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Fig. 14. Block schematic of PAL error corrector. 

The action is illustrated in Fig. 13. Each diode has 
one of the phases of the correcting signal applied to it, 
either S sin fl or — S sin /3. Both diodes also receive 
the control signal S cos fi. One diode will receive 
(S cos /3+ S sin 13) and the other (S cos 13— S sin /3). 
For all values of /3 other than the trivial ones of 0° and 
90° the sum will be greater than the difference for 
positive values of /3 and the difference will be greater 
for negative values of /3. The circuit is so arranged 
that the diode with the greater voltage developed 
across it shall conduct, commutating the correction 
voltage with the change in sign of the error angle with 
respect to the zero phase axis. A complete practical 
circuit would require two sets of switching diodes, 
since as described only half cycles of the correcting 
voltage would be supplied. Additionally, provision 
must be made for cancelling the control signal that 
would otherwise appear in the output. This type of 
automatic commutator is the result of a suggestion 
by G. Mahler.' A block diagram of a complete 
corrector is shown in Fig. 14. 

15. Effects of the Averaging Process 

The PAL system depends upon averaging the colour 
information carried by sequential lines to eliminate 
errors. Where a rapid vertical chrominance transition 
occurs this will be influenced by the averaging 
operation, in fact, the effects are difficult to show using 
even critical picture content. More than one averaging 
process can occur, as when an error corrector is 
followed by a decoder using a delay line. 

Fig. 15. The effect of multiple averagings upon a colour 
difference transition. 
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Fig. 16. Burst suppression sequence. 

Two effects are of importance, the transition is 
slowed down and the centre point of the transition is 
delayed. Figure 15 shows the effects of from zero to 
three averaging processes, i.e. from simple non-delay 
line decoding to the situation arising from two error 
correctors followed by delay line decoding. The 
centre of the transition is moved downwards, i.e. 
delayed, by the equivalent of half the height of one 
scanning line by each averaging. When only one 
averaging is involved the effects are of no consequence, 
but with two averagings as when an error corrector is 
introduced, the luminance signal can with advantage 
be delayed by one line, matching the downward shift 
of the centre of the colour transition. The equalization 
is very effective since lack of time coincidence between 
luminance and chrominance is much more disturbing 
than the change in resolution. 

16. Burst Blanking Sequence 

The N.T.S.C. system suppresses the reference burst 
during the field synchronizing interval. If the burst is 
similarly suppressed when using the PAL system, the 
phases of bursts starting and ending fields will execute 
a four-field sequence, pairs of fields starting and ending 
with negative and positive phase bursts (Fig. 16). 
Normally this causes no difficulties, except when 
certain types of reference generators are detuned near 
to the limit of operation. The starting phase after the 
field synchronizing interval may differ for the two 
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starting and ending burst conditions, giving rise to a 
slight flicker at the top of the picture when high 
saturations occur. 

The flicker effect described is removed by adopting 
the special burst blanking sequence shown in Fig. 16 
so that all fields start and end with the same burst 
phase. The use of this special burst blanking gives 
rise to a problem when video tape recording the 
signal, since the recording machine uses the bursts in 
the phase stabilization circuits and certain bursts are 
missing. Although this problem has been solved, the 
final decision concerning the inclusion of the special 
blanking has been deferred pending the report of Sub-
group 6 of the E.B.U. Ad-hoc Group on Colour 
Television (Studio and recording equipment). In 
fact, experience shows that when the N.T.S.C. type 
burst blanking is used, the effect on most receivers, 
even when extremely maladjusted, is very much of a 
second order. 

Associated with the above discussion is a more 
general point. Any colour system with a line 
sequential process will normally involve a four-field 
repeating sequence. Figure 17 illustrates this point, 
showing that any line of a pair of interlaced fields will 
alternately have both of the colour sequence signals 
associated with it. This must be considered with 
regard to its effect upon means taken to bring in-
dependent signal sources into synchronism and to the 
run-up of recording machines. 
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Fig. 17. Four-field pattern of a line sequential system. 

17. Conclusion and Acknowledgments 

The PAL system has been described in terms of its 
relationship to the N.T.S.C. system. The properties 
of the system under conditions of single and multiple 
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the system have been outlined. 
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19. Appendix: Specification of the PAL System for B.B.C. 625-line Transmissions 

1. General Specification 

Luminance component 
Chrominance component 

2. Colour Subcarrier, 

Amplitude modulation of the picture carrier. 
Simultaneous pair of components transmitted as ampli-
tude modulated sidebands of a pair of suppressed sub-
carriers in quadrature having a common frequency. 

fsc = 4.433 618 75 MHz + 1 Hz 

3. Frequency Spectrum of Composite Picture and Sound Signals 

Vision to sound spacing 
Main sideband 

Vestigial sideband 
Chrominance sidebands 

4. Transmitted Colour Picture Signal Waveform 

Colour synchronization 
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6 MHz. 

5.5 MHz. 
1.25 MHz. 
+107 MHz (max) and — 1.6 MHz (max.). 

Complies with C.C.I.R. monochrome television speci-
fications' with following modifications: 
Subcarrier burst 

Duration: 10 Hz + 1 Hz 
Start: 5.5 + 0.2 is after line sync datum 
Amplitude: 0.5 + 0-1 of line sync amplitude. 

Omitted during field blanking periods for 9 lines as in 
Fig. 16. The phase is 135° on lines where the polarity of 

is positive and 225° on line where the polarity of E;, 
is negative. 
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5. Delay Characteristic of the Transmitted Signal 

6. Luminance Component 

Attenuation frequency characteristic 

7. Scanning 

Line scanning frequency 

8. Synchronizing and Blanking Waveforms 

9. Equation of Complete Colour Signal 

4 = voltage of luminance component of the 
composite signal. 

Ek, .E, 4 . gamma corrected voltages cor-
responding to the red, green and 
blue signals. 

co = 27ifsc 

Phase reference 

C.I.E. primary colour chromaticities of picture 
tube for which 4, Eà, and E;, (above) are 
suitable. 

C.I.E. white 

Equivalent bandwidths of colour difference 
signals before modulation, 4-4, and 4 — 4, 

Maximum time difference of transmission of 
component signals 

Em = total video voltage applied to modulator 
of transmitter. 

Uniform to 4 MHz 

—0.08 is at f0 

—0.27 jis at 5.5 MHz 

Uniform to 5.5 MHz, inclusion of notch-filler possible 
at fsc. 

15 625 Hz (Jsc — +A ìd)  
(284—*) 

Complies with C.C.I.R. monochrome television speci-
fication.' 

)4 = 0.34+ 0.59E + 0.114. 

+(B— Y) axis. 

Red (x = 0.67, y = 0.33) 

Green (x = 0.21, y = 0.71) 

Blue (x = 0-14, y = 0.08) 

Illuminant C (x = 0.310, y = 0.316) 

fat 1 MHz less than 2 dB down 

lat 4.0 MHz at least 20 dB down. 

+ 40 ns. 

Em = 4+ E;j sin an + 4 cos cot 

E;.; = 0.493 (4 —E) 

4 = 0.877 (E— E) 

The polarity of 4 cos cot is positive during odd lines of 
the first- and second-fields and during even lines of the 
third- and fourth-fields. 

Manuscript first received by the Institution on 13th October 1966 and in final form on 5th January 1967. (Paper No. 110117'37.) 

6:7 The Institution of Electronic and Radio Engineers, 1967 
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The International Federation for Information Processing 

The 1968 IFIP Congress in Scotland 

Her Majesty Queen Elizabeth II has graciously 
agreed to be Patron of IFIP Congress 68, which more 
than 4,000 computer experts from 40 countries are 
expected to attend. The Congress will be held in 
Edinburgh, from 5th to 10th August, 1968. 

Every three years the International Federation for 
Information Processing (IFIP) sponsors a world 
Congress in one of its member countries. Prior to the 
formation of IFIP, an inaugural conference was held— 
under the sponsorship of UNESCO—in Paris ( 1959). 
Subsequent IFIP Congresses took place in Munich 
(1962) and New York (1965). 

During the 1968 Congress approximately 250 
technical papers covering all aspects of data processing 
from the state of the art to future developments 
envisaged in the information processing sciences will 
be delivered by speakers from many countries. The 
subjects under discussion will be broadly divided into 
mathematics, computer languages, computer equip-
ment, scientific applications, education and business. 
Proceedings, containing the papers of the general 
scientific programme will be published after the 
Congress. 

In addition to invited papers reviewing various 
aspects of computing, a large part of the programme 
will be devoted to submitted papers. These will cover 
computer applications, hardware, software and 
mathematics. 

Subjects are broadly divided into the following 
categories: 

Computer applications 
Applications in physical and life sciences. Applications 

in engineering. Applications in linguistics. Artificial 
intelligence. Applications in library science. Applications 
in management and business. Applications in social 
sciences. Applications in the arts and the humanities. 
Education. 

Hardware 
Analogue and hybrid computers. Computer systems. 

Real-time systems. Components and circuits. Graphical 
display and input. Data transmission. 

Software 
Operating systems. Programming languages. Compilers 

and other language processors. Parallel programming. 
Data structures. 

Mathematics 
Computational methods in analysis. Computational 

methods in algebra. Combinatorial and discrete mathe-
matics. Theory of machines. Theory of algorithms. 
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An appeal for papers has been made and full details 
of the procedure for submitting papers can be 
obtained from IFIP Congress Office, 23 Dorset Square, 
London, N.W.1. Synopses must be submitted before 
30th November 1967. 

IFIP Congress 68 is organized by a committee 
formed by the British Computer Society and repre-
senting a wide cross-section of professional societies 
and people concerned with computers and data pro-
cessing. The committee has members from the 
British Computer Society, the Scottish Office, the 
Ministry of Technology and twelve professional 
societies of the United Kingdom Automation Council, 
including the I.E.R.E. whose representative on the 
organizing committee is Mr. A. St. Johnston (Member). 

Concurrently with the Congress an exhibition will 
be held at the Waverley Market in Edinburgh. Here 
a large exhibition area of some 30 000 ft2 (2800 m2) 
will be available for a comprehensive display of com-
puters, computing equipment and allied services. 
Digital and analogue computers, data collection-
systems and data transmission facilities, logic modules, 
sub-assemblies, etc., will be on show in addition to 
working data processing installations. Between 70 
and 100 leading computer manufacturers and market-
ing organizations, service companies and major users 
from all parts of the world are expected to participate 
in this unique international event. 

Expansion of IFIP Activities 

The eleventh general assembly of IFIP, recently 
held in Jerusalem, decided to modify the Federation's 
structure to encourage the formation of special interest 
groups on an international basis. The first of these will 
be the administrative data processing group, and its 
aims are to promote and co-ordinate research, educa-
tion, and the exchange of experience in the field of 
information processing as applied to organizational, 
economic and administrative problems in public and 
business administration. 

On the technical side of their work, the general 
assembly approved the formation of a new working 
group (WG.3.1) to conduct research into the teaching 
of information processing in secondary schools. In 
addition the formation of a new committee (TC.4) is 
proposed which will study techniques and applications 
in medical research and biomedical practice, with 
particular reference to the international codification 
of medical information. 

The growing influence of IFIP was reflected in the 
admission of Hungary, and the forthcoming admis-
sion of Yugoslavia which will bring the total member-
ship to 27 nations. 
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Cryotron Storage Cells 

for Random Access Memories 

By 

V. L. NEWHOUSE, Ph.D.t 

AND 

H. H. EDWARDSI 

1. Introduction 

Reprinted from the Proceedings of the Joint LE.R.E.—LE.E. 
Conference on 'Applications of Thin Films in Electronic Engineering' 
held in London on 1 lth-14th July 1966. 

Summary: Cryotron storage cells are attractive for random access memory 
because of their broad tolerances. In the past, their lower size limit has 
been set by the fact that their read-out signal becomes too small and short 
to be sensed by conventional amplifiers. A new sensing method has been 
developed which removes this limitation, so that the lower limit of cell 
size is now determined by fabrication technology only. 

This paper describes this technique as well as a number of old and new 
cryotron cells compatible with it. Cell dimensions are calculated in terms 
of fabrication parameters and a comparison of the densities of various 
bit and word organized designs is made. 

Considerable effort has been devoted to the develop-
ment of a practical superconducting film memory. 
The high density and simple structure of the con-
tinuous film memory (c.f.m.) make it a favourite 
contender. However, the c.f.m. has been found to 
have uncomfortably narrow tolerances which are 
strongly dependent on material parameters.' Thus 

interest has revived in cryotron memories in which 
tolerances can be broadened by adjusting the geometry 
of the cell. This paper presents some old and a 
number of new cryotron cell designs, and calculates 
the maximum density of each. The results are sum-
marized in Table 1. It is shown that with present 
constructional techniques, bit-organized designs give 
densities of around 103 cells/in', while word-organized 
designs can give densities of over le cells/in'. 

Table 1 

Cell . 
No. Figure 

Insulated 
Pb-gate 

Cross- • 
Junctions contacts overs 

Density 
shown Proposed 
in Fig. densityt Organization 

(cell/in2) 

1 3, 4 3w,„-I- 6r + 3m 

2 6, 7 wal-5w0±2r 

3 8, 10 wg-F3r-F3m+c-Fawo 

4 11 iser'-1-13w,,' +2m+ b 

5 12 >fir' -I-2r- F m 

4wo-F6m-F3r1-1-c 

wo-F4m-1-6r1-1-4c+L 

we--1-4m+4r1+2c-Fw. 

2w0-1-ywo+m+2r 

wo+2ri- c 

9 6 3 1 150 2 300 Word 

3 4 4 1 540 2 100 Bit 

5 4 3 1 200 2 600 Bit 

2 2 0 10 000 10 000 Word 

2 2 1 28 600 36 000 Word 

t Density with the following values of fabrication parameters 

Parameters Definitions 

wit = 6 gate width of c.f.c. having current gain. 

-- 1 control width. 

= 0.5 minimum overlap of one etched metal film over 
another. 

r, = 2 minimum overlap with insulation film over bottom 
metal film. w„'= 2 

1 minimum spacing between two isolated coplanar y = 4 
metal films. 

c = 2 minimum contact length needed to establish super- b = 4.5 
conducting contact between two superimposed films. 

(dimensions given in inches x 10 -2): 

Parameters 

L = 5 

a = 4 

/3 = 2 

Definitions 

length of in-line cryotron. 

ratio of widths of non-active write line to control 
width in Fig. 10. 

ratio of widths of gate film under an inactive control 
to that under an active control of Fig. 11. 

gate width of c.f.c. not requiring current gain. 

ratio of widths of the inactive control to the active 
control in Fig. 1. 

length of inductive leg of Fig. 11 required to give 
sufficient output signal. 

t Research and Development Center, General Electric Company, Schenectady, New York. 
Formerly with Research and Development Center, G.E.C., New York; now at Biology Department, Rensselaer Institute of 

Technology, U.S.A. 
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A simple cryotron storage ce112 (see Fig. 1(a)) is 
sensed by destroying the current stored in it, and 
observing the polarity of the resulting voltage pulse 
on the digit line. When this cell is made as small as 
present techniques allow, the sense signal amplitude 
and duration are too small to be detected by con-
ventional methods. A new method has been conceived 
which makes it possible to stretch cell currents in time, 
so that they can be sensed by a cryogenic amplifier. 
Following a brief description of the new sensing 

method, this paper deals with a number of cryotron 
cells compatible with it, and calculates their cell 
dimensions and time constants in terms of fabrication 
parameters. 

2. Current Stretching 

The use of the current stretching principle will be 
described in connection with Fig. 1(a). This figure 
shows a portion of a word-organized memory. The 
'1's and 'O's are stored in the form of clockwise and 
anti-clockwise currents in the cryotron cells. To read 
a specific word, current is passed through the word 
line, thus making its cryotrons resistive. A voltage is 
thus induced across each of these cryotrons while the 
current circulating in the cryotron cells is decaying. 

To estimate the magnitude of this voltage signal, 
consider Fig. 11, which shows possible dimensions for 
a realization of the circuit of Fig. 1. Assuming a 
thickness of 5000 A for both the insulating and tin 
films and a tin film resistivity of 0.2µ e-cm, a cell time 
constant for both reading and writing of approxi-
mately 5 ns results. The quenching of a 100 mA 
stored current would produce a read-out signal with 

- DIGIT 
DRIVERS 

RESET RESET 

MEMORY CELL 

Fig.1 (a) Word-organized single crossed film 
cryotron cell array with current stretch sensing. 
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a peak value of approximately 150 µV. To achieve 
this output voltage, the rise-time of the word line 
read-out pulse must be considerably less than 5 ns. 
Clearly, this voltage is too small and of too short 
duration to be sensed by conventional methods. 

The current-stretching technique is illustrated in 
Fig. 1(c). 

A superconducting current 4(0) is stored in the 
small loop of the figure. If a resistance r is introduced 
into the loop, a 'read-out' voltage appears. Although 
the current through r will decay to zero, the voltage 
produced during the decay process causes a persistent 
current, /r, to build up in the loop consisting of L, and 
L. Since the sum of the voltages around the loop 
must be zero: 

r d/e r d/f 

dt dt 0. 
Integrating over the time if builds up from zero to its 
final value Mt), 

Le[lc(t)—I,(0)]+1,1[11(0-0] = 0, 

since /c(t) = 4(t), we finally obtain 

4(t) —  Ic(0). 
Lc+ Lf 

Current 4(t) will persist until it is deliberately 
quenched. Thus the temporary voltage signal across 
r has been 'stretched in time' by any desired amount. 

Returning to Fig. 1(a), each digit line is shunted by 
an amplifier with a superconducting (i.e. purely in-
ductive) input. Thus the bit-line voltage produced 
during cell read-out induces a persistent current in 

L 0 

(b) Equivalent circuit (c) Current stretching 
during read-out. circuit. 
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the superconducting path indicated by the broken 
line in Fig. 1(a). The equivalent circuit for this 
process is shown in Fig. 1(b). 

This circuit is seen to be identical to the circuit of 
Fig. 1(c) if L1 is replaced by La+Ld where L. is the 
input inductance of the amplifier plus any inter-
connection inductance and Ld is the digit line in-
ductance. 

Thus the final amplifier current I. equals: 

Lc  - L. +Ld+ L.I  (I) 

where is the initial current stored in the memory cell. 

The reset c.f.c. of Fig. 1(a) serves two purposes: 
(1) to quench 4 when desired, and (2) to prevent the 
digit drive current from being shunted through the 
sense amplifier input when information is being 
written into a cell. The sensing process involves 
integration of the bit line voltage by a superconducting 
amplifier. One of the advantages of current stretch 
sensing is that any interference produced by inductive 
or capacitive coupling between word and bit line will 
be integrated out to zero. Another advantage is that, 
as shown by the derivation of eqn. (1), the rise time 
of the word line pulse is unimportant. That is, it can 
be made long compared to the cell time constant with-
out affecting the amplitude of the read-out current. 

To estimate the magnitude of the sense current in a 
practical case, assume a word-organized structure, as 
shown in Fig. 11, with 1000 cells per bit line. Let the 
cell inductance L. equal 8 nH, let the bit line induc-
tance be 2 nH per cell, and assume that the amplifier 
and interconnection inductance L. is equal to the 
total bit line inductance. If the cell stored current is 
100 mA, then from eqn. ( 1) the persistent amplifier 
input current is 

8  
I. — 2000 + 2000+8 (100 mA) = 0.2 mA. 

Y DRIVE 
CURRENT 

Y ADDRESS 
CURRENTS 

X 
ADDRESS 
CURRENTS 

X DRIVE 

CURRENT 

SENSE LINE 
RESET 

SENSE 
AMPLIFIER 

Fig. 2. Current stretch sensing for a bi -organized memory. 
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This can readily be detected by a c.f.c. amplifier' of 
several megahertz bandwidth. 

Current stretching can be used in a bit-organized 
memory configuration as shown in Fig. 2. Here an 
8 by 8 array is shown with each cell represented as a 
crossover of X and Y lines and with the Y line being 
used for read-out. To read out a particular cell, 
current is first sent through the associated Y line, 
with the sense line reset cryotron held resistive to 
prevent shunt current passing through the sense 
amplifier. This cryotron is then made superconducting 
and current is sent through the selected X line. This 
produces a voltage across the selected cell, which in 
turn induces a persistent current through the super-
conducting path of the Y line cryotron tree and the 
sense amplifier. The capacitive loading of the Y line 
by the Y cryotron tree will not affect the current 
amplitude. 

Equation (1) shows that use of the current stretching 
scheme requires that (L. +Ld) be kept as small as 
possible, in order to maximize the sensed current la. 
Hence all the storage cells described below are designed 
so as to keep the digit or Y line inductance Ld as small 
as possible compared to the cell inductance L. 

3. Crossed Film Cryotron Memory Cells 

3.1. A Three-cryotron Cell4 (Cell No. 1) 

A three-c.f.c. cell with non-destructive read-out for 
use in a word-organized memory is shown in Fig. 3.t 
By simultaneously pulsing the X and Y write lines and 
terminating the Y write pulse last, current is stored 
in the loop of the Y write line. To read the cell, the 
X and Y read lines are simultaneously pulsed, creating 
a d.c. voltage on the Y read line if a current is present 
in the cell. 

X WRITE 
LINE 

X READ 
LINE 

Fig. 3. Three-cryotron memory cell (cell No. 1). 

t The presence of a superconducting ground plane is assumed, 
but not shown, in this and all other cells described in this paper. 
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Fig. 4. Layout of three-cryotron cell array. 

It has been generally accepted that this type of cell 
is neither sufficiently fast nor dense enough to be 
competitive in large memories. It has been included 
here, however, for completeness. Figure 4 shows a 
possible layout for such a cell, to be compared with 
other cells discussed later. The three vertical lines, 
equal in width, are tin (or indium) gates. All other 
lines are made of lead. The cross-hatched regions are 
Pb-Sn contact areas. With a 0.001 in-wide control 
and a 0-006 in-wide gate, the cell geometry of Fig. 4 
occupies an area of 0.024 in x 0-036 in, or 1150 

cells/i n2. 
To illustrate the dependence of cell area on fabrica-

tion precision, the area of this cell and of the cells 
described below are expressed in terms of the follow-
ing parameters, which are illustrated in Fig. 5. 

c.f.c. gate width 

c.f.c. control width 
minimum length of Pb-Sn contact area for a 
superconducting joint 

minimum spacing between two non-overlapping 
films 

minimum overlap of Pb overlying a gate 

minimum overlap of Pb over a contact area-
insulation interface. 

Specific cell dimensions are given in Table 1. 
Other measures of cell density such as the number of 
insulated crossovers, the number of 'T' junctions, and 
the number of Pb-Sn contact areas are also given. 

The time constant of the cell can be calculated from 
the well-known formulae for gate resistance and 
control inductance. 
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Pb-Sn (In) CONTACT AREA 

Pb-Sn (Ial 
INSULATION 

 Sn (In) 
  GATE 

f 

  Pb CONTROLS 

nr 

Fig. 5. Hypothetical layout to illustrate fabrication parameters 
(lead-lead insulation omitted). 

Assuming the above cell size, the time constant of 
writing into the cell is 70 ns for a 5000 A tin gate with 
a resistivity of 0.2,µ Si-cm and an insulation thickness 
of 10 000 A. For reading, the time constant is 10 ns. 
The operative time constant for reading may be 
determined by other factors, such as the time constants 
of the selection circuits, the time constant of the 
sensing circuit, or the decay time of interference cross-
talk from the drive-in line read pulses. 

3.2. Double Cryotron Cell (Cell No. 2) 

A double cryotron cell suitable for bit-organized 
operation is shown in Fig. 6, together with operating 
waveforms. The cell is read out destructively and the 
Y line is used for sensing as well as driving. If this 
cell is constructed from crossed film cryotrons, the 
Y line will contain a large number of controls and will 
have a correspondingly high inductance. This will 
greatly reduce the output signal if current stretching 
is used. The Y line inductance can be reduced by 
replacing the c.f.c. whose control is in the Y line with 
an in-line cryotron. Such an arrangement is shown in 
the layout of Fig. 7. As shown here, the cell is 
0.021 in x 0.031 in or about 1540 cells/in2. In terms 
of our generalized parameters, the dimensions are 
+ 5wc + 2r + 4m) x (4m + bri +4c+ we+ L) where L 

is the length of the in-line cryotron gate, where the 
width of the narrow portion of the Y line memory 
loop is taken to be wc and the width of films connecting 
to films of width wc is arbitrarily taken to be 2wc. 

Since the in-line cryotron always has a d.c. gain 
less than unity and since the c.f.c. gate must carry the 
control current of the in-line cryotron, it will be 
necessary to alter the structure of Fig. 7 slightly, by 
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making the in-line cryotron gate and control narrower 
than the c.f.c. gate. The exact geometry will depend 
on the gate thickness and the temperature of operation. 
In such a design, the c.f.c. will have sufficient gain for 
itself and the in-line cryotron. An alternative is to 
add a separate bias control to the in-line cryotron or 
apply a bias field to the entire plate. Besides the 
additional complexity that this would add, it might also 
interfere with the c.f.c. operation and hence is not 
desirable. 

IX, 

Iy, 

V 

X DRIVE Xi 
LINE 

x2 

Y DRIVE/SENSE 
LINE 

Y 2 

WRITE 'On 

OR 

WRITE "I" READ "I" READ'On STORE 

Li 

 I  

Fig. 6. A double cryotron memory cell and waveforms 
(cell No. 2). 

With the geometry of Fig. 7, using a tin gate thick-
nesst of 1 gm, a resistivity of 0.2g e-cm and an 
effective shield insulation thickness of 1 gm, the time 
constant of the c.f.c. loop is about 60 ns and that of 
the in-line loop 20 ns. Supercooling effects associated 
with tin films thicker than the penetration depth have 
not been considered. 

t The choice of gate thickness has been determined by the 
consideration that the in-line cryotron gate must be thicker than 
the penetration depth, and by the desirability of making the 
in-line and crossed film cryotron gates the same thickness 
since the geometry permits them to be deposited simultaneously. 

IL_J I I I 

1 I 

,  

r  

•.I 

rzLi 

L . 

1,••••11 

J 

r 1 
L 

tr2/ 

_I 1_ 

LJ 

 I 

Fig. 7. Layout of double cryotron cell array. 

3.3. A Low-inductance Double Cryotron Cell 
(Cell No. 3) 

Another possibility of obtaining a low-inductance 
sense line using the basic cell of Fig. 6 is to remove the 
c.f.c. controls from the sense line and put them in a 
second vertical line. This is shown in the array of 
Fig. 8. The operating waveforms will also have to be 

X DRIVE 

CURRENT 

1 

WRITE 
ENABLE 

Y DRIVE SENSE 
CURRENT L NE 

RESET 

Fig. S. A double cryotron cell in a bit-organized array 
(cell No. 3). 
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Y, DRIVE 
CURRENT 

X, DRIVE 
CURRENT 

SENSE LINE 
RESET 

WRITE 
ENABLE 

tz 

WRITE 

.1 

READ 
'I . —.I.— AND READ 0 — .4 

WRITE '0. 

READ 
AMPLIFIER 

Fig. 9. Operating waveforms for cell No. 3. 

modified. Figure 9 shows one of several possible 
modes of operating the cell. The general principle is 
to switch the Y drive current into the control line 
using the 'write enable' c.f.c. During sensing, the 
'write enable' c.f.c. is superconducting, allowing the 
sense current to flow in the low-inductance path that 

T -,, -—1,----r---, 
I I 

iI II I I I I 
-L. -....1--1,- _L. - J 

/ \ -  

Fig. O. Layout of cell No. 3. 
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bypasses the Y line c.f.c. controls. The `sense line 
reset' c.f.c. keeps the Y drive current out of the 
amplifier input L and destroys the sense current after 
it is read out. 

Figure 10 shows a possible layout for this cell 
designed by R. E. Joynson. It is 0.028 in x 0.030 in 
and has a density of about 1200 cells/in'. A 256 by 
256 array would conveniently fit on a 10-inch-square 
plate with associated address trees and an amplifier. 
In terms of fabrication parameters, the cell dimensions 
are (It's+ 3r + 3m + c+awc)x (wg+ 4m + 4„ + wc + 2c), 
where a is the ratio of the width of the non-active 
portions of the Y c.f.c. control line to wc. This line is 
made wider between controls to lower the time 
constant of switching into the control line with the 
'write enable' c.f.c. The cell has five insulated cross-
overs, four T junctions, and three Pb-gate contacts. 

Assuming a resistivity of 0.2µ11-cm, insulation 
thickness 0.5 gm, and gate width 1.0 gm gives time 
constants of 18 ns for the switching loop and of 
12 ns for the storage loop. 

3.4. A Single Cryotron Cell (Cell No. 4) 

A single cryotron cell that is very simple but 
requires a word-organized operation is shown in 
Fig. 11. The cell consists of a bottom layer of tin (or 
indium) arranged as a current storage loop and an 
overlying insulated-lead control line. Its operation 
has been explained in connection with Fig. 1. With 
a 0-002 in wide gate and a 0.001 in wide active control, 

WORD 

LINES 
(Pb) 

BIT 

LINE ( Sn) 

Fig. 11. Layout of cell No. 4. 
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the cell as shown would occupy 0-008 in x 0.0125 in, 
giving 10 000 cells/in'. 

The simplicity of the cell is apparent since it only 
requires two insulated crossovers, two T-junctions, 
and no Pb-to-gate contacts. In terms of the fabrication 
parameters, the dimensions are (wi + fiwg' + 2m+ b) x 
(2wc+ywc+ 2r — m), where fi and y are the multi-
plying factors for the gate and control necessary to 
create an inactive crossover in the right-hand leg of 
the cell, b is the length of the high-inductance portion 
of the memory loop, and iv,' is the gate width. 

The maximum gate current in this cell is determined 
by the narrow portion of storage loop that is made 
equal to wc. The gate in the Y line that is used for 
switching is made as wide as possible to reduce the 
inductance of the sensing circuit. It can be shown that 
this produces an overall increase in the sensing signal 
compared to a design where the gate has the same 
width as the narrow portion of the storage loop, or 
compared to a design where the storage loop leg width 
is increased to that of the gate. 

An even denser arrangements of this circuit is 
shown in the four-cell array of Fig. 12, where the two 
halves of the storage loop are superimposed with the 
control sandwiched between them. With the geometry 
shown in Fig. 12, the cell area is only 0.005 in x 
0-007 in, giving 28 600 cells/in'. With this cell, how-
ever, the two halves of the memory loop are made 
from different materials, and hence there is the prob-
lem of making superconducting Pb—Sn contacts. The 
time constant of this cell is proportional to the 
insulation thickness underneath the Pb leg of the 
storage cell. If this insulation is made thicker than a 
few microns, its edges would have to be 'sloped' so as 
to allow the Pb leg of the storage cell to 'climb' over it. 
These sloping edges will reduce the effective cell 
density. Ahronss used an insulation thickness of 
12 gm and obtained a 1 mV sense signal lasting for 
200 ns. However, this required a cell 0.200 in long 
driven with 2 A word and digit currents! As in any 
word-organized memory, there exists the problem of 
plate-to-plate interconnections for all the digit lines. 

4. The Interconnection Problem 

Table 1 shows that the estimated cryotron cell 
density is highest for cells that must be used in a 
word-organized arrangement. This poses a severe 
interconnection problem, since although an address 
tree can be used for the word line, each bit line of a 
word-organized structure must be directly connected 
to the corresponding bit lines of the adjoining memory 
plates. For a 100-bit word, for instance, there must 
be at least 200-bit line interplate connections. For 
optimum memory performance, any direct connection 
between memory plates should be not only completely 

TOP VIEW 

005'-1 

Fig. 12. High density arrangement of the one-cryotron cell 
(cell No. 5). 

CROSSSECTIONAL 

VIEW 

superconducting but also shielded. If the current 
stretching circuit is used, with one amplifier for each 
bit line in the memory, it is essential that both of these 
requirements be met. 

Two ways of handling this problem are with 
(1) plug-in boards and (2) transformers. With the 
plug-in board technique, connecting pins would stick 
out of the edge of the memory plate wherever it is 
desired to make a connection. The films of the 
memory would be deposited over these pins in such 
a way as to make superconducting contacts where 
needed, and yet keep the circuit isolated from the 
shield plane, but with a low-inductance interconnec-
tion. The memory plates are • then plugged into a 
master board in such a way as to make super-
conducting contacts. The shielded superconducting 
connectors between the individual memory plates 
are printed on the master plate of the memory. If 
current stretching is used, the bit lines of the various 
plates should be connected in parallel during sensing 
in order to reduce the inductance of the sense circuit. 
However, the bit lines must be serially connected 
during writing. These conflicting requirements will 
necessitate doubling the already large number of bit 
line interconnections and adding one or more switch-
ing c.f.c.'s to each bit line on every plate. (If a voltage 
sense could be used, the additional interconnections 
and the switching c.f.c.'s could be eliminated.) 

A superconducting transformer effectively achieves 
the same result as superconducting contacts between 
the memory plate and the master board, since super-
conducting transformers have no lower cut-off 
frequency and have been demonstrated to transform 
direct currents. A transformer coupled memory 

March 1967 
167 



V. L. NEWHOUSE and H. H. EDWARDS 

.4  

-- c  

2" BIT LINE 
PLATE I 

2" BIT LINE 
PLATE 2 

Fig. 13. Transformer coupled sensing system. 

—... TO SENSE AMPLIFIER 
-.. TO 2" BIT DRIVER 

J 

INTERCONNECTING 
FLEXIBLE SUBSTRATE 
WITH TRANSFORMERS 

arrangement is shown in Fig. 13. Two transformers 
are used per digit line. One connects the corresponding 
bit lines on different plates in series for driving; the 
other connects them in parallel for sensing. One 
cryotron per digit line is required to perform this 
switching function. 

When using a transformer coupled system, the 
memory plates might be interconnected by a flexible 
substrate carrying shielded lines, as shown in Fig. 
14(a). The transformers themselves would consist of 
lines situated above holes in the shielding of the 
flexible interconnection (Fig. 14(b)). These are super-
imposed with matching lines above holes in the 
memory plate ground plane, shown in Fig. 14(c). 
These transformers need not be packed as densely as 
the bits on a word line. For instance, if 100-bit words 
are used on a 10-inch plate, each pair of transformers 
could occupy 0.1 inch of plate perimeter. 

4.1. Transformer Design 

Figure 15(a) shows a cross-section of a film trans-
former, and Figs. 15(b) and (c) show, respectively, 
the actual and equivalent circuits of a superconducting 
(i.e., resistance-less) transformer at frequencies where 
self-capacitance can be neglected. In Fig. 15(c), LI are 
the primary and secondary leakage inductances. 
These may be taken as equal to one another owing 
to the symmetry of the system. M is the mutual 
inductance. 

Inspection of Fig. 15(c) shows that the load current 
produced by unit primary current is 

M  
T — (2) 

M + Lload +LI 

For T to be close to unity we must have 

M > (Lkad +Li)  (3) 
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Ç--

(a) 

"---•\ 
.. 

(b) (c) 

SENSE LINES DRIVE 
LINE SHIELD PLANE 

Fig. 14. Interconnection and transformer arrangement. 

The three quantities given in eqn. (3) can be calculated 
as follows. The load inductance Lioad is that of a 
memory drive line of length /, width w, situated at a 
distance t above a ground plane. This is given by the 
well-known formula 

Lload --- 4n-1 tx10-9H  (4) 
w 

(All dimensions in cm and / > w » t.) Figure 15(c) 
shows that the self-inductance of the transformer 
primary with the secondary short-circuited approxi-
mates 24 for M » LI. But the self-inductance of the 
transformer primary with the secondary short-
circuited is almost the same as that of a transmission 
line of the same dimensions above a complete, i.e. 
hole-free, ground plane. Hence we can use eqn. (4) 
to obtain 

2Li --- 47c —' t' x 10-9H  (5) 
w  

where /', w', and t' are, respectively, the length, width, 
and separation from the secondary, of the transformer 
primary in cm. With good coupling between primary 
and secondary, the mutual inductance M is nearly 
equal to the self-inductance of the primary with the 
secondary open circuited, i.e., to the self-inductance of 
a line of width w in the centre of a ground plane hole 
of width 2 g. For this we may use the formula for the 
self-inductance of a round line of length / and 
diameter w, whose centre is a distance g above a 
ground plane, i.e. 

4g 1 
M -_-_ 21[1n —w + 4-] x 10-9 H  (6) 

We now must calculate the transformer dimensions 
which make M » L,,„„d +Li. Assuming a load con-
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sisting of a 10-inch drive line, 0.002 inch wide, with a 
ground spacing of 0.5 gm, eqn. (4) gives 

Lload = 314x 10-9 H. 

Assuming a transformer with dimensions 

l' = 1 inch 

w' = 0.001 inch 
and 

t' = PO gm 

g = 0.00175 inch, 

eqns. (5) and (6) give 

L1 r2 10- 9 H 
and 

M '.. 10-8 H. 

These values of M and Li satisfy eqn. (3). Hence the 
above dimensions provide a suitable transformer to 
efficiently drive a 10-inch memory digit line. It can 
be shown that the same size transformer will serve for 
sensing. 

Reference to Fig. 13 shows that, during sensing, 
one sense transformer drives the sense amplifier 
shunted by all the rest of the sense transformer 
primaries. Assuming a word-organized memory 
consisting of 100 plates, this implies that the amplifier 
input is shunted by an inductance of M/99. To avoid 
an intolerable loss of signal, the sense amplifier input 

I.  

SECONDARY 

(a) 

PRIMARY 

SUBSTRATE 

L LOAD 

PRIMARY SECONDARY 

(b) 

11=1..--M Li - 1_, - M 

SHIELDING 

L LOAD 

(c) 

Fig. 15. Transformer cross-section and equivalent circuit. 
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must be kept comparable to or smaller than M/100. 
With the transformer arrangement of Fig. 14(a) and 
assuming a 100-plate memory, each sense transformer 
on the plate farthest away from the sense amplifier 
plate has to drive a 100-inch length of 'sense line'. 
(See Fig. 14(b).) To keep the inductance of this 
comparable to M/100, these sense lines will have to 
be made considerably wider than the 0.002-inch-wide 
drive lines, as shown in Fig. 14(b). 

5. Discussion 

On the basis of this study it appears that electronic 
limitations to the usable density of cryotron memory 
cells can be removed by the use of current stretch 
sensing. The attainable cell density is then limited 
only by the precision of fabrication technology. The 
'proposed density' column of Table 1 shows the 
densities of the cells described, calculated in terms of 
parameter values that represent what are considered 
to be the limits of the present state-of-the-art. For the 
cells under discussion, these limits are determined by 
the minimum overlap distance between different metal 
films and thus between the photomasks used to form 
them. Table 1 shows that for bit-organized structures 
the anticipated maximum cell density lies between 
1000 and 3000 cells/ire. 

A present-day liquid helium refrigerator with a 
working volume of 1 ft3 could hold a memory con-
sisting of 100 plates, each with an area of 100 in'. 
Assuming an average density of 2000 cells/iie leads 
to a memory with 2 x 107 bits. Since the refrigerator 
would probably cost between $ 10 000 and $50 000, 
the refrigeration cost would be between 0.05 and 
0-25 cent/bit. However, 107 bit memories have 
already been built by using magnetic cores and are 
projected using magnetic films. It is not clear that any 
significant cost savings would be achieved by using a 
bit-organized cryotron memory, even though this has 
the advantage of being an integrated memory with 
the cryotron address trees fabricated on the same 
substrate as the cryotron memory cells. 

Table 1 shows that estimated word-organized 
cryotron cell densities are a factor of 10 larger than 
bit-organized cell densities. Hence a 1 ft3 refrigerator 
could hold 108 bits, and the refrigerator cost would 
fall to well below 0.1 cent/bit. Such a cryogenic 
memory with its integrated memory address tree 
undoubtedly becomes competitive with magnetic 
memories of any type, especially since magnetic 
memories have drive-line and sense-line attenuation 
problems at this size. 

However, it has been shown that word-organized 
cryotron memories have their own engineering 
problem that is not encountered by bit-organized 
structures: that of providing each memory plate with 
several hundred interconnections. Furthermore, if 
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current stretch sensing is required, these inter-
connections must be superconducting, must have low 
inductance, and must be arranged so that the bit lines 
from the different plates can be driven in series and 
sensed in parallel. The feasibility of such an inter-
connection scheme remains to be demonstrated. 

It is pertinent to compare the prospects of word-
organized cryotron and bit-organized continuous film 
cryogenic memories. Continuous film memories, 
which are presently under consideration, employ a 
cell structure whose complexity is roughly comparable 
to that of the simpler structures considered above. In 
other words, the c.f.m. cell requires no contact 
between different metals but involves precise align-
ment of different metal layers. The proposed density 
for an initial c.f.m. is around 10 000 cells/in', which 
is no better than what should be attainable with 
word-organized cryotron cells. However, the c.f.m. 
has the advantage of bit organization and thus faces 
no interconnection problems. On the other hand, it 
has the disadvantage with respect to cryotron cells of 
having narrower tolerances. In conclusion, it would 

appear that no easy choice can be made at this time 
between continuous films and cryotron memories. 
Both present problems which have not as yet been 
experimentally investigated. 
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Summary: A flying-spot film scanner was developed, capable of a short 
sweep in any direction from any of the 1024 x 1024 precise positions on 
the face of a 5-inch c.r.t. The spot is imaged on a film with 1: 1 optics. 

Fine black lines on the film can be located with an accuracy of about 
3 tim. The width and degree of blackness of these are also recorded and 
these data are transferred to a computer on its demand. 

The computer processes the data and provides fresh instructions for the 
scanner so that the following sweep vector can be optimally specified. 

1. Introduction 
Spark and bubble chambers are devices used to 

determine the paths of nuclear particles in high-energy 
physics experiments. Photographs of these paths or 
tracks as they are called, are made in large numbers 
and require careful analysis. Typical measurements 
require a precision down to ± 3 gm on 70 mm wide 
film. Two or more views are used so that three-
dimensional information may be reconstructed. In 
some cases all views are imaged on one film frame. 
Each track may be precisely related in space to 
identification (fiducial) marks, hence the calibration 
is inherently simple. 
Manual measurements tend to become unsuitable 

as the number of frames to be analysed becomes large. 
It has been estimated1 that the total output from spark 
and bubble chambers located at high-energy particle 
accelerator sites will reach well over twelve million 
stereo pictures for 1966 and so automatic scanning and 
data reduction must be used to an increasing extent. 
The system to be described aims to process of the 

order of one million pictures a year without the large 
capital expenditures commonly required for an 
automatic system of such accuracy. The device is 
essentially a computer-controlled flying-spot scanner 
which has random access to any point on the frame 
and can produce a sweep vector of variable length and 
direction from that point. It differs in this respect 
from a system described earlier' where the spot size 
was larger and no sweep vector was used. The 
accuracy is now of the order of 1 part in 3 x 104 
whilst previously it was only 1 in 103. 
The system now combines the feature of high 

accuracy with that of flexibility under computer control. 
It makes use of some of the ideas used in several other 
systems.3.4.5 
A relatively small computer is used (a PDP-1 of 

Digital Equipment Corporation, Maynard, Mass.) 

t Formerly at Harvard University Cyclotron Laboratory; now 
at Department of Physics, Colorado College, Colorado Springs, 
Colo. 
Harvard University, Cyclotron Laboratory, Cambridge, 

Massachusetts. 
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together with a controller. This contains the interface 
electronic equipment to the input-output register of 
the computer, together with a scanning table which 
holds the electro-optical parts. The major com-
ponents are identified in Fig. I. 

The computer controls starting position, inclination 
and length of the sweep of a 25 gm spot over the 
10 x 10 cm active area of the c.r.t. This spot is 
imaged with 1: 1 optics on a film. This film has 
data on it in the form of fine black lines which 
correspond to the tracks of nuclear particles in spark 
chambers. The useful duration of the sweep is 12.8 jis. 
Thus by noting the time at which the spot crosses the 
film data, the precise position may be obtained. The 
sweep length selected corresponds to 127 clock 
counts. The absorption centre is thus calculated by 
the computer from the starting position, total length 
of the sweep and the location number in the buffer. 

2. Electro-optical System 

The flying-spot scanner was constructed using a 
Dumont KC2347 cathode-ray tube and a set of 
precision focus and deflection coils made by Celco of 
Mahwah, N.J. The objective lens is an Elgeet of 
f 1-9, 15 cm, designed for 1: 1 magnification and 
corrected for P16 phosphor. The spot-size on the 
c.r.t. was generally less than 30 gm. Pin cushion and 
other distortions affecting the spot position are cor-
rected by using many reference marks on the film, 
each serving its own local area. All detected positions 
are thus related to some of these marks by computer 
action. A half-silvered mirror was made of 25 gm 
mylar and placed at a 45° angle behind the lens 
(Fig. 1). A brightness reference signal is obtained 
from a photomultiplier viewing the reflected light and 
the output is subtracted from the absorption signal of 
a photomultiplier placed behind the film. The photo-
multiplier voltages are adjusted so that their combined 
output is about zero at positions of absorption (black 
film). The improvement of this arrangement over the 
use of only one photomultiplier is considerable and 
is essential to a system analysing spark chamber 
pictures using the film negative. 
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Fig. 1. Principal block diagram. 
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3. Discriminator 

A single photomultiplier as is used in mechanical 
flying-spot scanners cannot be used with a c.r.t. 
scanner because of brightness variations of over 3 to 1 
at various positions on the screen. The system chosen 
not only looks at the film differentially with two 
photomultipliers but also uses a variable absorption 
threshold so as to overcome the following problem. 

When moving to various positions on the film 
frame, the fraction of light reaching one photo-
multiplier changes with respect to the fraction 
reaching the other one. This is due not only to data, 
but also to changes in background film density and 
to imperfections in the light gathering system. A 
simple difference signal between the two photo-
multiplier outputs is thus not always a good measure 
of film data. With spark chamber pictures, it is better 
to refer this difference to one in the immediate vicinity, 
showing a minimum of absorption. In practice this 
can be accomplished by a peak stretcher which stores 
a voltage corresponding to the peak transmission of 
previously scanned points (see Fig. 2). 

A threshold is then set at some fraction of this 
voltage and the instantaneous value of the absorption 
signal is continuously compared with this level in a 
linear discriminating amplifier. The output of this 
amplifier is compared with a 'sensitivity' level set up 
by the computer in three bits of the instruction 
register. There are, hence, eight possible sensitivity 
levels of the discriminator. 

The output of this unit is a logic level called the 
absorption level. The above system allows a uniformly 
high sensitivity over the whole film in the presence of 
large c.r.t. brightness variations and unequal lens 
vignetting of the two photomultiplier channels. 

4. Width, Centre Position of Absorption Level and 

Brightness Information 

The duration of the absorption level is used in 
gating a width scaler which accumulates a number of 
10 MHz counts corresponding to the width of the 
mark on the film. During the sweep a 10 MHz 
clock is counting into a 7-bit scaler. When the 
discriminator output starts to show a film absorption, 
the contents of the scaler are transferred into a half-
speed scaler counting at 5 MHz. The degree of 
absorption is recorded for each absorption peak 
which produces a discriminator output. An analogue 
to digital time gate generator is connected to the out-
put of the discriminating amplifier and provides 
an output of 0 to 0.8 is duration depending on the 
depth of absorption (brightness of spark). The 
brightness counter is allowed to count at 10 MHz for 
this time allowing 8 possible brightness levels to be 
recorded. 

At the end of the absorption, the counting of the 
width and the half-speed position counter stop. The 
contents of all these counters and several other data 
flip-flops are allowed to transfer into a buffer 2 and 
subsequently into a final buffer 3 provided they were 
not already in use. A total of 3 separate absorptions 
may thus be recorded in a single sweep period. 

5. Operations Controlled by the Computer 

(a) Major spot position: The computer produces a 
digital address in x and y coordinates which, via an 
accurate converter and amplifier, positions the blanked 
beam of the c.r.t. on any one of 1024 x 1024 precise 
starting positions on the c.r.t. face. The starting 
position may thus be moved in steps of + n x 75 gm 
where n is an integer. The active area on the c.r.t. is 
about 77 x 77 mm. 

(b) Before unblanking the beam, an 18-bit buffer 
called an instruction register is set by the computer: 

bit 0, 1 and 2 control the discriminator sensitivity, 

bits 3-8 specify the x sweep amplitude 0 to 2000 gm. 

The active sweep is always of 12.8 jis duration. If 
bits 3-8 are all asserting a 2000 gm sweep is obtained 
and the spot speed is maximum. If none are asserting, 
the spot will stay stationary. Final precision measure-
ments are usually made with a 250 or 125 gm long 
sweep. Elsewhere in this paper it is seen that the 
detector logic allows 1, 2 or 3 locations out of 127 
to be recorded along the sweep whatever its length 
may be. 

bit 9 controls the x sweep direction, 

bits 10-15 specify the y sweep amplitude 0 to 
2000 gm, 

bit 16 controls the y sweep direction, 

bit 17 enables the high voltage for the photo-
multiplier and enables a subsequent beam un-
blanking. 

(c) When the above instructions have been given, 
the computer may give a trigger pulse which initiates 
a 16 jis sweep (see Figs. 3 and 4). The length, direction 
and starting point have previously been specified. At 
the end of the sweep the output buffer will be inter-
rogated and any data that have been stored will be 
transferred to the computer. In order to sample the 
peak brightness before the sweep starts, the spot is 
actually backed off 10% of the sweep length and 
allowed to sweep through the position of zero 
deflection and up to its maximum value in one 
continuous sweep. The beam is unblanked before 
the position of zero deflection is passed and the 
discriminator will thus retrieve a reference peak 
brightness before the scaler starts. (See Figs. 5 and 6). 
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6. Interface Output to the Computer 

The buffer 3 presents its output via cable drivers 

to the computer. The 18 bits are designated: 

bit 0 (a) There is a data word following in the 

buffer 2, or... 

(b) In the case that two words have already 
transferred, it signifies that there were one 

or more words which overflowed the 

buffer. 
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bit 1 The sweep stopped when the discriminator 

was showing an absorption level. 

bit 2-8 The centre position of the absorption level 

referred to the start of the sweep in clock 

counts (7 bits, any one of 127 locations). 

bit 9 width overflow, 

bit 10-13 width in basic clock counts, 

bit 10-16brightness or degree of absorption, 

bit 17 not used. 
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Fig. 6. Typical computer-controlled timing sequence: 

(I) Select frame and wait for ready reply. 

(2) Address starting position as one point on 1024 x 1024 grid. 

(3) Set instruction register for sweep length, direction and sensitivity. 

(4) Trigger sweep-circuits resulting in sweep waveforms shown. 

(5) Read-out buffer 3. 

(6) Calculate next function and execute it. 
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When the first word has been transferred, the 
computer will give a return pulse if bit 0 was asserting. 
This pulse will clear the buffer 3 allowing the informa-
tion in buffer 2 to take its place. This will be repeated 
once more for buffer 1 allowing all three words to be 
transferred. The computer will then calculate a new 
instruction and the whole cycle will repeat itself. 

If no film data are found or if too much noise is 
present, the instructions may call for a change in 
beam brightness, sweep length or discriminator sen-
sitivity. If the sweep begins or ends in an absorbing 
area, the starting position may be changed by any 
number of steps of 75 gm, or a new sweep length 
selected using a new instruction word. 

A useful test program which has been written, 
displays an enlarged version of any area of the film 
on a monitor display c.r.t. The effect of changes in 
sensitivity, optical and electrical focus controls may 
be readily observed on a monitor oscilloscope. 
Scanning in this case is carried out as a large number 
of partially overlapping horizontal and vertical lines. 
The centre and width of the detected test pattern lines 
are stored in computer memory. This information is 
re-displayed at any required magnification. 

7. Computer Programs 

When writing instructions for the computer, many 
facts have to be bottle in mind so as to achieve both 
speed and accuracy in the measurements. The film 
which, in this application, consists of high-energy 
physics spark chamber photographs has 4 major 
identifying location marks. These are scanned, each 
with a horizontal and vertical line pattern of 2 mm 
to locate their positions. The secondary marks are 
located next in positions referred to the 4 major marks. 
There may be a dozen or more of these marks which 
are located with an accuracy of 2 to 3 gm using 250 
or 125 gm sweep lengths. Before making any final 
accuracy measurements, the blanked spot must 
remain near the area of measurement for several 
milliseconds to allow the amplifiers to settle and allow 
induced currents near the deflection coils to decay. 

Actual hysteresis of the spot position due to 
magnetic remanence was found to be negligible but 
periodic checks may be made and dual measurement 
carried out when necessary As the film data are 
always near one of the minor location marks, the 
appropriate measurements can easily be made so that 
hysteresis will not affect the accuracy. 

8. Results 

Tests have indicated that the stability of spot 
position is better than 3 gm over a period of minutes. 
All film information is always referred to identification 
marks close to the film data on the film. These are 
measured less than one second before so there are no 
great demands on the long-term stability. The 
minimum absorption widths are about 30 gm because 
of the spot diameter, but even widths of 100 gm can 
be located to an accuracy of + 3 gm. As the circuitry 
always finds the centre of the absorption, the recorded 
position is independent of the sensitivity used, even 
though the recorded width may vary from 20 to more 
than 100 gm. 

The instrument has been found very flexible in 
adapting to various types of photographs and can 
undoubtedly be used whenever large numbers of 
scientific pictures have to be analysed with a high 
degree of precision. 
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Summary: One of the techniques used in the optimization of controlled 
plant is that of hill-climbing. This technique is most usefully employed 
on-line and, therefore, must operate with the normal random operating 
signals. The performance (as opposed to economic) criterion of the 
plant's operation is usually chosen to be the mean square error. This 
paper investigates the variations in the shape of the curves of mean square 
error against the forward, and rate feedback, gains of a generalized 
system as the bandwidth and sharpness of cut-off of the random signals 
are varied. Considering the signals as filtered white noise, it is shown that 
optimization becomes difficult if the filter pole is of order greater than 
three, and the filter pole must be positioned carefully relative to the 
system's open-loop poles, if optimization is to be achieved at all using 
both parameters. 
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gain of rate feedback loop 

normalized value of mean square error at a 
minimum 

error transfer function 

stabilizing-loop transfer function 
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closed-loop transfer function 
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1. Introduction 

In the design of self-optimizing control systems the 
method used broadly depends on whether the mathe-
matical model of the system is known or not. If it is 
known sufficiently accurately, modal analysis may be 
used, but if little is known about the system dynamics, 
then an automatic on-line hill-climbing method' is 
most useful. As the hill-climbing process is carried 
out on-line (since a suitable model cannot be ob-
tained), the signals going through the system are the 
normal plant operating signals, which are usually 
random in nature. These operating signals may thus 
be thought of as bandwidth-limited white noise, the 
bandwidth being determined by their source, or by 
their source and the plant time-constants. 

In the analysis of hill-climbing optimization, it is 
common in the literature'. 3 to assume that there is 
either a quadratic or parabolic relationship between 
the chosen criterion of performance and each of the 
parameters of the system used for optimization. Due 
to the random nature of the operating signals, the 
criterion is normally the mean square of the error 
between desired and actual values of the controlled 
variable,2. 4 as shown in Fig. 1. However, the error 
is a function of both the operating or disturbance 
signals, and the plant dynamics. Therefore, it is 
pertinent to enquire under what conditions the mean 
square error (m.s.e.) does, in fact, go through a 
minimum value, as the effective plant dynamics are 
varied, and the validity of the quadratic assumptions 
made about m.s.e./parameter relationship. 

Unfortunately, analytical evaluation of the m.s.e.4. 
is of no help in predicting the shape of the m.s.e. 

or whether a minimum value exists, for any but 
the simplest of systems and disturbance signals. 
Therefore, the problem was investigated experimen-
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tally, using analogue simulation of systems whose 
order varied from second to fifth, and white noise 
disturbance signals whose bandwidth and rate of cut-
off were independently variable. 

2. The Experimental System 

The main units of the experimental system are 
shown in Fig. 1. The closed-loop system within the 
dotted lines comprises a linear forward transfer-
function, F(s), and a rate-feedback stabilizing loopf(s). 
The gains of these two transfer-functions are used as 
the optimizing parameters. In computing the results, 
specific transfer-functions are assumed for F(s), and 
the filter cut-off frequency referred to them. 

Specifically, it is assumed that 

Ki(s+z)  
 (1) 

s(s+ p2) • • •(s+P.) 
(2 e. m 5, m integer) 

To allow generalization, F(s) is normalized by 
reducing the principal lag, say p2, to unity. Writing 
sj = slp2, 

K(si+Z)  
F(si)= si(si+1)...(sl+P.)  (2) 

where ' r = PrIP2, Z = 42, and K = Kil(P2)(m-1). 
Similarly, for rate feedback, f(s) = (ai)s and f(si) = 
(ai/P2)si = (a)s 1. Normalization is, in effect, a 
change of the time scale. The error transfer function 
is: 

s ,  1  
— —  (3) 
01 1+ G(si) 

where G(si) is the open-loop transfer function. Since 
eqn. (3) has the same denominator as the closed-loop 
transfer function, 00/0i, the root-locus for the error 
transfer function is identical with that of the closed-
loop. Further, since the general shape of the root-
locus depends only upon the number of open-loop 
poles, and not upon their relative spacings, the choice 
of the positions of the poles in F(si) is arbitrary (with 
the exception of the poles at the origin and at 

Fig. 1. Block diagram of the experimental simulation. The 
dotted line encloses the linear system to be optimized. 
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si = — 1). Thus, octave spacing is used, i.e. poles at 
si = 0, — 1, — 2, — 4, — 8, the more negative poles 
being deleted as the order of the system is reduced. 
The effect of the zero, Z, in F(si), is measured as the 
zero is moved from the outside of the pole pattern in 
towards the origin. 

When rate feedback is included, its effect is to 
inject a zero into the root-locus, i.e. expanding 
eqn. (3), 

1+ si(a)F(si)   (4. 

The result on the system of increasing a is not 
necessarily stabilizing,' except for second- and third-
order systems where it always is. For fourth- and 
higher-order systems, provided K is not so large that 
rate feedback alone can never produce stability, as 
the feedback gain a is increased the system will only 
be stable for a range of values of a. This is best shown 
by the inverse frequency plane plot of the situation 
(see Fig. 2). 

****1\ 

• 
• 
• 

Fig. 2. Diagram showing that too little, or too much, rate 
feedback can produce an unstable system. 

The mean square error is measured as a function of 
the two parameters, K and a. 

In defining the spectrum of the disturbance signal, 
consideration must be given to practical situations. 
If the disturbance emanates from a source external to 
the system, its spectrum is independent of the system 
and eqn. (3) applies. Alternatively, if the signal 
appears at some point within the system, as in a 
regulator-type system operating with a fixed set-
point, then if G1(s1) is the portion of G(si) between 
the entry of the signal and the system output, the 
spectrum is given by 

Od(si)Gi(si)/(1+ G(si))  (5) 

The Radio and Electronic Engineer 



EFFECT OF INPUT SPECTRUM ON A HILL-CLIMBING OPTIMIZER 

in which, if Od(si) is the actual disturbance, Od(saG(s1) 
may be looked on as an equivalent input. The latter 
has a frequency spectrum which is partly a function 
of the system itself. Therefore, a reasonable spectrum 
for the experimental input will be: 

1  
Bi(si) — x integer  (6) 

(s1+N)x 

where N = nIp2 is the normalized filter pole. The 
value of x will be at least unity for the case of eqn. (3), 
and two or more for eqn. (5) allowing for lags in 
Gi(si). In this investigation x lay in the range, 1 s x5 4. 

3. Simulation 

The analogue simulation of the transfer function of 
the linear closed-loop system is achieved by standard 
means. However, the integration of the error squared 
produces a practical difficulty. If the disturbance 
signal is filtered white noise, the error after squaring, 
must be integrated for a very long period,'' 8 identical 
in each computing run. Also, due to the random 
amplitude distribution of the noise, its mean square 
value must be kept low to prevent peak overloading 
in the computer. Therefore, the small drift levels 
introduced by any form of analogue multiplier can 
have a material effect on the value of the integral. 

Since the system is linear, these difficulties are over-
come by using as an input signal the time function 
which is the transform of the required frequency 
spectrum. For the disturbance spectrum considered 
in eqn. (6): 

1  

f(t1) - 
(x-1)! dsi(x-1) esel -N 

1(x— 1) 

  e-Nt,  (7) 
(x — 1)! 

Since f(t1) = 0 essentially for Nti •••• 10, the integral 
of error squared will reach its final value in the time 
t1 10/N. This time can be made as short as 
convenient by time-scaling the entire simulation, and 
the amplitude of the disturbance can also be in-
creased without fear of overloading. The analogue 
may now be used with logic elements as a hybrid 
computer for fully automatic solution. 

4. Experimental Results 

To allow comparison of the results within any set, 
the m.s.e. at K = 0 and a = 0 is normalized to unity. 
The ratio, D, of the value of the minimum m.s.e. at 
any (K, a) to the value of m.s.e. at K = a = 0, is 
used to compare different sets of results. All systems 
have a pole at the origin, unless otherwise stated. 

Since the second-order system behaves rather 
differently from higher order systems, it is dealt with 
as a separate case. Figures 3(a) and (b) detail the 

March 1967 

18 

16 

14 

1 2 

1.0 

013 

0-6 

04 

02 

o 

— 

1 

.•. THEORETICAL CURVES 

I 

N=2,x.1 ...zree.«........e . 

.... 

.. 
... 

.0 

F 
F e 

.0 

eee 

e 
/ 
/ 

.....-....... N=1, X.1 

...., 
• , N.2 , x . 2 

N 

% 
%. 
% 

1 
I 

=0-5, x - 1 

% 
% 
% 

N.1, x= 2 

% 

"... %,........_... N . 0.5,x=2 

2 4 6 8 10 12 

(a) Variation with the forward gain, for a second-order system. 
Rate gain a ---- O. 

1.2 

1-0 

0.8 

06 

04 

02 

K.1 

K.5 

K.1 

2 3 4 
a 

6 

(b) Variation with rate feedback gain, a, for a second-order system 
with N = 2, x = 2. 

Fig. 3. Variation of mean square error. 

results. The salient points are that such a system 
cannot be optimized using forward gain, since no 
minima exist; while optimization is possible using 
rate gain, the curves possess such sharp minima (for 
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worthwhile error reduction) and are so asymmetric 
that in practice it would be difficult to maintain the 
minimum value. The second-order system with a 
first-order filter pole is capable of analytic evaluation 
using the methods of Solodovnikov,9 and yields the 
result: 

f Oia£0 1)  12 
E = — dC0 1 

2/r 1 + G(icoi) 

1 
co 

du) 

2it f 1(jco 1+ N)12ll+ G(yo 1)12 

N2 (N2 — N+ K) (N2 — 1) 
= — ( K 2)  4 

Differentiation with respect to K indicates that no 
minima exist, and the calculated curves from the 
expression are shown dotted in Fig. 3(a). 

Third- and higher-order systems produce curves of 
the general form shown in Fig. 4, with variation of 
K (a = 0). Here, for worthwhile error reduction, the 
curves tend to flat minima, and the filter pole must 
be much closer to the origin than the principal pole of 
the open-loop system (i.e. N < 1). The comparison 
of different orders of system, against position of the 
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form of variation of mean square error with 
forward gain, x e. 3. 

filter pole, is shown in Fig. 5. Also shown on this 
figure are the values of s = Sb at which the stability-
determining or major, branch of the system root-locus 
breaks away from the negative real axis. It was noted that 
for values of N < Sb, D is related to N by D = c(N)Y, 
for the particular systems studied. In this, c is a linear 
function of the order of the system. Since the pole 
spacing was arbitrarily chosen, it might be concluded 
in general that altering the position of the filter pole 
will have much greater effect upon the value of the 
minimum m.s.e. than changing the order of the system, 
say, by compensating networks. 

o 

1 0 

0.8 

0-6 

0.4 

02 

oo  0.2 0.4 
N 

0-6 0.8 

m.5 m.4 m.3 

1-0 

Fig. 5. A comparison of the performance of optimization of 
systems of increasing order, for x = 2. 

The general effect of including a zero in the forward 
transfer function is shown in Fig. 6. For any given 
order of system and fixed filter-pole position, as the 
zero is steadily moved inwards towards the origin on 
the s-plane the break-away point (Sb) of the root-locus 
will move outwards, i.e. the value of the filter-pole 
decreases relative to the break-away point. Thus 
from Fig. 6, it would appear that it is the value of 
N relative to Sb in any system that dictates the depth 
of minimum of m.s.e.; N must be very much less than 
Sb for worthwhile reductions in m.s.e. with forward 
gain. The rise in D in Fig. 6, when the zero approaches 
the origin, is consistent with results described later for 
systems with no pole at the origin. 

The use of rate feedback gain as an optimizing 
parameter requires some care. First of all, the use of 
rate feedback distorts the shape of the m.s.e. to 
forward-gain curves, Fig. 7, but greatly reduces the 
m.s.e. The conditional stability with a is well demon-
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Fig. 6. The effect of varying a zero in the function F(si), for 
N = 0.2, m = 5, x = 2. 

strated in Fig. 8, as is also the fact that when a is 
optimized there will also be little point in increasing 
K beyond some value (about 40 in this case). In other 
words, two-parameter optimization is possible. The 
real problem, though, is typified by Fig. 9, for a 
given system with given forward gain, in which the 
m.s.e. is minimized by varying a. As the filter pole 
moves towards the origin, the minima decrease in 
depth and occur at ever reducing values of a. Finally, 
for low values of N the minima disappear altogether. 
This is in total contradiction to the behaviour of 
depth of minima with the value of N for optimization 
with K (cf. Figs. 5 and 4). 

Therefore, it appears that if a system is to be 
optimized using K or a, or both, different criteria 
apply to the position of the equivalent noise filter 
pole N, relative to the root-locus break-away. If K 
alone is used, then N should be much nearer the 
origin than the break-away. Alternatively, if only a 
is being used to optimize the system, then N should 
be at or to the left of the break-away for good minima; 
the farther N is to the left, the higher the m.s.e. at the 
minima, but the more pronounced are the minima. 
Thus for two parameter optimization of the systems 
studied, a reasonable compromise would be position-
ing N at, or slightly to the right (nearer origin) of, 
the break-away of the major branch of the root-locus. 
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Fig. 7. Distortion due to rate feedback in a fourth-order system 
when N = 04, x = 2. 

Systems with no pole at the origin (i.e. possessing 
finite static error) follow the above findings in a 
broad sense, the values of the actual m.s.e. naturally 
being different. When the principal pole of such a 

Fig. 8. The effect of rate feedback on higher-order systems, 
illustrated by a fourth-order system when N = 04, x = 2. 
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system is taken as the origin on the s-plane, then the 
comments of the preceding paragraph regarding the 
positioning of the filter pole are still valid. However, 
the curves of m.s.e. to K or a are highly asymmetric, 
and Fig. 10 demonstrates this using Kas the parameter. 
Because of this, and the obvious practical limitation 
of such systems, detailed results are not presented, nor 
would such systems be particularly suitable for 
optimization procedure. 

80 
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m.3 
x - 2 

N.1-0 

N. 0.4 

N.0.2 

N.0.1 

o o 
2 3 4 5 

a 
6 7 

Fig. 9. The disappearance of minima as the filter pole 
approaches the origin, for m = 3, K = 14, x = 2. 

Finally, the effect of increasing x, the order of the 
filter pole, is basically to increase the asymmetry of 
all curves, particularly for low values of N. The values 
of N at which minima are first observed increases 
slightly as x increases, and therefore the depth of 
minima in a given system also increases with x. 
Generally, for the system studied, the asymmetry was 
very noticeable for x = 3, and for x = 4 this became 
excessive, with very sharp minima. It would appear 
that if the frequency spectrum of the random dis-
turbance is represented by a third or higher order pole, 
difficulty may be encountered in the stability of the 
optimizing loops. 
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72 

a 
3 

x 3 

(D) 

K 

Fig. 10. General comparison of systems (a) with integration. 
and (b) with no integration, in the loop, for a = 0, m 3, x < 3 

5. Conclusion 

The experimental study was limited to systems with 
real poles and zeros in the forward transfer function. 
The choice of pole spacing was arbitrary, and con-
tributes no pecularities to the mathematical functions. 
Multiple poles were not considered. From the con-
sistency of the trend of the results for all orders of 
systems considered, it is thought that generalizations 
may be made. Thus, if optimization is to be carried 
out using the forward- and rate-stabilizing gains, the 
forward transfer function must be so designed that 
the x-th order pole characterizing the disturbing signal 
lies in the near vicinity of the break-away of the major 
branch of the root-locus. The system designer, there-
fore, still requires considerable prior knowledge. 
Finally the assumption that is so often made in 
theoretical analyses of parabolic curves of mean 
square error to optimizing parameter has been shown 
to be invalid for the majority of the cases investigated. 
The shapes of the curves suggest that more detailed 
attention should be given to the optimizing loops 
themselves, to prevent pointless roaming over very 
flat minima, and possible instability' either at sharp 
minima or at very sharp transitions from flat minima 
to steeply rising sides. 

6. References 
1. P. H. Hammond and M. J. Duckenfield, Automatic 

optimization by continuous perturbation of parameters', 
Automat ica, I, No. 2-3, p. 147, August 1963. 

The Radio and Electronic Engineer 



EFFECT OF INPUT SPECTRUM ON A HILL-CLIMBING OPTIMIZER 

2. K. C. Ng, 'High frequency perturbation in hill-climbing 
systems', Proc. Instn Elect. Engrs, 111, p. 1907, November 
1964. 

3. J. D. Roberts, 'Extremum or hill-climbing regulation' 
Proc. LE.E., 112, p. 138, January 1965. 

4. R. S. Phillips, 'Theory of Servomechanisms' (McGraw-
Hill, New York, 1947). 

5. V. V. Solodovnikov, 'Introduction to the Statistical 
Dynamics of Automatic Control Systems', p. 164 (Dover 
Publications, New York, 1960). 

6. C. H. Wilts, 'Principles of Feedback Control', p. 132 
(Addison-Wesley, London, 1960). 

7. 0. L. R. Jacobs, 'Measuring mean square value of random 
signals', J. Electronics and Control, 9, p. 149, 1960. 

8. Z. J. Jelonek, A. B. Gardiner and D. Raeside, 'A theoretical 
comparison of three types of self-optimizing control 
systems', Joint Instn Mech. Engrs-U.K. Automation 
Council Convention on Advances in Automatic Control, 
Nottingham, 5th-9th April 1965. (Paper No. 12). 

9. V. V. Solodovnikov, ibid, p. 124 and p. 299. 

10. Z. J. Jelonek, P. L. V. Pomella and N. S. Karunaratne, 
'Oscillations in feedback systems subjected to periodic 
interference, and stability of a self-optimising control system', 
Proc. LE.E., 111, p. 1881, November 1964. 

Manuscript first received by the Institution on 4th July 1966 
and in final form on 28th December 1966. (Paper No.11041C93.) 

0:1) The Institution of Electronic and Radio Engineers, 1967 

STANDARD FREQUENCY TRANSMISSIONS 

(Communication from the National Physical Laboratory) 

Deviations, in parts In I0'°, from nominal frequency for February 1967 

February 
1967 

24-hour mean centred on 0300 U.T. 
February 

!967 

24-hour mean centred on 0300 U.T. 

GBZ 19-6 kHz MSF 60 kHz Droitwich 200 kHz GBZ 19-6 kHz 1 MSF 60 kHz ' Droitwich 200 kHz 

I _ - 07 15 - 299.2 - 300.2 -I- 0.9 
2 - - 299.9 - 0•6 16 - 298.0 - 300.5 + 0.1 
3 - 301.4 - 299.7 - 03 17 - 300.2 - 301.2 + 0. I 
4 - 300.8 - 298.8 -F 0.3 18 -- 300.9 - 297.7 0 
5 - - 299.9 -1- 1.0 19 - 300.1 - 298.5 -0-I 
6 - 302.0 - 299.2 -1- 1.3 20 - 297.8 0 
7 - 301-9 - 299 ,6 ± 1.2 21 - - 298-7 - 0.2 
8 -301-2 -2993 • 1-2 22 -3013 - 298.6 -0-5 
9 - 301.9 - 298.4 1-2 23 - 300.9 - 300.3 -0-5 
10 - 300.7 - 300- I 0.5 24 - 302-0 - 299.3 -0-5 
II - 300-3 - 300-8 0.6 25 - 298.9 - 299.7 - 0.8 
12 - 300-8 - 300-6 0-5 26 - 297.2 - 300.6 - 1.4 
13 -301-5 -3007 0-8 27 -2991 - 299.9 -II 
14 - 301-9 - 300-6 0.6 28 -2975 - 300-1 - I.6 

Nominal frequency corresponds to a value of 9 192 631 770-0 Hz for the caesium F,m (4,0)-F,m ( 3,0) transition at zero field. 

Mean monthly values: GBZ - 300.6, MSF - 299.6 

Changes to the MSF Standard Frequency Transmissions 

As from the 1st April 1967 it is proposed to control the MSF Standard frequency transmissions 
from a rubidium gas cell frequency Standard, and this will coincide with a change in policy regard-
ing the maintenance of the carrier frequencies and the modulation time-signals on a coherent basis. 

From this date the carrier frequencies of the MSF transmissions will be operated, without 
frequency offset, at nominal frequency in the atomic scale. 

The MSF modulation time-signals, and also the carrier frequency and time-signals of the 
GBR 16 kHz transmission will continue to be offset from nominal frequency by the amount 
internationally agreed upon at the beginning of each year. 
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Inductorless Band-pass I. F. Amplifiers 
By 

A. WORONCOW, Dip!. Ing.t 

AND 

J. CRONEY, B.Sc., Ph.D.t 

Summary: RC interstage coupling filters can be used in a cascaded tran-
sistor amplifier to produce a gain of 77 dB at a mid-frequency of 60 MHz 
with 20 MHz bandwidth. A logarithmic amplifier can be arranged by 
using active band-pass filters of unity gain in conjunction with the RC 
coupled stages. 

1. Introduction 

In a previous paper' the authors described a new 
type of logarithmic i.f. amplifier, and have subsequently 
been concerned with its development in an integrated 
circuit form. However the inclusion of a large number 
of band-pass coupled inductors detracts from the full 
advantage of an integrated circuit lay-out. The present 
paper describes work aimed at obtaining interstage 
coupling circuits using resistance—capacitance elements 
which give very similar band-pass performance to the 
usual inductance—capacitance arrangement. 

The possibilities of coil-less filters have been realized 
for some time, but they have received special attention 
recently because the high current gains of transistors 
make them a practical proposition. Numerous cir-
cuits suitable for application at audio frequencies, and 
at radio frequencies of a few hundred kilohertz, have 
been published in the literature (for example, references 
2 to 6). In general these circuits are rather complex 
and are therefore difficult to apply to radar if. ampli-
fiers, which are usually required to work at some tens 
of megahertz. In the present paper a circuit is described 
which can work at frequencies up to 100 MHz and 
which is especially suitable for wide band-pass 
amplifiers such as are used with short pulse radar. 

2. Resistance-Capacitance Band-pass Filters 

The simplest resistance—capacitance band-pass filter 
is formed by a resistance—capacitance low-pass filter 
followed by a resistance—capacitance high-pass filter 
as shown in Fig. 1 This kind of resistance—capacitance 
band-pass filter has high attenuation and has a large 
bandwidth relative to its mid-frequency. Nevertheless, 
it is possible to build an amplifier using such filters 
because the gain obtainable with transistors is suffi-
ciently high. The selectivity, however is poor and 
makes such an amplifier in general unacceptable. Also 
with present-day transistors it is difficult to obtain 
useful gain above 30 MHz. 

The Q of such a band-pass circuit may be increased, 
and also more gain obtained at the higher frequencies 
when the band-pass filter (Fig. 1(c)) is applied as a 
positive feedback loop in an amplifier. A very suitable 

t Admiralty Surface Weapons Establishment Extension, 
Funtington, near Chichester, Sussex. 
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form of amplifier for this purpose is a long-tailed pair, 
such as shown in Fig. 2, where R2 and C2 form the 
low-pass filter, and C3 and R5 form the high-pass 
filter. The composite band-pass filter produces zero 
phase shift at the 'resonant' frequency, so at this 
frequency there is positive feedback from the base of 
TR2 round the loop comprising R7 and R3 (R4 is 
assumed to be of much larger value than these 
resistors) and the filter network; at other frequencies, 
because of the attenuation and phase shift of the 
filter network, the overall gain is greatly reduced. The 
inclusion of the resistors R3 and R7 is in itself de-
generative, and if their values are too small the circuit 
forms a sine-wave oscillator. Thus R3 and R7 
control the current gain at the 'resonant' frequency; 
without affecting these parameters the voltage gain of 
the amplifier can be varied by adjusting the value of R6. 

C«I« V 

o T  

FREQUENCY FREQUENCY 

(a) (b) 

FREQUENCY 

(c) 

Fig. 1. Low-pass, high-pass and band-pass RC filters. 

R6 

OUTPUT 

INPUT Cl TR2 

R7 

-Ht 

Fig. 2. Basic circuit of RC active band-pass filter using a long-
tailed pair. 
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The following advantages of the circuit should be 
noted. The input terminal is free and the impedance 
of the feeding circuit has little effect on the shape of 
the frequency characteristic. Likewise, the output 
terminal is free and the load has little effect on the 
feedback loop. The circuit is extremely simple and the 
positive feedback reinforces the amplification of the 
transistors thus making it possible to apply the circuit 
at some tens of megahertz. Above 100 MHz, however, 
the capacitances and resistances of the electrodes, and 
the phase shifts inside the transistors, make the circuit 
highly degenerative. 

INPU C2 T TR2 

Fig. 3. Amplifier with equal R and C in the band-pass filter. 

A variant of the circuit of practical importance and 
which also makes its operation easier to understand, is 
shown in Fig. 3. The resistors, R1, and capacitors, 
Cl, in the band-pass filter are equal. The 'resonant' 
frequency occurs when the impedance of C 1 is equal 
to the resistance of R I and under these conditions the 
circuit produces maximum phase shift with change of 
frequency. If an alternating current /1 is fed into the 
filter network at the 'resonant' frequency with the 
loop open at the collector of TR1, current /,/3 
flows in the base resistor of TR2 (Fig. 3) and a 
current in `2R2' of /1/3 times RI /2R2, assuming R3 
and the current gains infinite. When the loop is 
closed, /1 is the collector current of TR I and for 
less than unity loop gain /, R1/6R2 < /1. Thus if 
R 2 > R1/6, the circuit is unconditionally stable, be-
cause the current gain round the positive feedback loop 
is less than unity however large the current gain of the 
transistors. Since there is some internal resistance in 
the emitters and the bases of the transistors, and also a 
limit to their current gain, the critical value of R2 is 
somewhat smaller, but the above reasoning enables 
one to make an approximate estimate for a start. It 
may be seen that the 'resonant' frequency occurs when 
there is no phase shift between the collector current /„ 
and the voltage VB2 at the base of the transistor TR2. 
At the collector of TRI, the voltage is lagging by 45° 
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with respect to the current /1 and this phase shift is 
corrected by the high-pass filter. Unequal values of 
capacitances or resistances may produce phase shifts 
other than 45° but the basic property remains, that the 
lagging shift is cancelled by the leading shift at the 
'resonant' frequency. 

At higher frequencies there is a lagging phase shift 
in the transistors between the signal voltage on the 
base, and the emitter or collector current. Above about 
30 MHz, it becomes necessary to compensate this 
phase shift even with the fastest transistors available at 
present, otherwise very noticeable deviation of fre-
quency occurs. This can be done very conveniently by 
means of the capacitor C3 shown in Fig. 3, but it has 
to be taken into account that such a capacitor lowers 
the impedance in the emitters, and raises the gain. 
Although, theoretically, a Q of any value is obtainable 
with the circuit, it can be seen that high Q exists when 
the circuit is near to oscillation point. Thus the high-
Q circuit depends very strongly on stability of com-
ponents and transistors. It seems, therefore, that the 
circuit in this simple form is suitable for relatively 
large bandwidth application, where a Q of not greater 
than about 10-15 is required. Improvement of 
selectivity would probably be easier to achieve by 
increasing the number of stages in the amplifier, than 
by raising the circuit Q. 

3. Amplifier Circuit 

An if. amplifier at 60 MHz with 20 MHz band-
width has been built with resistance—capacitance band-
pass filters and employing resistance—capacitance 
coupling between the stages. There are six stages, stag-
gered to give a flat-top response, and the circuit-dia-
gram of two staggered stages is shown in Fig. 4. The 
overall gain of the six stages is 77 dB, and the frequency 

CV 7478 
2N 918 
(4OFF) 

Fig. 4. Staggered pair of amplifiers with RC active filters. 
Intermediate frequency 60 MHz. Bandwidth 20 MHz. 

Tail resistors of 1.2 1W give a standing current of about 5.0 mA. 
Collector capacitance of the 1st transistor is the shunt capaci-

tance of the filter. 
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Fig. 5. Response characteristic of RC band-pass Amplifier 
6 stages—active filters. 

response is shown in Fig. 5. The resistance—capaci-
tance coupling between stages has a very short time-
constant in order to minimize the possibility of 
paralysis by strong signals, and other time-constants 
of the circuit are also very short. The values in the 
band-pass filters should not be regarded as the only 
ones possible for this amplifier as a similar response 
can be obtained by other combinations of capacitances 
and resistances. The amplifier has been tested on 
appropriate signal generators and its behaviour was 
remarkably similar to that of amplifiers constructed 
with traditional tuned-inductance circuits. There was 
no paralysis after even the strongest short pulses, and 
there were no particular saturation or overload effects. 
The reduction of such defects is helped by the peculiar 
limiting properties of long-tailed pairs. 

Seeing that the overall gain of a stage with a resis-
tance—capacitance filter can be controlled indepen-
dently of the band-pass property, the circuit can be 
utilized as an active band-pass filter with a gain of 
unity. This should make it possible to construct, 
without inductance-tuned circuits, a logarithmic 
amplifier without successive detection (e.g. a true i.f. 
logarithmic amplifier).' The general scheme is shown 
in Fig. 6. The filter has a gain of unity and should 
accommodate without limiting the largest possible 
signal coming out of the two amplifiers in parallel. It 
is thought that five or six such stages should make a 
complete logarithmic amplifier with a dynamic range 
of 80-90 dB and giving good approximation to the 
ideal logarithmic law. Since the values of capacitances 

APERIODIC 
HIGH - GAIN 
LIMITING RC ACTIVE 

FILTER 
GAIN UNITY 

APERIODIC 
GAIN UNITY 
NON-LIMITING 

OUTPUT 

Fig. 6. A stage of true if. logarithmic amplifiers with RC circuit. 

and resistances in Fig. 4 are in the range most suitable 
for integrated circuits, it should be possible to make 
60 MHz amplifiers, whether linear or logarithmic, in 
the form of relatively simple integrated circuits. 
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The Response of Mismatched 

Prototype Image Impedance Filters 

By 

N. H. BRIGHT, 
C.Eng., A. M E.R.E. t 

1. Introduction 

Summary: A normalized low-pass prototype filter, terminated in equal 
value resistances, is considered and the insertion loss is given, as a func-
tion of normalized frequency and value of the terminating resistance. 
The root-locus of the poles of the insertion-loss function is plotted showing 
the effect of variation of the value of the termination and comparison is 
made with the pole locationsaof Butterworth and Chebyshev filters of the 
third order. The treatment is extended to two identical prototype filters 
in cascade and in this case the root-locus of the poles of the insertion-loss 
function is compared with the poles of fifth order Butterworth and 
Chebyshev filter functions. Insertion-loss curves are given for various 
terminations for both single and cascaded filters. 

This paper presents an attempt to link image-
parameter filters to modern insertion-loss theory. 
The first systematic methods of synthesizing two-port 
networks were based on the theory of image-para-
meters. An extensive and adequate literature exists, 
see, for example, Zobell and Guillemin.' The major 
drawback of filters designed on an image-parameter 
basis is that the ideal attenuation and phase charac-
teristics are not, in practice, obtained. The ideal 
theoretical characteristics relate to the condition of 
correct termination where the filter is terminated in 
its image impedances at all frequencies of significance. 
Since, however, the image impedances are functions 
of frequency, then correct termination is difficult to 
achieve. In practice the filter is terminated in fixed 
value resistances normally made equal to the design 
impedance, Ro, of the filter and this gives rise to a 
response which is different to that of correct termina-
tion. In this paper the effect of termination in resis-
tances which are not equal to the design impedance is 
considered. 

2. The Normalized Prototype Filter-section 

Figure 1 shows the T and n prototype low-pass 
filter-sections. It is shown by Frazer' that the design 
impedance, Ro, and the angular cut-off frequency, 
coco, of the sections shown are given by 

Ro = tjé— 

and 
2  

(»co /— 
,/ LC 

From equations ( 1) and (2) 

(1) 

(2) 

t Department of Electrical Engineering, Wolverhampton 
College of Technology, Wolverhampton. 

L/2 

and 

L/2 

Fig. 1. T and n-prototype low-pass filters. 

2 

0—•—é 0000 

, 

Fig. 2. Two basic 'model' low-pass filters. 

2R 
L = 0 

coco 

c= 
WcORO 

2 

 o 

(3) 

(4) 

If now Ro is normalized to a convenient value of 
1 ohm and coco is reduced to 1 rad/s, then 

L = 2 henrys 
and 

C = 2 farads 

Thus the two basic 'model' low-pass filters are ob-
tained, both having Ro = 1 ohm and coca = 1 rad/s. 
These are shown in Fig. 2. 

2.1. The Insertion Loss of a Single Prototype Filter 

Referring to Fig. 3 the insertion loss, in decibels, 
is defined as 

20 log10 111/121 

In the case of the T-section the terminations are taken 
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as resistances of n ohms, whereas for the ir-sections 
the terminations are n1 ohms. By standard circuit 
analysis it may be shown that, for the T-section 

-1--1 (s) = 1 + s (1 + n2) S 

/2 

and 

11-1 (X)1 2 = (1 - 2X2)2 ± X2 (1+n 2 x2\2 

n ) 

Similarly, for the n-section, 

-(s) = 1 + s (1 +4) 2S2 ni 
12 n1  

and 

3 

+ 252 

(x)12=„_2x2,2+x2(1+4 ni x 
12 ni 

where s = the complex frequency variable, 

and x = co/w 0, the normalized frequency. 

2) 2 

Fig. 3. Circuits used to define the insertion loss of a network. 

Now eqns. (6) and (8) become identical if n = 1/n1, 
and hence a function is obtained which relates 
insertion loss to the frequency, x, with n (or ni) as 
the parameter which represents variation of termina-
tion. 

2.2. Pole Locations 

The network function 
reciprocal of eqn. (5): 

(s)=   
11 1+ n2 , s3 

1 + (---) + 2s- + -n 

for the T-section is the 

(9) 
1 

and for the n-section, the network function is the 
reciprocal of eqn. (7): 

- (5) =    (10) 
/1 

1 + s 1+nl + 2s2 + ni 

ni 

Equations (9) and (10) are third-order 'all pole' 
functions and their pole locations will depend on the 
value of the terminations. The pole locations were 
determined with the aid of a digital computer and 
are given in Table I. 

The migration of the poles of the T-section, as the 
termination value is varied, is shown plotted in Fig. 4, 
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0.5R n.0.1 

IR 
2R 

n I 3R 

n D▪ ECREASING 

- = PROTOTYPE POLES 

▪ BUTTERWORTH POLES 

o CHEBYSHEV POLES (2R DENOTES 2dB RIPPLE) 

j 05 

n DECREASING 
n o 1 0-5R IR 

-10 -0.5 

2R 3R n 0.1 

Fig. 4. Root-locus showing migration of poles of a single 
prototype filter as the value of the termination is varied. (Upper 

half only of complex plane shown.) 

Table 1 

Pole locations for single section 

n1 Pole locations 

1.0 1.0 - 0.50 ± j0.866 
- 1.0 

0.9 1.11 - 0-45 j0.893 
- 0.90 

0.8 1.25 - 0.40 ± j0.9165 
- 0.80 

0-7 1.428 - 0.35 ± j0.9367 
- 0-700 

0-6 1 -667 - 0.30 ± j0.9539 
- 0.60 

0.5 200 - 0.25 ± j0.9682 
- 0.50 

0.4 2-50 - 0.20 j0-9798 
- 0-40 

0.3 3.33 - 0.15 ± j0.9887 
- 0.30 

0.2 5.0 - 0.10 ± j0.9950 
- 0.20 

and this shows also the pole locations for Butter-
worth and Chebyshev third-order filters. In the case 
of the Chebyshev filter the poles are given for different 
values of pass-band ripple (in dB): these were taken 
from Weinberg.' It may be seen from Fig. 4 that 
as n is varied from unity towards zero, the poles of 
the prototype filter move towards the lco' axis and 
pass through the region of the Chebyshev poles. Hence 
an approximation to the Chebyshev equi-ripple 
behaviour in the pass-band may be expected for some 
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fractional values of n. Also, when n = 1, the poles 
of the prototype filter coincide with the third-order 
Butterworth poles and thus n = 1 gives the condition 
of maximal flatness in the pass-band. Hence, for the 
T-section, a reduction in the value of n from unity 
will result in a transition from the maximally flat 
characteristic towards the ripple characteristic of the 
Chebyshev filter and obviously the magnitude of the 
ripple will increase as n is decreased. For the n-section, 
an increase in the value of n, will have exactly the 
same effect on the poles of the filter as a decrease in n 
had for the T-section. Thus, if n = 0-5, for the 
T-section and n1 = 2, for the n-section, then the 
characteristics of the two filters will be identical. It 
may be seen, for example, from Fig. 4 and Table 1, 
that for n = 0-5 the poles are quite close to the 
Chebyshev poles, for 1 dB ripple, and so a ripple of 
the order of 1 dB is to be expected for this value of 
termination. 

3. Insertion Loss for Single Section 

The insertion loss, in decibels, for the T-section, 
was calculated from eqn. (6) over a wide frequency 
range and for different values of n and a selection of the 
results are shown plotted in Fig. 5. At frequencies well 
above cut-off (x > 1) the rate of attenuation is seen 
to be asymptotic to a slope of 18 dB/octave as would 
be expected for a three-pole filter. The attenuation 
rate in the stop-band, immediately adjacent to the 
cut-off frequency, is seen to vary considerably with 
the termination value. For many applications, where 
pass-band ripple can be tolerated, then values of n 
less than unity may well be desirable in order that the 
steeper cut-off may be obtained. The variation of 

0-1 1.0 
--

Fig. 5. Insertion loss of normalized prototype filters. 

10 

0 0.2 0.4 0.6 0.6 1.0 
/1( FOR T- SECTION ) 

lint( FOR SECTION ) 

Fig. 6. Approximate value of pass-band ripple as a function 
of n or n1 for a single prototype section. 

pass-band ripple as a function of termination is 
plotted in Fig. 6. This shows that, for the T-section, 
the range, 0-3 < n 1, is most likely to be of practical 
value. Similarly, for the n-section, the range, 1 < n1 
< 3-33, is of main interest. 

3.1. The Insertion Loss of Two Identical Prototype 
Filters in Cascade 

In Fig. 7, F1 and F2 are identical normalized sec-
tions, either both T- or both it-sections. (If n-sections 
are used the terminations will be n1.) Analysis leads 
to the following equations: 

I, (s) = 1+ 2s (I + n2) + 8s2 — 
/2 n 

+ 2s3 n 
(3+2n2) 77 4s5 

2 

= [1— 8X2 8X4]2 

1 + n2 x2 (3 + 2n2 2x4 2 
+4x 12 n  -F —n 

f) 

Fig. 7. Two identical prototype filters in cascade. 

(12) 
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for the T-sections, and to: 

(s) = 1+25(1 + n1)+8.52+ 
2 ni 

+253 (2+34) +854+ 4ni s 
n 

and  (13) 

5 

(X)1 2 = - 8 X 2 + 8 X1 2 + 

+4x2 r1+nî x2 (2+34) 
+2n i x4 

n1 2 

 (14) 

for the it-sections. Equations (12) and (14) become 
identical if n = 1/n,. 

3.2. Pole Locations 

The network functions for the T- and ir-sections 
are the reciprocals of eqns. ( 11) and (13) respectively 
and both are 'all pole' fifth-order functions. The pole 
locations are given in Table 2. The migration of the 
poles of the network function is shown in Fig. 8 and 
also shown are the poles of fifth-order Chebyshev 
filters. 

0.5R n.01 

(71 

17 DECREASING 
n.I 

OSR 
IR 2R 3R 

n DECREASING 
n.1 

= PROTOTYPE POLES 

o CHEBVSHEV POLES (2R DENOTES 2dB RIPPLE) 

n DECREASING 

n.1 0-5R IR 2R 3R n 

0151 

05j 

0-25j 

-0.5 o 

Fig. 8. Root-locus showing migration of poles of two prototype 
filters in cascade. (Upper half only of complex plane shown.) 

For n = 1 the poles of the cascaded sections are 
nearest to being located on the circumference of a 
circle centred on the origin and hence this termination 
condition would be expected to approximate to the 
maximally flat response of the Butterworth filter. 
However, the radius of the circle passing through the 
mean location of the poles is much less than unity 
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and this suggests that the cut-off frequency (defined 
as where the insertion loss is 3 dB not including ripple) 
will be less than 1 rad/s. 

Table 2 

Pole locations for two cascaded sections 

n n1 Pole locations 

1.00 1.00 - 0.6478 

0.90 111 - 0556 

0.80 1.25 - 0.473 

0.70 1.428 - 0398 

0.60 1.667 - 0329 

0.50 2 -00 -0267 - 0.25 ± j0.661 
- 0117 ± i0961 

0-40 2.50 - 0208 - 0.20 ± j0.678 
- 0.0978 ± j0.975 

0.30 3.333 - 0•153 - 015 ± j0.691 
- 0.075 ± j0.986 

0.20 5.00 - 0100 - 0.100 ± j0-700 
- 0.050 ± j0-994 

0.10 10.00 - 005 - 0.050 ± j0-705 
- 0-025 ± j0.998 

- 0-50 ± j0.50 
- 0176 ± j0.861 

- 0.45 ± j0.545 
- 0.172 ± j0.883 

- 0.40 ± j0.583 
- 0.163 ± j0.905 

- 0-35 ± j0.614 
- 0.151 ± j0-926 

- 0.30 ± j0-640 
- 0.135 ± j0-945 

Further, since the poles are not exactly equally 
spaced on the circumference of a circle then the 
response of the cascaded sections will not be quite 
flat in the pass-band but may be expected to show a 
small amount of ripple. As n is decreased the poles 
of the cascaded sections are seen to move towards 
the jco axis and to approach the pole locations of the 
Chebyshev fifth-order filters. Hence, as n is decreased 
from unity an increasing amount of pass-band ripple 
is to be expected. 

3.3. Insertion Loss of Two Cascaded Sections 

The insertion loss was computed from eqn. (12) 
over a wide range of frequency and for various values 
of n. A selection of the results obtained are shown 
plotted in Fig. 9. At frequencies well above cut-off 
the rate of attenuation becomes asymptotic to 
30 dB/octave as would be expected for a five-pole 
filter. The same general principles apply as for the 
single section, namely, that the greater the degree of 
mismatch allowed at the terminations the larger 
becomes the magnitude of the ripple. For most values 
of n, a secondary ripple, of much smaller magnitude 
than the main ripple, is introduced into the pass-band. 
However, for practical tolerable values of main ripple 
the secondary ripple is almost negligible. Thus, for 
n = 04, the main ripple is about 2.7 dB, whereas the 
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Fig. 9. Insertion loss of two prototype sections in cascade. 

secondary ripple is around 0.2 dB. Figure 10 shows 
the variation of ripple as a function of termination; 
the range 0-4 n 1 would seem to be of the main 
practical value. 

4. Conclusion 

An attempt has been made to relate classical filters 
to modern filter theory. It has been shown that the 
Chebyshev equi-ripple characteristic is obtainable 
by termination of prototype filters in a resistance not 
equal to the design impedance. The effect of the 
termination value on the pole locations for the filters 
has also been discussed. 

The great advantage of prototype image-impedance 
filters is the very simple design procedure involved, 
based on two parameters only (Ro and coc0). The 
normalized 'model' filters of Fig. 2 may be readily 
denormalized with respect to frequency and design 
impedance and hence a practical filter having specified 
values of Ro and 040 is very easily obtained. Pro-
viding that some degree of pass-band ripple is accept-
able then it has been shown that the response of the 
filter may be improved by the introduction of a 
known amount of mismatch at the termination. 
The amount of mismatch is conveniently related to 
the pass-band ripple by the curves given (Figs. 6 and 9). 
Obviously, it is desirable to design for the maximum 
tolerance ripple in order to achieve the sharpest cut-off 
characteristic, but the greater the ripple the more 
non-linear is the phase response, see, for example, 
Holt.' The procedure outlined in this paper is easily 
extended to the cases of high-pass and band-pass 

8 
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Fig. 10. Approximate value of pass-band ripple as a function 
of n or n1 for two prototype sections in cascade. 

filters by the well-known frequency transformation 
techniques. 
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Letters to the Editor 

Radar Reliability 
SIR, 

With reference to A. J. Harrison's recent paper 'Radar 
reliability on trawlers',1. in Section 3, paragraph (b) (ii) 
I assume that 'receiver noise figure' should read 'system 
gain'. I am sure that Mr. Harrison will agree that 12 dB 
is hardly a small reduction in noise figure and that a 
receiver having a noise figure of 24 dB would be dan-
gerously at fault. However, a reduction of 12 dB in 
system gain is just acceptable in terms of the specification. 

The point that arises from this apparent quibble is that 
the point of deterioration should be located and the 
assessment weighted by the location. In practice such a 
change of performance would be due to losses spread 
through the system, waveguides, rotating joints, crystals, 
magnetrons, etc. 

T. G. CLARK, 
C.ENG., M.I.E.R.E. 

Astaron Electronics Ltd., 

Cyldon Works, Fleets Lane, 

Poole, Dorset. 

31st January 1967. 

SIR, 

Mr. Clark's letter raises a number of interesting points. 
I agree that a deterioration of 12 dB in receiver noise 
figure must be regarded as a defect in the receiver, to be 
corrected as soon as possible. In this particular case, 
however, the Type Approval test measurements made by 

t The Radio and Electronic Engineer, 33, No. 1, pp. 27-30, 
January 1967. 
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the Admiralty indicate that the maximum detection range 
of a second-class buoy would decrease from about 5 miles 
to 3 miles. This is roughly the same range at which such a 
buoy normally would be detected by one of the smaller 
type-approved sets produced by a number of manu-
facturers. It exceeds by a safe margin the figure of 2 miles, 
which is the minimum requirement of the Board of Trade 
specification. It can therefore hardly be said to be 
dangerous. 

The choice of the receiver as the site of this fault has no 
particular significance. Our experience indicates that a 
performance loss of this order is rarely due to more than 
one unit. Losses due to waveguides and rotating joints do 
not vary more than 1 or 2 dB, except due to obvious catas-
trophic causes. Modern crystals fall no more than per-
haps 3 dB in performance during life, while a loss of 3 dB 
in magnetron power would be located by the performance 
monitor. Changes of this order would justify replacement 
in the course of normal maintenance. 

The wording of this paragraph was deliberately chosen 
to emphasize the point that a fault which leaves the radar 
performance reduced but still operationally useful, must 
be considered in a different category from a fault which 
renders the equipment completely useless. It would 
appear to have achieved its object. 

Kelvin Hughes, 

A Division of Smiths Industries Ltd., 

Selinas Lane, 

Dagenham, Essex. 

9th February 1967. 

Correction 

The heading describing the letter by Mr. F. Oakes on page 143 of the 
February issue of The Radio and Electronic Engineer contained a small 
but important error. 

It should read 'Graphical Derivation of Trajectories for Simple R-L-C 
Networks containing a Non-linear Resistance Element with a Negative 
Resistance Region', i.e. not `R-C Networks'. 

Correspondence of a technical nature is welcomed by the Editor for 
consideration for publication in The Radio and Electronic Engineer. Writers 
may put forward new ideas, which perhaps are not sufficiently advanced or 
are too brief to form the basis of a paper or short contribution, or they 
may comment on papers already published, i.e. as 'written discussion'. 

A. HARRISON, 
C.ENG., M.I.E.R.E. 
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The Design of a Magnetic Thin-film Store 

for Commercial Production 

By 

R. S. WEBLEY, B.Sc., F. Inst.Rt 

AND 

A. T. GIBSON, B.Sc.$ 
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Summary: A magnetic thin-film store of 1024 words, each of 50 bits, has 
been developed which repetitively read-rewrites at 2 MHz. The 2 MHz store 
has operated for 5000 hours without change. A similar store of 128 
words cycles at 3 MHz. 

From the basic method of film operation, the element dimensions, flux 
linkage and signal outputs have been derived and measured. A brief 
description of the method of construction precedes some conclusions on 
the suitability of the design for commercial production. 

List of Symbols 

minimum permissible transverse magnetic 
field for writing 

maximum permissible transverse disturbing 
magnetic field 

minimum permissible axial magnetic field 

maximum permissible axial disturbing mag-
netic field 

width of address conductor 

spacing of address conductors between 
planes 

spacing of sense conductors between planes 

width of sense conductor 

address current (ampere-turns) 

digit pitch 

address pitch 

thickness of magnetic layer 

length of element 

distance between poles of magnetic element 

fraction of element flux linked with sense 
loop 

saturation magnetic induction of film ea 
element 

inductance of address wire 

capacitance between one address conductor 
and one sense conductor 

surge impedance of sense-line loaded with 
address crossing capacitances 

rise-time of leading edge of address pulse 

amplifier response time 

signal pulse area 

t Research Laboratories, Electric & Musical Industries Ltd., 
Hayes, Middlesex. 
: E.M.I. Electronics Ltd., Hayes, Middlesex. 
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F 

N noise pulse area 

L inductance/unit length of transmission line 

C capacitance/unit length of transmission line 

Z surge impedance of transmission line 

e effective permittivity of transmission line 

velocity of electromagnetic waves in free space 

capacitance/unit length of sense line loaded 
with address crossing capacitances 

C, capacitance/unit length of unloaded sense 
line 

es effective permittivity of the medium separ-
ating the sense conductors 

effective permittivity of medium separating 
address from sense conductors 

spacing of address from sense conductors 

number of bits in a word 

surge impedance of digit line loaded with 
address crossing capacitances 

capacitance/unit length of unloaded digit 
line 

effective permittivity of medium separating 
address from digit conductors 

sense propagation delay 

digit propagation delay 

/1„, Vi,, input and output currents and voltages of a 

./,,„„ V 1 .., transmission line 

R resistance/unit length of a transmission line 

vo 

C; 

Ca — s 

Cea — s 

n 

Zd 

Cd 

T. 

1.d 

t 

V 

Vo 

(I) 

I 

time 

output voltage of amplifier 

equivalent signal input voltage 

flux of magnetic element 

intensity of magnetization 
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1. Introduction 

A word-organized magnetic film store described 
by Raffe11 in 1959 used isolated circular magnetic 
elements deposited on thin glass bases. The suggestion 
was then made that improved performance and higher 
packing density would be obtained by the use of 
rectangular elements, and such a store is described in 
this paper. The design which has been developed for 
commercial production is based on printed circuit 
techniques, with the result that high reliability and 
production economies have been achieved. 

For the initial design target a size of 1024 words, 
each of 50 bits, was chosen. It was anticipated that 
this would satisfy a number of applications, and would 
reveal the design difficulties for larger and faster 
stores. 

2. Method of Film Operation 

The remanent magnetization of films used for data 
storage lies in one of two opposing stable directions, 
representing digits '0' or ' 1'. To sense the magnetic 
state, a magnetic field transverse to the stable axis 
causes rotation of the magnetization within the film 
plane by 90°. The flux linked with a sense-loop is 

TRANSVERSE  

FIELD 

AXIAL FIELD 

DIGIT I 

AXIAL FIELD 

WI 

TRANSVERSE 

FIELD 

reduced to zero and an output signal is generated 
whose polarity depends on the original direction of 
magnetization (Fig. 1—'read' interval). Now to 
record a new digit '0' or ' 1', the temporary addition 
of a small field parallel to the stable axis rotates the 
magnetization a little, which rotation continues upon 
removal of the transverse field until the magnetization 
again lies in the stable axis (Fig. 1—`write' interval). 
The transverse field is known variously as the address, 
word or drive field, and the axial field as the digit or 
information field. 

During a 'write' period, elements on either side of 
the row of elements being written into experience: 

(i) a small field transverse to the stable axis arising 
from magnetic poles of elements being addressed 
as well as from the fringe of the word field, 

READ.  WRITE. 

AXIAL  FIELD. »wn  
; 
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D# 

DISTURB 

and 

(ii) an information field parallel to the stable axis. 

This condition of disturbance may be represented by 
point D in Fig. 2, in which are shown threshold 
orthogonal fields which cause magnetization-reversal 
of a typical element.' In the same figure, point W 
represents the writing condition. 

104 PULSES) - 

STABLE AXIS 

OF FILM 

Fig. 1. 
Orthogonal current 
pulse trains used for 
film testing. 
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TRANSVERSE FIELD Hi 

AXIAL FIELD Hu. 

REVERSAL WITH 
SINGLE PULSES. 

REVERSAL 
POSSIBLE 
WITH FINITE 

NUMBER OF 
PULSES 

NON REVERSAL 

Fig. 2. Threshold curves of magnetization reversal by orthogonal 
fields. 

For satisfactory operation, point D must be situated 
in the area of non-reversal, and point W should be 
where reversal by a single pulse occurs; this is ensured 
by testing individual elements with the pulse sequence 
shown in Fig. 1. Pulse amplitudes are given in terms 
of the co-ordinates of D and W, consequently W1 
represents the minimum permissible transverse field, 
DI the maximum permissible transverse disturbing 
field, and D 11 and W 11 the maximum and minimum 
permissible axial fields respectively. The values chosen 
for these co-ordinates were W1 = 8-1, D 11 = 1-7, 
W il = 1-0, and DI = 0-5 oersteds. 

3. Choice of Film and Wiring Dimensions 

The wiring associated with rectangular magnetic 
elements is shown in Fig. 3, with symbols for the 
relevant dimensions. The values finally chosen permit 
the store to be assembled easily; its signal/noise ratio 
is high, the attenuation and transmission delay along 
digit/sense lines is kept to a minimum, and the neces-
sary drive currents are compatible with transistor 
circuit requirements. 

3.1. Element Width, Length and Thickness 

The magnetic field midway between the address 
conductors is 0 -84/w. tan' Wald. 0e, where /a is the 
ampere-turns of the address current. To accommodate, 
without strain, the substrate supporting a magnetic 
filin, a minimum sense conductor spacing (ci,,) and 
hence address conductor spacing (d.) is necessary. To 
generate the address field W1 using available high-
speed transistors, an upper limit to wa is then found 
and, for easy alignment between elements and wiring, 
it is undesirable to reduce wa much below this limit. 
A value of OE 02 in for the element and address con-
ductor width was therefore chosen. 

The skew and dispersion of the magnetic axis are 
both reduced as the length / of the element is increased 
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(Table 1) giving an increase in digit current range 
(W11 -4 D 11 ). However, too great a length decreases 
the signal/noise ratio. A compromise length of 
0-075 in was adopted. 

Table 1 

Shape Skew Dispersion 

Circular 0.060 in diameter 

Rectangular 0.080 in x 0-030 in 

91k 0-080 in x 0.020 in 

+3° -> - 13° 4° 

+3° -> 0° 2° 

-2° -+ 0° 10 

For a given film shape the maximum signal increases 
with thickness t„„ but since demagnetizing fields also 
increase, these require more powerful address current 
generators. Also as thickness increases the coercivity 
of the film is reduced' leading to a smaller digit 
current range. In practice, yields of at least 80% are 
normally obtained where the pulse sequence of Fig. 1 
is used to test plates of 80 elements, and the threshold 

Fig. 3. Local arrangement of film element and wiring. 

criterion is signal amplitude = 3 x 10-11 volt, second 
on a simple pickup loop. Film thickness may vary 
from 1200 to 1400 A. 

3.2. Wiring Spacings 

To support the magnetic elements, microscope 
cover slides of nominal thickness 0-005 in are used. 
Since most of these are warped, it was found neces-
sary to allow 0-009 in spacing if magnetostriction 
effects, even with 82% Ni -18% Fe, were to be 
avoided. The digit/sense wiring is placed close to the 
glass plates, to reduce digit/sense coupling: early 

195 



R. S. WEBLEY and A. T. GIBSON 

experiments had shown the desirability of this, since 
recovery time of the sense system after a digit pulse 
was applied occupied a major part of the complete 
cycle for a large store. 

The spacing da of the address wires needs to be as 
small as possible to minimize the field acting on 
neighbouring elements. However, the unwanted 
voltage transient arising from address to sense 
capacitance is then large, causing a deterioration of 
the signal/noise ratio. The compromise address line 
spacing chosen was 0.018 in, requiring a drive of 
750 mA-turns which is generated from a 2-turn 
address loop carrying a current of 375 mA. 

3.3. Pitch of Digit and Address Wires 

The smallest address pitch is determined by the 
worst case magnetic field of surrounding elements, and 
the fringe field of adjacent address lines. The total 
transverse disturbing field as shown in Appendix 1, is 
given by 

H1 0.07 w + 20.2 lada Oe  (1) 
Œ 

where a is the address pitch. For the chosen values 
= 0.073 in, w. = da = 0.02 in, and 4 = 0.75 A-

turns, we find H, = 0.33 Oe. The transverse field 
Di (Figs. 1 and 2) tested for is 0.5 0e, providing an 
adequate safety margin in practice. 

The digit pitch 45 = 0.09 in is determined by the 
length of the elements, 0.075 in, with a separation of 
0.015 in. 
The resultant worst-case axial disturbing field 

applied to a non-selected element, due to all the 
surrounding elements as shown in Appendix 2 is 
given by 

1 
H 11 0.085 wa 1 + = 0.21 Oe  (2) 

For a selected element this reduces to 

H 11 = 0.085 w. = 0.125 Oe  (2a) 
a z 

since there is no contribution to the axial field from 
neighbouring elements in the same address row. The 
effect of these fields is to reduce the digit range of a 
practical store to 110 150 mA. 

3.4. The Digit/Sense Wiring 

The arrangement employed is shown in Fig. 3 in 
which a pair of co-planar half-digit lines is printed 
adjacent to the sense line. To minimize interaction 
between sense and digit, a change of phase is then made 
every 64 words. Also, to use the contra-directional 
coupling of coupled transmission lines,4 the digit 
current is introduced at the end of the store opposite 
to the sense amplifier, and both lines are terminated 
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in their characteristic impedance at the free ends. 
Further reduction of the digit to sense noise, and hence 
amplifier recovery time, can be made by localized 
alteration of the mutual coupling. 

4. Store Parameters 

Having chosen the structural dimensions, accurate 
mathematical expressions can be obtained for the 
electrical properties, and the parameters affecting the 
complete memory system design can be ascertained. 

4.1. Efficiency of Flux Linkage with Sense Wire and 
the Signal/Noise Ratio 

It can be shown that the fraction of element flux 
linked with the sense loop is f = 2/n tan' 1pld„ where 

is the distance between the poles of the magnetic 
element. In Fig. 4 the signal from an element of length 
0.075 in, is plotted against the centre sense spacing 
d„ and superimposed is a theoretical curve for 
= 0.045 in. The linkage efficiency, for the dimensions 

chosen, is approximately 80%. 

The signal pulse area S = fwat.B.10-8 vs. If the 
pulse front of address current is approximated by a 
ramp function (Fig. 5), and the address lines are 
represented by an inductance, the capacitively coupled 
sense noise voltage may be represented by two bipolar 
spikes, each having an area L„C,,_,Z,4/2T, which 
are then integrated by the amplifier. For T > T (the 
amplifier response time) the signal/noise ratio is 

S/N = 2fwa tin& . 10- 8 
 (3) 

LaCa_slaZ, 

The parameters of balanced and open strip lines 
(Figs. 6(a) and 6(b)) have been rigorously determined 
for lines having zero thickness.' The smallest value 

100% 

50% 

FORi.0.045 in 

• MEASURED 

o 10 15 20 25 30 35 
CENTRE SPACING cis OF SENSE WIRE 

40 
(x0001in 

Fig. 4. Signal amplitude as a function of sense-wire spacing. 
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IAA 
PULSE AMPLITUDE ti) 

TIME 

CAPACITIVE CURRENT 

TIME O 

AMPLIFIER NOISE OUTPUT 

DIELECTRIC BOUNDARIES 

••• 

•,1• .; • •.•, 

,••; .,..; 
. • •:,, .▪ .> .• • • , V.,-
////ÀA• 'R,TViY7/ 

-•:- -% • :0 f: • • " .. • .. 
" 

' 
•i:t;t1'5,4ricf 
;>:' • 1•;e11...i.:•• 

Fig. 5. Leading-edge of address-current pulse and derived 

(a) 

Fig. 6. Strip line configurations. (a) Open strip. 

(b) 

(b) Balanced strip. 

where vo is the velocity of electromagnetic waves in 
free space, and e the effective permittivity of the 
medium. The cross-coupling capacitors Ca_3, modify 
the sense line impedance thus: 

Z, = I -2 ohm  (8) 

where 
C 

= C, + !--pF/cm 
2a (9) 

and a is the word line pitch. 

Combining these equations 

Z, — 
1 t es  

ohm  (10) 
voC, C5_, 

1 + 2ŒC, 

The value of Ca_s can be calcu ated using eqn. (5) 
and is equal to the sum of a length Iva of an open 

noise, strip width 11,3 and a length w, of an open strip width 
Iva, less the cross-coupling capacitance neglecting 
fringe effects. 

of width/thickness ratio used is 5 : 1, consequently 
the error involved by assuming zero thickness is 
considered to be negligible. For strip lines having 
width/separation (wId) within the range 1 < wld ‘. 8, 
the capacitance per unit length can be accurately 
represented by the following expressions: 

balanced line 
C = e{(0•096 wld)+ 0.088} pF/cm  (4) 

open line 
C = 4(0.11 wld)+ 044} pF/cm  (5) 

Using the appropriate relationship for C, the in-
ductance and impedance of a line is given by' 

L = N—reC H/cm  (6) 
v î)  

Z = — ohm  (7) 
voC 
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5/N 

14 

12 

10 

e 

4 

2 

o 2 3 4 5 6 7 8 
14 16 18 20 22 24 26 28 

ci°"} x 0.001 in ) 
d 

Fig. 7. Theoretical signal/noise of store as a function of address-
wire spacing. 
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= [0.132 1 'n + 0.14 (wa ws)] pF 

For the materials and dimensions chosen, a 50 bit 
word length, and T = 40 ns, a signal/noise ratio of 
12 : 1 results. 

In Fig. 7 this ratio is plotted against the spacing 
between address and sense conductors d,_.. 

4.2. Line Impedance and Propagation ?day 

The line impedances can be calculated using 
eqns. (4) to (10). 

Address line inductance L. 

4n5 1012 

vî,{(0.096 w .1 da)+ 0.088} H 

Sense line impedance Z, is given by eqn. ( 10). 

Digit line impedance Z d 

1 r ed  

V0Cd 1i± (C a — di2cca ohm 

For the dimension chosen, and n = 50, La = 0.27 µH, 
Z. = 80 ohms and Zd = 36 ohms. 

The sense line propagation delay 

Ts = 1/LsC s 

(11) 

(12) 

Combining this with eqns. (8), (9) and (10) gives 

Ts = {;(1 + C ")}*s/word  (14) 
vo 2aCs 

Similarly the digit line propagation delay is 

a C a—  

Td = — {Ed :)} s/word+ —   (15) vo 2aC 

The difference between these two delays is negligible 
and substituting values produces Ts = Td = 5.5 ps/ 
word. 

For a 1024 word store, the propagation delay is 
calculated to be 16 ns. However, the store is con-
structed using planes containing 64 words, so there is 
an additional delay in the plane to plane inter-
connection, which amounts to a further 14 ns. 

4.3. Line Attenuation 

The attenuation of a signal pulse propagating along 
a transmission line is given by exp ( — RI2Z), where Z 
is the characteristic impedance of the line. For current 
rise times at present in use, skin effect distortion is 
negligible, hence R is the low frequency resistance of 
the line. 

 (13) The attenuation calculated for the digit and sense 
lines of a 1024 word store is 5 % and 10% respectively, 
which is in good agreement with measured results. 

Lc1 CURRENT 
ii RESISTOR 

DEFINING 

+ 

ADDRESS ORNE 
(SINKS) 

I 

- 

ESS DRIVE URCES) 

• 

........---- ...„....-- 

(%.\\  , 
ADDRESS 
CONDUCTOR 

- 

+ % 

e' '  ," r , 

ADDS 
(SO 

0-€ 

Fig. 8. Address selected system. 
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5. Store Interrogation 

For a word-organized store, one of the require-
ments is a cheap form of address current selection 
with individual circuit elements mounted as part of 
the memory structure, to reduce the number of inter-
face connections. The design of the interrogation 
circuits is now discussed. 

5.1. Address Selection 

The system used is shown in Fig. 8, and this 
employs 1 : 1 transformers for isolation with a diode 
in the secondary so that the address current is sub-
stantially independent of the repetition rate. 

Small ferrite beads are used for the transformer 
core (3 mm long and 3 mm external diameter) with 
winding ratio 3 : 3. The drive current insertions loss 
is given by Lal(Lp+L.) where L is the primary in-
ductance, and in the worst case the loss is equal to 
10%. Also the drive voltage requirements are in-
creased by a factor of 2 due to the leakage inductance. 

5.2. Sensing 

To take advantage of the bi-polarity of output 
signal, it is sampled at the time of its peak value. Two 
tunnel diodes form a very efficient strobe circuit7' 8 
and using 2 mA tunnel diodes, and allowing for 
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_ 
Fig. 9. Digit drive circuit. 

±3% rail variations and a temperature range 20°C 
to 50°C, the sensitivity is better than 30 µA. 

In the 1024 word store the time uncertainty between 
signal and strobe delays is 45 ns, and for effective 
strobing the amplified signal has to be wide enough 
to cater for this time uncertainty. 

The amplified signal approximates to 

t t 
V = V -07. exp ( 1 — - ). r 

The input signal is a relatively narrow spike, but the 
equivalent amplitude Y. of a signal of the same shape 
as the output may be calculated: 

co 

t t 
(Df = fVo—T exp ( 1 — i) d t = eVo T 

o 
giving 

Of 
vo = 

eT 

where 4:1) is flux of the element. 

In the practical circuit T = 16 ns, giving a peak 
signal amplitude of 600 µV for the thinner layers of 
1200 A, but to allow for signal variation, the amplifier 
has been designed to deliver ± 60 µA into the strobe 
circuit for a signal strength of ± 250 µV. The circuit 
incorporates a differential input stage for common 
mode noise reduction. 

5.3. Digit Drive 

The nominal digit current pulse of 130 mA, must 
be of a polarity depending on the state of the corres-
ponding information register stage, and a suitable 
circuit is shown in Fig. 9. An important requirement 
is that the absolute current during the write period is 
substantially independent of repetition rate. This 
condition is fulfilled but if the mark-to-space ratio is 
equal to unity, the output transistors must be capable 
of providing twice the nominal current, i.e. 260 mA. 

6. Construction of Store 

Film elements are placed between two-layer printed 
boards, and the arrangement is stabilized by im-
pregnating with petroleum jelly. The board pairs are 
stacked and interconnected in the digit/sense direction 
and to the address matrix with printed connectors. In 
all cases relatively long lengths of matrix conductors 
are plated with tin-lead solder, and groups of con-
ductors are united in pairs using a heated block. Some 
30,000 joints of this type are needed in the 1024 word 
store. 

Address matrix components are mounted on printed 
boards for easy servicing, and pulse current is carried 
to these via transmission lines to facilitate high speed 
working. A slotted copper screen separates the matrix 
and storage planes and interconnecting leads pass 
through the slots. 

A mu-metal box (11 in x 10 in x 8 in) shields the 
elements from external magnetic fields. 

7. Store System and Performance 

A block diagram of the store system, which uses 
diode-transistor logic, is shown in Fig. 10. A typical 
propagation delay through a logic unit is 25 ns, and 
rise times are generally faster than 15 ns. The 
measured access time of the 1024 word/50 bit store 
was 270 ns, and the read-rewrite cycle time was 500 ns, 
these times being made up as follows: 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

(g) 

(h) 

(i) 

(i) 

time to decode address 

address drive circuit delay 

address current rise-time 

signal amplifier delay 

sense propagation time 

strobe delay 

word register delay -F rise-
time 

90 

20 

ao 
30 

30 

20 

40 

digit circuit delay 20 

digit current width 120 

amplifier recovery time 
from digit noise 200 

access 
— time 

270 ns 

cycle 
— time 

500ns 
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DIGIT 
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..«  
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READ 

AMPLIFER 
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t  
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GATE INFORMATION 

CONTROL 

CODE 

START 
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me 
READ/REWRITE 

ATE WORD REGISTER 

Fig. 10. Block diagram of store system. 

A typical amplifier output is shown in Fig. 11 and 
the recovery (j) is clearly seen. Figure 12(a) illustrates 
the safety margin of the store system to combat drift, 
and in Fig. 12(b) the strobe threshold is plotted 
against digit current showing the effect of a large 
number of disturb cycles. 

A smaller size of store should be faster, and the 
first production system having 128 words of 16 bits 
has an access time of 220 ns, with read-rewrite cycle 
time 330 ns. The amplifier output, while all words 
are cycled consecutively, is seen in Fig. 13. The 
apparent indecision immediately following the signal 
arises from the use of two short address pulses in place 
of one relatively long one to reduce heating of tran-
sistors. However, the availability of an address drive 
transistor with less storage would enable a cycle time 
of less than 300 ns to be achieved. 

8. Conclusions 

A magnetic thin-film store, having a worthwhile 
advance in speed over currently available stores has 
been successfully demonstrated. Higher operational 
speed will be achieved as semiconductor techniques 
improve. Batch production and testing of the magnetic 
elements, together with the use of well-established 
printed circuit techniques and a simple reliable 
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method of interconnections, forms the basis of a 
cheap commercial product. 

Experience gained in the small scale production has 
shown that by simple design modification, larger 
stores can be made having cycle times in the region of 
250 ns, at a cost comparable with a 1 jis core store. 
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Fig. 13. Amplifier output while all words are cycled 
consecutively. 
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11. Appendix 1 

Worst-case Hard-axis Field 

The simplifying assumption is made that the 
discrete films of Fig. 14(a) are replaced with horizontal 
strips of the same width and thickness, see Fig. 14(b). 

The worst transverse disturbing field at the origin 
occurs when (i) strips y2, y3, y4, etc., are magnetized 
with N-poles on the Y axis, (ii) strips y_ i, y_ 2, y_ 3, 
etc., are magnetized with S-poles on the Y axis, and 
(iii) the magnetism of strip yi, is continually swung 
between the X and Y axes. The field of (i) and (ii) is 
static and is given by: 

4/tw [ 1 1 1 
ot2 12 22 32 

_411w 12 11 w 
= 0.05 —2 

D( 2 — 2 a 

211w 
CC2 

for I = 900 

1 = 1200A 

The dynamic field of (iii) arises from that of the film 

(b) 

4 « 

and the fringe field of the conductors, and has the 
value 

0.022 w 0.2 a da  
ot2 [ci (w/2)]2 

(units of ampere and cm). 

12. Appendix 2 

Worst-case Easy-axis Field 

Again using the premise of Appendix 1, the easy-
axis field at (0,0) is greatest when poles are situated on 

the lines y = + x. Its value for all strips except 
yo is: 

8/ t   
.\/-j- [42 _ (w/2)2 ± (2)2 _ (w/2)2 + (3)2 _ (w/2) 2 + • • • 

= 0.084 —2 for I = 900 
Œ 

t = 1200A 
22 (w/2)2 

The field of the nearest neighbours in yo is 8/tw/(52, 
so that the total static field is: 

1 1 
0.085 w(— + = 0.21 Oe 

0(2 (52 

for w = 0-02 in 

a = 0.073 in 

= 0.09 in 
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Synthesis of a Cascaded Network 
by Transfer Matrix Factorization 

By 

M. S. HUNT, m.sc.f 

Summary: This paper discusses the use of transfer matrices in the synthesis 
of cascaded electronic networks. Previous work on this subject has been 
performed by trial and error methods, but here it is shown that for certain 
special classes of transfer matrix, the solution, if indeed a solution exists, 
can be predetermined logically. 

1. Introduction 

There are two basic problems in electronic network 
theory: circuit analysis, in which the response of a 
given network is to be found; and circuit synthesis, 
in which the circuit with a given response is to be 
found. Most methods of synthesis are based on 
relating voltage with current by means of the so-called 
z-matrix, or impedance matrix; the method used 
below, however, is based on relating input with out-
put by means of the transfer matrix, or A-matrix. 

The transfer-matrix method of synthesis of a net-
work may be expressed in two steps, as: 

(i) to derive a transfer matrix corresponding to a 
specified response; 

(ii) to factorize this matrix into a combination of 
simpler matrices, each of which represents an 
element of a cascaded network. 

Step (i) is well defined and further discussion of it 
is omitted here. The methods put forward by 
Davies'. 3 for step (ii) tend to be tentative and rather 
vague, but it will be shown that they can be made 
definite in many cases. 

2. The Transfer Matrix 

If V1, A are the input voltage and current, and 
V., 4 the output voltage and current of a network, 
then the transfer matrix, A, of that network is defined 
by 

= A [51 = rAll ,4,21v01 
L LA21 A22.1 L /0..1 

For example, the transfer matrix of an impedance Z is 

[1 Z0 1] 

and of an admittance Y: 

[1y 01 

In the rest of this paper, only passive, reciprocal 
networks consisting of resistors, capacitors, inductors 

t Computation Laboratory, University of Southampton. 
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and transformers will be considered. For such net-
works, the determinant of the transfer matrix is 
unity2: further, for each single component the 
transfer matrix takes one of the following basic 
forms: 

A. = [01 Z1 } 

for an impedance Z;  

[ 1 o 
Ay — y  1 

for an admittance Y; 

In 01 
AT = LO 1/ni 
for a transformer of turns ratio n. 

These three matrices will in future be referred to as 
elementary matrices. 

It is a well-known property of the A-matrix that 
the transfer matrix of a cascaded network is the 
product of the transfer matrices of the elements of 
the cascade, in the same order.4. 5 Hence a cascaded, 
passive, reciprocal network will have a transfer matrix 
which may be expressed as a product of elementary 
matrices; for example 

A = Az1 X A z2 X A y1 X A z3 X A y2 X AT 

This example may represent the network shown in 
Fig. 1. 

o  

C1 L 2 

3 

Fig. 1. Example of a cascaded passive reciprocal network. 

It is easily seen that since all immittances (i.e. 
impedances or admittances) are functions of frequency, 
the transfer matrix will be a function of frequency. 
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To avoid possible confusion arising from using the 
complex quantity jw, immittances will be written in 
terms of s = jco. Then the above A-matrix may be 
written as 

A = [01 Liis 1[01 11(C is)] r 1 oi x 1 j [c2s 1 
. [1 Lr] [c.5, 1 13 0] [O 1 n 0 0 /71 

To make the multiplication easier, introduce some 
normalized values for the components (for a discussion 
of the normalization of component values for this 
type of problem the reader is referred to Ref. 3) e.g. 
Li = 1, C i = 0.5, C2 = 1, L2 = 2, C3 = 3, n = 4 
to give 

ri sl fl 2s- ii ri 01 [1 2s1 r 1 0] r4 01 
A= 10 11 [0 1 j Ls 1 j [0 1_1 1.3s 1.1 1_0 1j 

= [1 2s' + si ri 2s 1 [4 01 
0 1 i 1.s 2s2+1 .1 1.12s 11 

= 1-3+s2 2s- + 7s+2s3] r 4 01 
L s 1+232 .1 1_12s 1j 

= [36+88s2+24s4 Is-1 +1s+ 4 3] 2 4 2 

16s + 24s3  

Now all elements of this matrix are raional functions 
of s. This is true for any transfer matrix which is 
created by multiplying several elementary matrices 
together. Hence, the general transfer matrix can be 
written in the form 

1  A=--- [Bn(s) Bu(s)1 

9 (s) B 2 i(s) B22(s)i 
where g(s), B i 1(s), B12(s), B21 (s) and B22(s) are all 
polynomials in s. (This form of the A-matrix will be 
used in classifying problems.) For example, the 
previous A-matrix may be written as 

1 [144s2 + 3520+ 96s6 2s + 7 s3 + 2s51 
A = — 

4s2 64s3 + 96s5 2s2 + 2s4 j 

It can be shown that the determinant of this matrix 
is unity. 

At this stage note the following points which are 
true for transfer matrices of all cascaded networks 
which are constructed from passive components: 

(i) The degrees of polynomial elements in the 
same row, or column, differ by at most one; 
in the above example it is always one, but for 
networks containing resistors, they may be of 
the same degree. 

(ii) When the degree of B, ,(s) is greater than the 
degree of B21 (s), the degree of Bi 2(s) is also 
greater than the degree of B22(s). 
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(iii) When the degree of Bu (s) is less than the 
degree of B2i (s), the degree of B12(s) is also 
less than the degree of B22(s). (Obviously, this 
cannot be shown by the above example since 
it already shows (ii).) 

(iv) For the transfer matrix of a lossless network (no 
resistance), B1 as) and B22(s) are even functions 
of s and B21(s) and Bi 2(5) are odd functions of s. 

3. The Method of Factorization 

It has already been shown that a transfer matrix of 
a cascaded network may be written as a product of 
elementary matrices. Thus, for example: 

A = Az,x A„x Ayi x A„ x Ay, x AT 

and the problem on hand is to find these elementary 
matrices given the overall transfer matrix. Now 

Ai . r1 _ zi , ' 1 o _1 lln 0 
; [0 1 t 'Y = [ — y 11 and A T = [ 0 ni 

(these may eas ly be verified by calculating Az x A2 
etc.), so premultiplication of A, in the above ex-
pansion, by Az-1 gives 

A» x A = AJ 1 x Azi x Az2 x Ay,x Az,x Ay 2 X AT 

If now z is chosen to be equal to z1, i.e. that A.-1 
=A21 ', then 

A1 = Az-,1 A = Az2 x Ayi x A„x Ay2 x AT 

This process is repeated for A1 to give a reduced 
matrix A2, and so on until the reduced matrix is 
itself an elementary matrix. The synthesized network 
is then given by the elementary matrices whose 
inverses were used in the reduction process, i.e. the 
above example would give: 

first step 

second step 

third step 

and so 
Fig. 2. 

A, 1 A 

giving first component z, 

A;21 A;, I A 

giving second component z2 

A7, 1 A;21 A;, 1 ,  A 

giving third component Yi 

on; the network may be drawn as shown in 

z1 z2 z3 
n:1 

Fig. 2. Network derived in demonstrating factorization 
procedure. 
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The first part of the problem is therefore to deter-
mine the type of elementary matrix (Ai, Ay or AT) to 
use in the factorization at any stage. Once this is 
decided upon, it is then necessary to find the type of 
component, and the value of the component, to be 
represented by this elementary matrix. For example, 
7., may be a series inductance, of impedance sL, 
or a series capacitance, of impedance 1/sC. 

4. Simple Lossless Networks 

A simple lossless network is here defined as one 
whose transfer matrix is such that g(s) = 1 when 
that matrix is written in the general form defined 
previously. For example, 

A = [4 + 40s2 + 24s4 -44s + 4s] 16s + 24s3 1,1,2 

The problem is now to reduce this given matrix 
to a product of elementary matrices. First, it must be 
decided which of the elementary matrices is to be 
used in the first stage of the factorization; this problem 
is eased slightly by the fact that if a transformer is 
included in the network, it may be assumed to appear 
as the last element of the network since movement of 
a transformer in such a network only affects the values 
of the components and not their type. Hence only 
the inverse elementary matrices Az-1 and AT- 1 need 
to be considered in the factorization process. This 
means either 

[1 _zi r4+40s2+24s4 
Lo L 16s+ 24s3 
r 1 01 r4+40s2,24s4 
L—y 1i L 16s + 24s3 

or 

(ii) 1 1 2 
71.+ 

where z may be either Ls or 1/Cs and y may be 
either Cs or 1/Ls. 

In Section 3, it was shown that the factorization is 
performed in such a way that the first elementary 
matrix of the given matrix is completely nullified by 
the premultiplication process. This is ensured if the 
degree of one element of the given matrix is reduced 
by the process, in which case the degree of the other 
element in the same row is also reduced.' 

Hence, using (ii) above would mean reducing the 
degree of A 21 (s), since A 1(s) and A 2(s) are unaffected 
by this premultiplication. As An (s) is already of 
lower degree than 21 11 (s) by a factor of one, the 
reduced An (s) would differ in degree by more than 
one from the corresponding A11 (5). This means that 
further reduction would be impossible since it would 
be impossible to select a factor to cancel the appro-
priate term of A i(s). 

Thus, assuming that a solution exists, only (i) may 
be used in this case, and the problem reduces to 
finding the form of the unknown z. Now if z = 1/Cs, 
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the premultiplication would yield, in the above 
example, a new A1 1(s) defined as 

A i(s) = (4 + 40s2+24s4)— -1 s-1(16s + 24s3) 

and it is then impossible to nullify the term in e. 
This means that an elementary matrix is not com-
pletely removed from the given matrix and the fac-
torization is not successful. This leaves only z = Ls, 
and this gives 

[1 — Ls][4 + 40s2 + 24s4 + is] 

2 
1 _,_ 1s2 0 1 16s + 24s3 

[(4 + 40s2+24s4) — Ls(16s + 24s3) 
16s + 24s3 

1 _Lls2 
-47,-  2 

and a choice of L = 1 reduces the degrees of Alas) 
and A 12(s) to give 

F 4+24s2 
Ll6s + 24s3 

(ts+-1s3)—Ls(++-112)] 

The arguments used above may also be applied to 
any simple lossless network problem, and may be 
summarized as follows: 

(1) If the degree of A i(s) is greater than the degree 
of A21 (s), then the factorization must be per-
formed using an inverse impedance matrix AI' 
where the element z represents a series induc-
tance of impedance Ls. 

By similar arguments to those used above, 
it can be shown that: 

(2) If the degree of A ii (s) is less than the degree 
of A 21(s), then the factorization must be per-
formed using an inverse admittance matrix A171 
where the element y represents a shunt capaci-
tance of admittance Cs. 

The problem above may now be solved to 

give: 

r 1 oi 4+24s2 2 
L —Cs iJ Li6s+24s3 *++32 

Choosing C = 1, we get: 

r4+24s2 is] 
L 12s :17 

Now the degree of A ii (s) is greater than that of 
A 21 (S) so the next factor is A¡ 1 ; choice of z = Ls = 2s 
gives 

[124 1. s 0] 

which in turn may be broken down into 

[ 1 01 [4 0] 
3s 1 0 71-
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The factorized matrix is therefore: 

si r1 01 r1 2s1 f1 01 r4 0] 
Lo Ls lip 1 j L3s 1] [0 

and the network is as shown in Fig. 3. 

5. Simple Lossy Networks 

In the case of lossy networks, all elements of the 
transfer-matrix are general polynomials in s; for 
example 

A = [1 + 2s+4s2+ 6s3 1 + 6s+ 10s2+ 6s31 
2+s+6s2 3+7s+6s2 j 

This type of problem is similar to the previous type 
inasmuch that if the degrees of A1 (s) and •21 21 (s) 
are different, the above ruling is still true; for example, 
the above problem must first be premultiplied by 
Az-1 with z = Ls; in fact L = 1 gives 

r 1+3s2 1+3s+3s21 
1_2+s+6s2 3+7s+6s2 

It is fairly obvious that the next component is a 
resistor, since no frequency term is required to 
reduce the degree of some element; but it may be 
either a series resistor or a shunt resistor, R with 
transfer-matrix 

[0 1 or [1 jR 01] 
r1 

Since the factorization is unique,' only one of these 
is correct. Thus if one is tried and does not give a 
reduced matrix of the correct form, the other factor 
must be used. Using the series resistance-matrix in 
the above problem, and choosing R = 1/2 gives a 
reduced matrix: 

r — 1-1-s 
1_2+s+6s2 3+7s+6s2 

This matrix requires premultiplication by a negative 
admittance matrix in the next stage, and hence the 
factorization fails. Thus the factor must be a shunt 
resistor, and a choice of G = 11R = 2 gives 

[1 + 3s2 1+3s+3s2] 
s 1 +s 

Such a trial and error approach is unavoidable in this 
type of problem, but the amount of work done to 
detect a faulty trial can be minimized by inspecting 
every new coefficient as it is calculated; as soon as a 
negative coefficient is recognized, the factor may be 
assumed faulty; otherwise it is the correct factor. 

The above example yields the network of Fig. 4. 

respectively 

6. General Passive Networks 

These are characterized by the general form 
A-matrix, for example: 

1 [144s2+352s4+96s6 2s+ 7s3+2s51 
A= 

4s-2 6453 ± 96s5 s2+2s4 
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1 2 4 1 
0 

o 

, T 3 
T g 

Fig. 3. Derived lossless network. 

Fig. 4. Derived lossy network. 

Fig. 5. One solution to the problem in Section 6. 

If, as in this example, g(s) is a simple multiple of s2, 
or if, as may be true for a lossy network matrix, 
g(s) is a simple multiple of s, the problem may easily 
be reduced to a form similar to the simple problems 
considered previously. For the above example may 
be written as 

{ 36 + 88s2 + 24s4 Is' +14-s + -12-s3 
16+24s3  -.. 2 

although A 12(s) is no longer strictly a polynomial in s. 
Applying the methods of Section 4, the solution to 
this problem gives the network of Fig. 5 which is 
somewhat different to the network from which the 
original matrix was derived. This shows that the 
factorization is no longer unique; this is due to the 
method of eliminating g(s). 

The general method for this type of problem is to 
leave the matrix in the form 

A= 1 rB„(s) B 12(s)1 

(s) LB 21(s) B 22(s) 
and then use one of the following criteria to find the 
elementary matrices: 

of (i) reduce the degree of some 
matrix; 

(ii) make g(s) a factor of every element of the 
matrix so that g(s) may be eliminated. 

element of the 
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The uniqueness of the solution is lost because (ii) 
may be used at several different stages of the factoriza-
tion. For example, 

1 [ 144s2+352s4+96s6 2s+7s3+2s51 

432 64S3 96S5 S2 + 2S4 

Premultiplication by Az' with z 2s- gives 

1 1-16s2+160s4+96s6 3s3+2s51 

4s2 L 64s3+96s5 s2+2s4 j 
[4+4052+244 
L 16s + 24s3 IS3]1 j_1,2 

which may be factorized by the method of Section 4. 
The total network synthesized this time is as shown 
in Fig. 6 and is the same as that from which the matrix 
was formed. But yet another network may be synthe-
sized by leaving the elimination of g(s) until the third 
stage of the factorization; the network in this case is 
shown in Fig. 7. 

In the general case, there may be several solutions 
to this type of problem, although eliminating the 
factor at some stage may result in a new matrix which 
cannot be reduced any further. Provided the matrix 
has a determinant of unity, a solution exists, and it is 
then a problem of finding all possible solutions and 
selecting the most desirable one. 

7. Conclusions 

Davies" has previously shown that the factoriza-
tion of certain classes of transfer matrix, by the 
methods described here, is unique. Above it has been 
shown that rules may easily be set up for such fac-
torizations for simple problems, although trial and 
error methods are unavoidable when there is resistance 
present in the circuit. In the general problem, the 
solution is no longer unique, and it is then necessary 
to find all solutions. 

The main application of the transfer matrix method 
of synthesis is in the design of filters; to be more 
precise, the form of transfer matrix considered above 
often represents low-pass filters. High-pass filters 
have transfer matrices of the same form as those 
above, but their elements are polynomials in the 
variable p = and provided that this substitution 
is applied in the previous work, the methods still 
work. It is also possible, although a little more 

1/2 1 2 
4:1 

o 

Fig. 6. An alternative solution to the problem in Section 6. 

12:1 

o  

Fig. 7. A third solution to the problem in Section 6. 

difficult, to apply the method to band-pass filters 
whose transfer matrices have elements as functions 
of s and p. 
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Electronic Instrumentation in India 

A Symposium on 'Electronic Instrumentation', 
organized by the Central Electronics Engineering 
Research Institute, Pilani, Rajasthan, with the 
support of the Institution's Indian Division, was held 
on 29th April to 1st May 1966. 

The following are the abstracts of some of the 
papers presented at the Symposium, which have now 
been printed in full in the Proceedings of the Indian 
Division, 4, No. 4, October-December 1966. 

'Indigenous design and development of high and 
medium power transistorized v.h.f.-f.m. transreceivers'. 
P. K. RANGOLE and H. K. JAIN (C.E.E.R.L, Pilani) 

An approach to the design and development of 
transistorized v.h.f.-f.m. transmitter-receivers using 
indigenously available components is presented in 
this paper. Design features and performance details 
of some of the basic modules of the transmitter-
receivers are discussed in a general way. Comments 
on some incidental aspects such as standardization 
and economic factors are also included. 

'Design of electronic circuits for the measurement of 
short half-lives'. 
R. PRASAD and D. C. SARKAR (Department of 
Physics, Muslim University, Aligarh) 

Conventional techniques used to measure the short 
half-life period of a radioactive isotope have certain 
limitations of accuracy. This paper describes the 
development of electronic circuits which have been 
designed and used for the measurement of short 
period radioactivities. Half-lives of the order of 
0.1 second to 1 minute have been measured by this 
device. 

'Transistorized p.h.f. magnetometer'. 
M. SUDHAKARA MENON and H. N. SWAMY (Indian 
Naval Physical Laboratory, Cochin) 

The smallest field that can be measured accurately 
by conventional magnetometers is about 2 milligauss. 
Proton precession magnetometers and peak height 
fluxgate (p.h.f.) magnetometers are commonly used 
to measure magnetic fields of the order of 0.1 milli-
gauss. A peak height fluxgate magnetometer system 
has been developed at the Indian Naval Physical 
Laboratory, Cochin, using a mumetal core detector. 
The paper describes a transistorized peak height 
fluxgate magnetometer which can record a minimum 
field of 0.1 milligauss and the sensitivities available 
are 1.25 mG and 2-5 mG per inch deflection on a pen 
and ink recorder. 
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'A fast acting protection circuit for transistorized 
voltage regulators using series control elements'. 
U. S. SINGH and G. N. ACHARYA (C.E.E.R.I., Pilani) 

Protection of the control element against overload 
conditions is one of the major requirements of transis-
torized voltage regulators. The use of a silicon con-
trolled rectifier (s.c.r.) offers an interesting possibility 
for the solution of this problem. The design of a 
novel protection circuit using an s.c.r. and a sensing 
transistor is discussed, and results obtained with a 
typical voltage regulator circuit using a fast acting 
s.c.r. protection unit are presented. 

'Sub-carrier discriminators for telemetry'. 
S. RAMAKRISHNA and N. V. NAYAK (D.E.R.L., 
Hyderabad) 

Frequency division multiplexing systems require 
some form of sub-carrier discriminators to recover 
the data from the individual frequency channels. A 
four-channel f.m.-a.m. telemetry system has been 
designed and developed for use in rocket-borne 
instrumentation and for data analysis four sub-carrier 
discriminators have been made. An unbalanced 
trigger circuit type of discriminator is found to be 
preferable to the conventional Foster-Seely dis-
criminator or the counting type discriminator. The 
channel selection is carried out by using passive 
filters which have been designed for the required 
characteristics. The output is amplified by a d.c. 
amplifier and directly feeds a pen-recorder. Overall 
performance is quite satisfactory with a dynamic 
input range of 30 dB and an inter-channel rejection 
of 40 dB. Linearity is better than 2% in the channel. 

'Video tester'. 
T. K. B. RAO and E. MURALI (Defence Electronics 
Research Laboratory, Hyderabad) 

A video tester for tracing, checking and servicing 
the video stages of certain radar receivers has been 
developed. This unit is essentially a pulse generator 
giving 0.7 ms and 1.9 ms pulses. Delay line technique 
of pulse generation has been employed to get sharp 
rise time (0.06 ms) pulses. The delay lines have been 
designed by Guillemin's analysis. Complete circuit 
details are described. 

Copies of the issue of the Indian Proceedings con-
taining the above papers may be obtained from the 
Indian office of the I.E.R.E., 7 Nandidurg Road, 
Bangalore 6, price Rs 2 to members and Rs 5 to non-
members, or from the I.E.R.E., 8-9 Bedford Square, 
London, W.C.1, price 3s. to members 7s. 6d. to non-
members. 
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